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Abstract tions of decision-making support systems. Most of existing
approaches use the 1-Tuple linguistic representation mode
Most of modern systems for information retrieval, fusion consisting in a given finite ordered set of pure linguistic la
and management have to deal more and more with infor- bels, sayL. = {Lo, L, L, 41} whereL = {Ly,---,L,}.
mation expressed quatitatively (by linguistic labels)cein  Smarandache and Dezert give a detailed introduction of ma-
human reports are better and easier expressed in naturaljor works for 1-Tuple qualitative reasoning under uncer-
language than with numbers. In this paper, we propose tainty in [5] and also propose new well-justified operators
to use Herrera-Matinez’ 2-Tuple linguistic representation on 1-Tuple labels in [1]. They have also shown how quanti-
model (i.e. equidistant linguistic labels with a numeric tative combination rules can be easily extended for dealing
value assessment) for reasoning with uncertain and qual-with qualitative beliefs represented in terms of pure lisgu
itative information in Dezert-Smarandache Theory (DSmT) tic labels (i.e. 1-Tuple). In order to keep an acceptable-com
framework to preserve the precision and the efficiency of putational complexity it is obviously better to work with a
the fusion of linguistic information expressing the exjsert reduced/coarse granularity set of pure linguistic labgis (
gualitative beliefs. We present operators to deal with the Tuple) but by doing so, some available richer information
2-Tuples and show from a simple example how qualitative content, likeless goodgood enoughvery good, is lost in
DSmT-based fusion rules can be used for qualitative rea-the classical/1-Tuple qualitative information procegsifo
soning and fusioning under uncertainty. overcome this limitation, Herrera and Martinez in [2] pro-
posed a 2-Tuple fuzzy linguistic representation model for
Keywords: DSmT, Dezert-Smarandache Theory, Informa- computing with words (CW), which offers a computation-

tion fusion, Qualitative reasoning, linguistic labels. ally feasible method for aggregating linguistic infornaati
that are represented by linguistic variables with equaatitst
1. Introduction labelg through counting indexes of the corresponding lin-

guistic labels. It has been shown in [2] the advantages of
Qualitative methods for reasoning under uncertainty the 2-Tuple Linguistic representation of symbolic method

have gained more and more attention because traditionarver methods based on the extension principle in CW in

o : erm of complexity and feasibility. In 2007, Li et al. [3]
methods based only on quantitative representation ane analhave proposed in the DSMT framework, the extension of
ysis are not ablg to adequately satlsfy_ the ne_ed of th_e de'1-Tuple linguistic representation model to Qualitative- En
velopment of science and technology integrating at higher
fusion |evels human pell_efs and reports in complgx Sys- 1For non-equidistant labels we can still use these 2-Tuplesls in the
tems. Therefore qualitative knowledge representation andsame way, but of course the result is less accurate, yetgvsatisfactory

analysis becomes important and necessary in next generaesuit.




riched labels, denotef; (o7 ), for taking into accounta pos-  any hybrid DSm model) and both in DST and DSmT frame-
sible confidence factos{ on any labelZ;. In this paper,  works for static or dynamical fusion problems. The PCR5
we propose to use Herrera’s 2-Tuple representation denotedule for two sources is defined bynpcrs () = 0 and
(L;, o) besides our previous 1-Tuple (enriched) represen-vX € G© \ {0}

tation wheres” expresses a kind of refinement of the lin-

guistic valueL;. Clearlyo{ andaf correspond to two dis- mpors(X) = mia(X)+

tinct notions. In section 2, we remind briefly the basics of 9 9
DSmT. In sections 3 and 4, we recall the 1-Tuple models ma (X)"ma (V) ma(X)"m (V)
(classical and enriched). In sections 5 and 6, we presentthe yccon (x} ma(X) +ma(Y) - ma(X) +m(Y)
2-Tuple model together with the basic operators for 2-Tuple ~ XNY=0

labels. Qualitative fusion rules based on 2-Tuple lingaist where each element, andY’, is in the disjunctive nor-

labels are proposed in section 7. In_S(_ectlon 8, we show h_OWmaI form. m1a(X) = Yy, x.eqe mi(X1)ma(Xa) cor-
these operators are used for combining 2-Tuple qualitative XA X

beliefs. Concluding remarks are then given in section 9.  responds to the conjunctive consensusXrbetween the

two sources. All denominators are different from zero. If
2 DSmMT for the fusion of beliefs a denominator is zero, that fraction is discarded. No matter
how big or small is the conflicting mass, PCR5 mathemati-
cally does a better redistribution of the conflicting massith
Dempster’s rule and other rules since PCR5 goes backwards
on the tracks of the conjunctive rule and redistributes the
partial conflicting masses only to the sets involved in the
conflict and proportionally to their masses put in the con-
1. The model on which one works with. Typically if flict, considering the conjunctive normal form of the par-

one considers a finite frame of possib|e exhaustive So-ti&' conflict. PCR5 is quasi—associative and preserves the
lutions © = {64,...,6,}, Shafer assumes the ex- neutral impact of the vacuous belief assignment. General

clusivity of 9, and defines belief masses on classical PCRS5 fusion formula and improvement for the combination
power seR® £ (©,U) while we don't need such as- 0f k£ > 2 sources of evidence with many detailed examples
sumption in DSmT and the belief masses can be de-can be found in [5].

fined directly on Dedekind’s lattice/hyper-power set

D® £ (©,u,N) and even on the super-power set 3 The 1-Tuplelinguistic model

S £ (0,U,n,c(.)) if one really needs/wants to work
on the refined fram®,..; of ©. In the sequel, we use
the generic notatiotr® for denoting eithee®, D® or
59, A quantitative basic belief assignment (bba) is a
mappingm(.) : G® — [0,1] associated to a given
body of evidences which satisfiesm () = 0 and

I @

2.1 Basic belief mass

The differences between Dempster-Shafer Theory (DST)
[4], and Dezert-Smarandache Theory (DSmT) [5] are:

To deal with a 1-Tuple qualitative belief ovér®, one
defined in [5] agualitative basic belief assignmedqtm(.)
as a mapping function fron&® into a set of linguistic
labels . = {Lo,L,L,11} whereL = {Li,---,L,}
is a finite set of linguistic labels and where > 2 is
2 sece m(A) =1. an integer. For examplel,; can take the linguistic

2. The choice of the combination and conditioning rules, value “poor”, L, the linguistic value “good”, etc. L
i.e. Dempster's rule in DST versus PCRS5 rule in is endowed with a total order relationshig, so that
DSmT (see next section and [5] for details). Ly < Ly < --- < L,. Towork on a true closed linguistic

setL under linguistic addition and multiplication operators,

3. Aside working only with numerical/quantitative be- Smarandache and Dezert extended naturaliwith two
liefs as within DST, DSmT allows also to combine di- extreme values.y = Lmin and Ly,y1 = Lmax, Where

rectly qualitative belief masses. Lo corresponds to the minimal qualitative value and
L,+1 corresponds to the maximal qualitative value, in
2.2 Fusion of quantitative belief masses suchawaythaly < Ly < Ly < -+ < Ly < Lpq1,

where < means inferior to, or less (in quality) than, or
In DSmT, we propose to use the Proportional Conflict smaller than, etc. In the sequéi € L are assumed
Redistribution rule no. 5 (PCR5) [5, 6] which transfers linguistically equidistant labels such that we can make an

conflicting masses (total or partial) proportionally to ron isomorphism betweed. = {Lg,Li,Lo,..., Ly, Lpi1}
empty sets involved in the model according to all integrity and{0,1/(n + 1),2/(n + 1),...,n/(n + 1),1}, defined
constraints. PCRS5 rule works for any degree of conflictin asL;, =i/(n+ 1) foralli =0,1,2,...,n,n+ 1.

[0, 1], for any models (Shafer's model, free DSm model or



From the extension of the isomorphism between the set4 The 1-Tuple linguistic enriched model
of linguistic equidistant labels and a set of numbers in the
interval [0, 1], one can built exact operators on linguistic
labels which makes possible the extension all the quan-
titative fusion rules into their qualitative counterpaji3$.

We briefly remind the basic qualitative operafo(er ¢-
operators for short) on 1-Tuple labels:

To take into account the confidence in a linguistic asser-
tions L;, we proposed in 2007 [3] a qualitative enriched 1-
Tuple model, denotedl;(o¢), where the first component is
a standard linguistic labdl; and the second componentis a
confidence factos? (either a numerical supporting degree

* g-addition: in [0, 1]° called Type 1; or a qualitative supporting degree
Liy ifitj<ntl, taking its value in a giyen (ordere_d) s&t of linguistic la-
Li+L;= [ TN 1 ) bels, called Type 2)o¢ is the confidence one grants to the
nt1 = Lmax Moty zn+l. source when it assigns its qualitative belief to a given
e g-subtraction: propositi%nA € G®. For examplg, thg gnriched Type 1
_ label Ly = L;(1) represents the linguistic variab®ood
S Loy i i>, with 100% confidence, whereds (o€ = 0.4) means that
Li—L;= L 3 R A o
—L;_; if i<j. the linguistic valuel; is discounted by 60%, i.e. we are
under confident irl; given by the source. Itis important to
where—L = {—L1,—Lo,...,—Lp,—Lpt1}.

recall thato{ is related with a confidence measure and does
e g-multiplicatior®: not reflect a positive or negative refinement of the lingaisti
[ P @) value itself. That's why§ andL; are considered as two in-
ity [(&5)/ (n+1)]- dependent components of the enriched veEtde; ) in the
where[z] means the closest intedeo z (with [n + derivations done in [3]. We have shown how to define new
0.5] = n+ 1, ¥n € N). This operator is justified by  ge-operators and how combine qualitative beliefs based on
the approximation of the product of equidistant labels this enriched linguistic 1-Tuple representation model.

givenbyL; - L; = nil . #1 - (i-j)n/j_ri+1).

e Scalar multiplication of a linguistic label: Letbe a 5 The 2-Tuple linguistic model
real number. The multiplication of a linguistic label by
a scalar is defined by:

In order to keep working with a coarse/reduced set of lin-

a-L; = a-i ~ {L[a-i] if [a-i] >0, 5 guistic labels for maintaining a low computational complex
n+1 L_,.; otherwise ity but for working with a richer information, we adopt here
o S Herrera and Martinez’ 2-Tuple model;, o) introduced
¢ Division of linguistic labels: in[2]. o is chosenir® 2 [—0.5/(n+1),0.5/(n+1)),i €
a) ¢-division as an internal operator: Lgt# 0,then  {1,---,00}. Itis a numerical value of the symbolic trans-
if [(i/§) - (n+1)] < n+ 1 one defines lation of our quantitative two-order suppdit, b] or of our
qualitative two-order support itX, say by exampleX =
Li/Lj = Li(i/j)-(n+1)] (6)  (NB,NM,NS,0,PS,PM,PB}. The 2-Tuple model
otherwiseL;/L; = Ly 1. can be justified since each distance between two equidistant
b) Division as an external operatar:. Letj # 0. labels is1/(n + 1) because of the isomorphism between
We define: and{0,1/(n+1),...,n/(n+1),1}sothatl; = i/(n+1)
LioL;=i/j. ) foralli =0,1,2,...,n,n+ 1. Therefore, we take half to

) " the left and half to the right of each label, 8p € . So a
From theg-operators we can directly extend all quantitative 5_Typle equidistant linguistic representation model iscis
fusion rules into their qualitative counterparts by replgc g represent the linguistic information by means of 2-Tuple
classical operators on numbers by those on linguistic $abel jem setll(L,o") with L = {Lo, L1, Lo, ..., Lu, Lps1}
defined just above in the formulas. Many useful examplesisomorphicto{o, 1/(n+1),2/(n+1),...,n/(n+1),1}
can be foundin [1,3,5,6]. and the set of qualitative assessments isomorphil to
2moreg-operators with their justifications can be found in [1]. This 2-Tuple approach is an intricate/hybrid mechanism of
3The g-multiplication of two linguistic labels defined here can de derivation using jointlyL; ando—zh Whereglh is a positive or

tended directly to the multiplication of > 2 linguistic labels. For exam- ; ; ; ;
. . n ive numericaemaindemwith r he labels.
ple the product of three linguistic label will be definedlas- L; - Ly, = egative numericaemaindemwith respect to the labels

Li(i-j-1) / (1) (nt-1))» BLC.

4When working with labels, no matter how many operations wesha 5In [3], we proposeds € [0, co) to allow a possible over confidence
the best (most accurate) result is obtained if we do only ppeximation, factor but since the confidence factor usually comes froristits it is
and that one should be just at the very end. more natural to take it ifo, 1].




5.1 Symbolic translation (Li, o) x (L, 0") = V((Li, o) x (L;,o"))

7 VR [ VR
= Li,alh XV((L;, ™)) = BixB; =6, =A
Let's define the normalized ind&x = round((n+ 1) x V( N>V 05)) = Bix s = By (ﬂp()ll)
B) =[(n+1)xg],withi € [0, (n+1)]ands € [0, 1], and
the Symbolic Translation” £ 3—i/(n+1) € [-0.5/(n+ with 3, € [0, 1]. It can be proved that 2-Tuple addition and
1),0.5/(n + 1)). Roughly speaking, the symbolic transla- product operators are commutative and associative.
tion of an assessment linguistic val(e + 1) x o is a
numerical value that supports the difference of informmatio e Scalar multiplication of a 2-Tuple
between the (normalized) index obtained from the fusion

rule and its closest value 0,1, ..., n + 1}.
Q- (Livazh) = V(O‘ : (Livazh)) =G v((Liao'zh))

A(Ba) o €10,1]

Lpia otherwise

5.2 Useful transformations

:a'ﬁi:ﬁaz{ (12)

e A(.): conversion of a numerical value into a 2-Tuple
e Division of a 2-Tuple by a 2-Tuple
A(.) :[0,1] — L x X is defined by [2]

Let's consider two 2-Tuple$L;,o}") and (L;, o) with®

o [Li, i =round((n+1)-B) (Li,ol') < (L, o), then the division is defined as
AB) = (Li,o") =4, : A
oc"=p0—-i/(n+1), o"eX N N N
8) (Li o) _ V((Lu%)) _ V((Li,07"))
ThusL; has the closest index label foands™ is the value (Lj,ah) (Lj,of)" V((Lj,0}))
of its symbolic translation. Bi ,
= 5 = 04 = N(Bs) with 8, €[0,1] (13)
e V(.): conversion of a 2-Tuple into a numerical value ’
If (L“ O'Zh) > (Lj, U;-L), then
The inverse/dual function of\(.) is denotedV(.) and
V() : Lx 3 = [0, 1]is defined by (Lior) _ g(Luot)y _ V(Luot) _ Gy
.~ h)y T h - . gh - -
V(o) =i/t +ot =5 @ ) et Vi) 6

. L;, f) . . .
It has been proved in [2] that any arithmetic operation a@nd in such CaSé—Lj,Z@ is set to the maximum label, i.e.

commutes with\(.) and/or withV(.). ol
() V() ghg?; = (Ln+1,0) ~ Ly

5.2.1 Useful operatorson 2-Tuples

Let's consider two 2-Tuple§L;, o}') and(L;, o7), then the 6 The2-Tuplelinguistic enriched model
following operator$ are defined [2]. i )
As for the extension of 1-Tuple model into 1-Tuple en-
¢ Addition of 2-Tuples riched model, it is possible to extend the 2-Tuple model
into a 2-Tuple enriched model as well, i.e. working with
(L;, ol 0¢). This can be done pretty easily but this will be

(R 3

(Li,ol) + (Lj,0l) = V((Li, o)) + (L, 0l)) not reported in this paper due to the space limitation con-

straint. This will be subject to a forthcoming publication.
= V((Li,o!) + V(L. 0))) = Bi + B; = b= ! P
_ o) it B €01 150 7 Fusion of qualitative beliefswith 2-Tuple
Lyt otherwise

From the 2-Tuple model of qualitative beliefs and the
previous operators, we are able to extend the PCR5 and

Swhereround(.) is theroundingoperation denotedl] in our previous Dems_pter—Shafer’s (_DS) fusion rules in the qualitative d.O-
g-operators [3]. main in a more precise way than done before. The qualita-

"Only those useful for the fusion of 2-Tuple qualitative messare pre-  tive belief mass/assignment (gbg)n(-) based on 2-Tuple
sented here due to space limitation constraint. More carobiedfin [2]
like negation, comparison, subtraction, etc. 8The comparison operator is defined in [2].

e Product of 2-Tuples




representation is defined asm(-): G® — L x o" such
thatgzm(@) = (Lo, 0) anderG(_) q2m(A) = (LnJrl, 0)

VLC,Lg = LLC,L4 = SC,L5 = IM,LS = MC,L7 =
LBC,Ly = BC,Ly = ML,L;p = C} and in this

The g2-extensions of PCR5 (1) and Demspter-Shafer’s fu- examplen = 9.

sion rules [4] for two sources on a frantebased on the
2-Tuple operators are then given’by

e ¢o-extension of PCR5 fusion rulegampcrs(0) =
(Lo,0) andvX € G®\ {0}

@mpcrs(X) = gemia(X)+

gam1(X)*gama(Y)
2 [Qle(X) + gama(Y) "

YeG®O\{X}
XNy =0

gama(X)*gama (V)
gam2(X) + g2ma(Y)

] (14)

The opinions of the two consulting companies/sources

are given in Table 1

m() 91 92 93
Sourcenol | (L4,0.3) (L3, —0.3) (L3, 0)
Sourceno?2 | (Ls,0) (L2,0.1) (L3, —0.1)

Table 1. Qualitative 2-Tuple belief masses

Following PCR5, the masses of the partial confligts)

05, 61 N63 andbf,NO5 are redistributed to those belief masses

involved in these conflicts according to (14). One gets:
(L4,0.3) x (L1,-0.097)

where ¢ami2(X) corresponds to the qualitatives- qamaar(6r) = ~ (L1, —0.393)
extension of the conjunctive consensus. ( )(L(;,(OA) |
o LQ,O.l X L1,70097 -
e gy-extension of Dempster-Shafer fusion rule: emya1(02) = (Lg,0.4) ~ (Lo, 0.296)
g2mps(0) = (Lo,0) andvX € 29\ {0} Ls,0) x (L1,0.35
@2mep1(01) = ( 5’(2 (01?’)> )z (Ly,—0.123)
> gema(X1)gema(Xo) 8, —0.
X1,Xp€29 m (9 ) (Lg, 703) X (L1,035) (L 0 473)
X1NXo=X = ~ .
gamps(X) = —— Tt — Ko (15) 42y B1\72 (Ls,—0.3) 0s
n+1 —
L4,0.3) % (L1,0.247
where the total degree of qualitative conflict is given by ¢2mza2(01) = (£4,0-3) x (L1 ) ~ (L1, —0.255)
K2 Y qemi(X1)gama(Xa) (L7,0.2)
o ' L3, —0.1 L1,0.247
féﬁ;iﬁ gamya2(03) = (L3, ) < (L, ) ~ (L1,—0.497)
(L7,0.2)

It is important to note that the addition, the product and
the division operators involved in the previous formulas ar and similarly, one haspm.p2(61) =~

Ly, —0.062),

(
the 2-Tuple operators defined in previous section. The ex-gamyp2(03) ~ (L1, —0.437), gamya3(62) ~ (Lo, 0.377),
tensions (14) and (15) are well justified since every 2-Tuple gamya3(03) =~ (Lo, 0.405), gamgps(62) ~ (Lo, 0.259)

(L;, o) can be mapped into a unique numerical vatue

corresponding to it which makespcrs andgaps equiva-
lent to PCR5 and DS becausef.) function.

8 Exampleof fusion of qualitative beliefs

andgamyp3(03) ~ (Lo, 0.370). Thus, one finally gets:

gampcrs(01) = gamiz(61) + gamz a1 (61)+

g2 B1(01)+q2maa2(01)+g2map2(61) ~ (Ls,0.315)

@mpcrs(02) = gami2(02) + gamy a1 (62)+

Let's consider an investment corporation which must ¢2my51(02)+g2mqea3(02)+qg2maps(02) ~ (L2, —0.026)

choose one of three projects @ = {61, 63,03} (assume

here that Shafer's model holds for simplicity) to invest

g2mpcrs(03) = gampsmc (63) + gamyaz(63)+

through two consulting d_epartment_s._ A set of qualitatiye G2y B2(03)+qamyas(03)+q2my ps(0s) ~ (Ls, —0.289)
values are used to describe the opinions of two consulting

companies, i.e. 4 Impossible, EU— Extremely-Unlikely,
VLC — Very-Low-Chance, LLC— Little-Low-Chance,
SC — Small-Chance, IM— IT-May, MC — Meanful-
Chance, LBC+ Little-Big-Chance, BC— Big-Chance,

ML — Most-likely, C — Certain. So, we consider the set

of ordered linguistic label& = {Lo = 1,L; = EU, Ly =

9These formulas can obviously be extended directly for > 2
sources.

Sincegampcrs(01) > gampcrs(62) and gampcrs(61)

> gampcrs(03), the investment corporation must invest in

the projectd;. Using DS fusion (15), the total conflict is
qK12 = qamaz(01 N O2) + gamiz(61 N O3) + gami2(03 N
02) = (L, 0.413). Thusgamps(f) = (Lg,0) and

gama2(601) _ (L2,0.15)
LlO - QK12 L10 — (L(;, 0413)
(L, —0.006)

QQmDS(91) =

Q



a low computational complexity. For achieving such pur-
pose, Herrera-Martinez 2-Tuple representation model has

©mps(s) = gemz(f2) _ (L1, ~0413) been adopted and a new set of qualitative operators for 2-
Lio = qKi2  Lio — (L, 0.413) Tuples has been definegh{operators). We have shown that
~ (L2,—0.419) this method is a generalization and an improvement of other
method based either an operators (for 1-Tuple/pure lin-
(om1a(6s) (L1, —0.13) guistic labels) or ome operators.q,-operators are hybrid
gamps(03) = = A operators which work jointly on the first component (index
Lio—qKuz  Lio — (Ls,0.413) of the label) and on the second component (positive or neg-
~  (L2,0.425425) ative refinement of the label) of the 2-Tuples. On a very
_ _ simple example, we have shown how we can combine qual-
gzmps(61) is still larger than gmps(2) and  jahve peliefs with these 2-Tuples ang-operators. The

g2mps(03) and the first project is also chosen to in- eq 5 obtained are more precise than those based an
vest_based on DS rule. The final decision is same as theqe—operators since no approximation is done during deriva-
previous one based ommpcrs. However, when the  onq anq gl the information is used in the fusion process.
tota_l (_:O”ﬂ'Ct Increases up thyo, thenqngs_ results for_ This approach is an interesting bridge between qualitative
deC|S|on-mal-<|r.19 can become counter-intuitive and yield 5 quantitative reasoning under uncertainty. Appliceio
to wrong decision (see [5] for counter examples of DS rule). of this approach in robotics are under progress and will be

: ) presented in a forthcoming publication.
From our analysis, the following advantages can be

drawn on the usefulness of 2-Tuple representation couple

d
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