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## Famous Words:

The science of mathematics presents the most brilliant example of how pure reason may successfully enlarge its domain without the aid of experience.

By Immanuel Kant, a German Philosopher.
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#### Abstract

The aim of the paper is to study $*$-Ricci tensor in generalized Sasakian space form. We study the generalized Sasakian space form admitting *-conformal $\eta$ - Ricci soliton and analyse the behaviour of the soliton. Also, we prove $*$-Ricci semi-symmetric and Pseudo $*$-Ricci semisymmetric generalized Sasakian space forms are $*$-Ricci flat.
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## §1. Introduction

The generalized Sasakian space forms have been investigated by numerous researchers like Alegre and Carriazo [6-8]. Thereafter generalized Sasakian spaceform [GSSF] have been studied by many authors $[10,16,19,36,37]$.

An almost contact metric manifold $M$ is a GSSF if there exist three functions $f_{1}, f_{2}, f_{3}$ on $M$ such that curvature tensor $R$ is given by

$$
\begin{align*}
R\left(X_{1}, X_{2}\right) X_{3}=f_{1}\{ & \left.g\left(X_{2}, X_{3}\right) X_{1}-g\left(X_{1}, X_{3}\right) X_{2}\right\}+f_{2}\left\{g\left(X_{1}, \phi X_{3}\right) \phi X_{2}\right. \\
& \left.-g\left(X_{2}, \phi X_{3}\right) \phi X_{1}+2 g\left(X_{1}, \phi X_{2}\right) \phi X_{3}\right\} \\
& +f_{3}\left\{\eta\left(X_{1}\right) \eta\left(X_{3}\right) X_{2}-\eta\left(X_{2}\right) \eta\left(X_{3}\right) X_{1}\right. \\
& \left.+g\left(X_{1}, X_{3}\right) \eta\left(X_{2}\right) \xi-g\left(X_{2}, X_{3}\right) \eta\left(X_{1}\right) \xi\right\} \tag{1.1}
\end{align*}
$$

for any vector fields $X_{1}, X_{2}, X_{3}$ on $M$. In such a case we represent the manifold as $M\left(f_{1}, f_{2}, f_{3}\right)$.

[^0]If $f_{1}=\frac{c+3}{4}, f_{2}=\frac{c-1}{4}$ and $f_{3}=\frac{c-1}{4}$, then a GSSF with Sasakian structure develops Sasakian-space-forms.

A self-similizing elucidation to the Ricci flow [14,15] is said to be a Ricci soliton [42] in case it moves by only a one parameter family of diffeomorphism and scaling. Ricci soliton has been studied by many authors (See $[1,3,9,11,12,18,31 \mathrm{C} 34,38,39]$ ) and is defined as:

$$
\begin{equation*}
L_{V} g+2 R i c+2 \lambda g=0 \tag{1.2}
\end{equation*}
$$

The $\eta$-Ricci soliton [12] and the Conformal $\eta$-Ricci soliton [26] are defined respectively as

$$
\begin{gather*}
L_{V} g+2 R i c=2 \lambda g+2 \mu \eta \otimes \eta  \tag{1.3}\\
L_{V} g+2 R i c+\left[2 \lambda-\left(P+\frac{2}{n}\right)\right] g+2 \mu \eta \otimes \eta=0 \tag{1.4}
\end{gather*}
$$

where $L_{V}$ is the Lie derivative in the direction of $V$, Ric is the Ricci tensor, $g$ is the Riemannian metric, $V$ is a vector field, and $\lambda$ and $\mu$ are parameters. The Ricci soliton is said to be shrinking, steady and expanding if $\lambda$ is negative, zero and positive, respectively. Some related developments can be found in [1, 2, 4, 13, 20C24, 28C35, 38C41].

## §2. Preliminaries

A $(2 n+1)$-dim Riemannian manifold $(M, g)$ is called an almost compact manifold if the following results hold [6]

$$
\begin{gather*}
-X_{1}+\eta\left(X_{1}\right) \xi=\phi^{2}\left(X_{1}\right),  \tag{2.1}\\
1=\eta(\xi),  \tag{2.2}\\
g\left(X_{1}, \xi\right)=\eta\left(X_{1}\right), \eta(\phi \xi)=0,  \tag{2.3}\\
g\left(\phi X_{1}, \phi X_{2}\right)=g\left(X_{1}, X_{2}\right)-\eta\left(X_{1}\right) \eta\left(X_{2}\right),  \tag{2.4}\\
g\left(X_{1}, \phi X_{2}\right)=-g\left(\phi X_{1}, X_{2}\right),  \tag{2.5}\\
g\left(\phi X_{1}, X_{1}\right)=0,  \tag{2.6}\\
\left(\nabla_{X_{1}} \eta\right)\left(X_{2}\right)=g\left(\nabla_{X_{1}} \xi, X_{2}\right),  \tag{2.7}\\
\nabla_{X_{1}} \xi=-\beta \phi X_{1}, \tag{2.8}
\end{gather*}
$$

for all $X_{1} \in T M$ and a function $\beta$ such that $\xi \beta=0$.
In view of (2.8), we get

$$
\begin{equation*}
\left(\nabla_{X_{1}} \eta\right)\left(X_{2}\right)=g\left(\nabla_{X_{1}} \xi, X_{2}\right)=-\beta g\left(\phi X_{1}, X_{2}\right) \tag{2.9}
\end{equation*}
$$

For a $(G S S F)_{2 n+1}$, we have

$$
\begin{gather*}
R\left(X_{1}, X_{2}\right) \xi=\left(f_{1}-f_{3}\right)\left[\eta\left(X_{2}\right) X_{1}-\eta\left(X_{1}\right) X_{2}\right],  \tag{2.10}\\
R\left(\xi, X_{1}\right) X_{2}=\left(f_{1}-f_{3}\right)\left[g\left(X_{1}, X_{2}\right) \xi-\eta\left(X_{2}\right) X_{1}\right],  \tag{2.11}\\
g\left(R\left(\xi, X_{1}\right) X_{2}, \xi\right)=\left(f_{1}-f_{3}\right) g\left(\phi X_{1}, \phi X 2\right),  \tag{2.12}\\
R\left(\xi, X_{1}\right) \xi=\left(f_{1}-f_{3}\right) \phi^{2} X_{1},  \tag{2.13}\\
S\left(X_{1}, X_{2}\right)=\left(2 n f_{1}+3 f_{2}-f_{3}\right) g\left(X_{1}, X_{2}\right)-\left(3 f_{2}+(2 n-1) f_{3}\right) \eta\left(X_{1}\right) \eta\left(X_{2}\right), \tag{2.14}
\end{gather*}
$$

where $S$ is the Ricci tensor and $r$ is the scalar curvature tensor of the space-forms.

## §3. *-Ricci Tensor in GSSF

Let $M$ be an GSSF with Ricci tensor $S$. The $*$-Ricci tensor and $*$-scalar curvature of $M$ are defined by

$$
\begin{equation*}
S^{*}\left(X_{1}, X_{2}\right)=\sum_{i=1}^{2 n+1} R\left(X_{1}, e_{i}, \phi e_{i}, \phi X_{2}\right), \quad r^{*}=\sum_{i=1}^{2 n+1} S^{*}\left(e_{i}, e_{i}\right) \tag{3.1}
\end{equation*}
$$

for all $X_{1}, X_{2} \in T M$, where $e_{1}, \cdots, e_{2 n+1}$ is an orthonormal basis of the tangent space $T M$. By using the first Bianchi identity and (3.1) we get

$$
\begin{equation*}
S^{*}\left(X_{1}, X_{2}\right)=\frac{1}{2} \sum_{i=1}^{2 n+1} g\left(\phi R\left(X_{1}, \phi X_{2}\right) e_{i}, e_{i}\right) \tag{3.2}
\end{equation*}
$$

Let $M$ is a GSSF, replace $X_{3}=\phi X_{3}$ in (1.1) and taking inner product with $\phi W$, and then using (2.1) and (2.2) the resultant equation becomes

$$
\begin{align*}
R\left(X_{1}, X_{2}, \phi X_{3}, \phi W\right) & =f_{1}\left\{g\left(X 2, \phi X_{3}\right) g\left(X_{1}, \phi W\right)-g\left(X_{1}, \phi X_{3}\right) g\left(X_{2}, \phi W\right)\right\} \\
& +f_{2}\left\{-g\left(X_{1}, X_{3}\right) g\left(\phi X_{2}, \phi W\right)+\eta\left(X_{1}\right) \eta\left(X_{3}\right) g\left(\phi X_{2}, \phi W\right)\right. \\
& +g\left(X_{2}, X_{3}\right) g\left(\phi X_{1}, \phi W\right)-\eta\left(X_{2}\right) \eta\left(X_{3}\right) g\left(\phi X_{1}, \phi W\right) \\
& \left.-2 g\left(X_{1}, \phi X_{2}\right) g\left(X_{3}, \phi W\right)\right\} . \tag{3.3}
\end{align*}
$$

Let $\left[e_{i}\right]_{i=1}^{2 n+1}$ be an orthonormal basis of the tangent space at each point of the manifold. Then setting $X_{2}=X_{3}=e_{i}$ in (3.3) and proceeding summation over $1 \leq i \leq 2 n+1$ and also by using (2.1) and (2.3), we get

$$
\begin{equation*}
R\left(X_{1}, e_{i}, \phi e_{i}, \phi W\right)=f_{1} g\left(\phi X_{1}, \phi W\right)+f_{2}(2 n+1) g\left(\phi X_{1}, \phi W\right) \tag{3.4}
\end{equation*}
$$

Hence, we have the following result.

Theorem 3.1 In a $\operatorname{GSSF} M\left(f_{1}, f_{2}, f_{3}\right)$, the $*$-Ricci tensor is obtained by

$$
\begin{equation*}
S^{*}\left(X_{1}, W\right)=\left[f_{1}+(2 n+1) f_{2}\right] g\left(X_{1}, W\right)-\left[f_{1}+(2 n+1) f_{2}\right] \eta\left(X_{1}\right) \eta(W) \tag{3.5}
\end{equation*}
$$

The following corollary is immediate.

Corollary 3.1 $A \operatorname{GSSF} M\left(f_{1}, f_{2}, f_{3}\right)$ is an $*-\eta$-Einstein manifold.

## §4. *-Ricci Semisymmetric GSSF

A GSSF $M\left(f_{1}, f_{2}, f_{3}\right)$ is called Ricci semisymmetric if $R\left(X_{1}, X_{2}\right) \cdot S=0$ for all $X_{1}, X_{2} \in T M$. Similarly, we define $*$-Ricci semisymmetric by $R\left(X_{1}, X_{2}\right) \cdot S^{*}=0$.

Let us consider a GSSF $M\left(f_{1}, f_{2}, f_{3}\right)$ that satisfies

$$
\begin{equation*}
R\left(X_{1}, X_{2}\right) \cdot S^{*}=0 \tag{4.1}
\end{equation*}
$$

From (4.1), we have

$$
\begin{equation*}
S^{*}\left(R\left(X_{1}, X 2\right) U_{1}, V_{1}\right)+S^{*}\left(U_{1}, R\left(X_{1}, X_{2}\right) V_{1}\right)=0 \tag{4.2}
\end{equation*}
$$

Substituting $X_{1}=U_{1}=\xi$ we get

$$
\begin{equation*}
S^{*}\left(R\left(\xi, X_{2}\right) \xi, V_{1}\right)+S^{*}\left(\xi, R\left(\xi, X_{2}\right) V_{1}\right)=0 \tag{4.3}
\end{equation*}
$$

Using $S^{*}=0$ and $S^{*}\left(X_{1}, \xi\right)=0$ and (2.10) in (4.3) we obtain

$$
\begin{equation*}
\left(f_{1}-f_{3}\right) S^{*}\left(X_{2}, V_{1}\right)=0, \tag{4.4}
\end{equation*}
$$

which gives either $\left(f_{1}-f_{3}\right) \neq 0$ or $S^{*}\left(X_{2}, V_{1}\right)=0$. Hence, we have the following theorem.

Theorem 4.1 Let $M$ be a GSSF is $*$-Ricci semisymmetric. Then either $f_{1} \neq f_{3}$ or $M\left(f_{1}, f_{2}, f_{3}\right)$ is $*$-Ricci flat.

## §5. $\phi$-Pseudo $*$-Ricci Symmetric GSSF

Definition 5.1 A GSSF $M$ is called $\phi$-pseudo Ricci symmetric if the $*$-Ricci operator $Q^{*}$ satisfies

$$
\begin{equation*}
\phi^{2}\left(\left(\nabla_{X_{1}} Q^{*}\right)\left(X_{2}\right)\right)=2 K\left(X_{1}\right) Q^{*}\left(X_{2}\right)+K\left(X_{2}\right) Q^{*} X_{1}+S^{*}\left(X_{2}, X_{1}\right) \rho \tag{5.1}
\end{equation*}
$$

for any vector field $X_{1}, X_{2}$ where $K$ is a non-zero 1-form.
If, in particular, $K=0$ then manifold is called $\phi-*$-Ricci symmetric [27]. Let us take a GSSF $M$, which is $\phi$-pseudo $*$-Ricci symmetric. Then by virtue of (2.1), it follows from (5.1)
that

$$
\begin{equation*}
-\left(\nabla_{X_{1}} Q^{*}\right)\left(X_{2}\right)+\eta\left(\nabla_{X_{1}} Q^{*}\right)\left(X_{2}\right) \xi=2 K\left(X_{1}\right) Q^{*}\left(X_{2}\right)+K\left(X_{2}\right) Q^{*} X_{1}+S^{*}\left(X_{2}, X_{1}\right) \rho, \tag{5.2}
\end{equation*}
$$

from which it follows that

$$
\begin{align*}
-g\left(\left(\nabla_{X_{1}} Q^{*}\right)\left(X_{2}\right), X_{3}\right) & +S^{*}\left(Q \nabla_{X_{1}} X_{2}, X_{3}\right)+\eta\left(\left(\nabla_{X_{1}} Q^{*}\right)\left(X_{2}\right)\right) \eta\left(X_{3}\right) \\
& =2 K\left(X_{1}\right) S^{*}\left(X_{2}, X_{3}\right)+K\left(X_{2}\right) S^{*}\left(X_{1}, X_{3}\right) . \tag{5.3}
\end{align*}
$$

Take $X_{2}=\xi$ in (5.3) and use (2.8), (3.5) to get

$$
\begin{equation*}
-\beta S^{*}\left(\phi X_{1}, X_{3}\right)+\eta\left(\left(\nabla_{X_{1}} Q^{*}\right)(\xi)\right) \eta\left(X_{3}\right)=K(\xi) S^{*}\left(X_{1}, X_{3}\right) \tag{5.4}
\end{equation*}
$$

Put $X_{3}=\phi X_{3}$ in (5.4) and use (3.5)

$$
\begin{equation*}
-\beta F g\left(\phi X_{1}, \phi X_{3}\right)=K(\xi) F g\left(X_{1}, X_{3}\right) \tag{5.5}
\end{equation*}
$$

By using (2.4) and (3.5), then contracting (5.5) on top of $X_{1}$ and $X_{3}$, we obtain

$$
\begin{equation*}
r^{*}=\frac{K(\xi) F(2 n+1)}{\beta} \tag{5.6}
\end{equation*}
$$

Hence, we have the following theorem.
Theorem 5.1 If GSSF $M$ is a $\phi$-pseudo * Ricci symmetric, then

$$
r^{*}=\frac{K(\xi) F(2 n+1)}{\beta}
$$

In particular, if $K=0$, In view of (3.5) and (5.5), we obtain

$$
\begin{equation*}
\beta S^{*}\left(X_{1}, X_{3}\right)=0 . \tag{5.7}
\end{equation*}
$$

Hence, we have the following corollary.
Corollary 5.1 A $\phi$-*-Ricci symmetric GSSF is $*$-Ricci flat provided $\beta \neq 0$.

## §6. *-Conformal $\eta$-Ricci Soliton in GSSF

Definition 6.1 The *-Conformal $\eta$-Ricci soliton is defined as

$$
\begin{equation*}
L_{V} g+2 R i c^{*}+\left[2 \lambda-\left(P+\frac{2}{n}\right)\right] g+2 \mu \eta \otimes \eta=0 \tag{6.1}
\end{equation*}
$$

where $L_{V}$ is the Lie derivative along the vector field $V, \lambda$ and $\mu$ are constants, Ric* is the *-Ricci tensor, $P$ is a scalar non- dynamical field and $n$ is the dimension of manifold.

Let $M$ be a GSSF admiting $*$-conformal $\eta$-Ricci soliton $(g, v, \lambda, \mu)$. When $V=\xi$ in (6.1),

$$
\begin{equation*}
L_{\xi} g\left(X_{1}, X_{2}\right)+2 S^{*}\left(X_{1}, X_{2}\right)+\left[2 \lambda-\left(P+\frac{2}{n}\right)\right] g\left(X_{1}, X_{2}\right)+2 \mu \eta\left(X_{1}\right) \eta\left(X_{2}\right)=0 \tag{6.2}
\end{equation*}
$$

This can be written as

$$
\begin{align*}
g\left(\nabla_{X_{1}} \xi, X_{2}\right) & +g\left(X_{1}, \nabla_{X_{2}} \xi\right)+2 S^{*}\left(X_{1}, X_{2}\right) \\
& +\left[2 \lambda-\left(P+\frac{2}{n}\right)\right] g\left(X_{1}, X_{2}\right)+2 \mu \eta\left(X_{1}\right) \eta\left(X_{2}\right)=0 \tag{6.3}
\end{align*}
$$

Using (2.8) in (6.3), we get

$$
\begin{align*}
g\left(-\beta \phi X_{1}, X_{2}\right) & +g\left(X_{1},-\beta \phi X_{2}\right)+2 S^{*}\left(X_{1}, 2\right) \\
& +\left[2 \lambda-\left(P+\frac{2}{n}\right)\right] g\left(X_{1}, X_{2}\right)+2 \mu \eta\left(X_{1}\right) \eta\left(X_{2}\right)=0 \tag{6.4}
\end{align*}
$$

Since $M$ is a GSSF, making use of (2.5) in (6.4), we know

$$
\begin{equation*}
S^{*}\left(X_{1}, X_{2}\right)=-\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right] g\left(X_{1}, X_{2}\right)-\mu \eta\left(X_{1}\right) \eta\left(X_{2}\right) \tag{6.5}
\end{equation*}
$$

From (6.5), we have the $*$-scalar curvature

$$
r^{*}=-\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)+\mu\right](2 n+1),
$$

which is a constant. In view of (3.5) and (6.5), we have

$$
\begin{align*}
& {\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right] g\left(X_{1}, X_{2}\right)+\mu \eta\left(X_{1}\right) \eta\left(X_{2}\right)} \\
& \quad+\left[f_{1}+(2 n+1) f_{2}\right] g\left(X_{1}, X_{2}\right)-\left[f_{1}+(2 n+1) f_{2}\right] \eta(X) \eta\left(X_{2}\right)=0 \tag{6.6}
\end{align*}
$$

Using $X_{1}$ by $\phi X_{1}$ in (6.6), we have

$$
\begin{equation*}
\left\{\left(f_{1}+(2 n+1) f_{2}\right)+\left(\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right)\right\} g\left(\phi X_{1}, X_{2}\right)=0 . \tag{6.7}
\end{equation*}
$$

Interchanging $X_{1}$ and $X_{2}$ we obtain

$$
\begin{equation*}
\left\{\left(f_{1}+(2 n+1) f_{2}\right)+\left(\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right)\right\} g\left(\phi X_{2}, X_{1}\right)=0 \tag{6.8}
\end{equation*}
$$

Solving (6.7) and (6.8), we get

$$
\begin{equation*}
\lambda=\frac{1}{2}\left(P+\frac{2}{n}\right)-F \tag{6.9}
\end{equation*}
$$

where $F=\left(f_{1}+(2 n+1) f_{2}\right)$. Thus, we have the following theorem.

Theorem 6.1 Let $M$ be a GSSF admitting *-conformal $\eta$-Ricci soliton. Then, the nature of soliton is
(1) steady when $P=2 F-\frac{2}{n}$;
(2) expanding when $P>2 F-\frac{2}{n}$;
(3) shrinking when $P<2 F-\frac{2}{n}$.

Making use of (6.9) in (6.5), the following corollary is immediate.
Corollary 6.1 If a GSSF $M\left(f_{1}, f_{2}, f_{3}\right)$ admitting $a *$-conformal $\eta$-Ricci soliton, then $M$ is Sasaki-*- $\eta$-Einstein.

Setting $X_{1}=\xi$ in (6.6), we get

$$
\begin{equation*}
\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)+\mu\right] \eta\left(X_{2}\right)=0 \tag{6.10}
\end{equation*}
$$

Take $X_{2}=\xi$ in (6.10) we obtain

$$
\begin{equation*}
\mu=-\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right] . \tag{6.11}
\end{equation*}
$$

Making use of (6.9) and (6.11) in (6.5) we have

$$
\begin{equation*}
S^{*}\left(X_{1}, X_{2}\right)=F g\left(X_{1}, X_{2}\right)-\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right] \eta\left(X_{1}\right) \eta\left(X_{2}\right) \tag{6.12}
\end{equation*}
$$

In view of (6.12) and (5.7), by putting $X_{1}=X_{2}=\xi$, we have the following corollary.
Corollary 6.2 If a *-conformal $\eta$-Ricci soliton on a $\phi$-psuedo $*$-Ricci symmetric GSSF, then the nature of soliton is
(1) steady when $P=2 F-\frac{2}{n}$;
(2) expanding when $P>2 F-\frac{2}{n}$;
(3) shrinking when $P<2 F-\frac{2}{n}$.

Definition 6.2 A GSSF is said to be *-weakly symmetric if there exists 1-form $A, B, C, D, E$ on $M$ such that the condition

$$
\begin{align*}
\left(\nabla_{X_{1}} S^{*}\right)\left(X_{3}, W_{1}\right)= & A\left(X_{1}\right) S^{*}\left(X_{3}, W_{1}\right)+B\left(R\left(X_{1}, X_{3}\right) W_{1}\right) \\
& +C\left(X_{3}\right) S^{*}\left(X_{1}, W_{1}\right)+D\left(W_{1}\right) S^{*}\left(X_{1}, X_{3}\right)+E\left(R\left(X_{1}, W_{1}\right) X_{3}\right) \tag{6.13}
\end{align*}
$$

where the 1-form $E$ is defined by $E\left(X_{1}\right)=g\left(X_{1}, V_{1}\right), \forall x \in \chi(M)$.
Definition 6.3([11]) A GSSF is said to be *-weakly Ricci-symmetric if there exists 1-form
$\varepsilon, \sigma, E$ on $M$ such that the condition

$$
\begin{equation*}
\left(\nabla_{X_{1}} S^{*}\right)\left(X_{2}, X_{3}\right)=\varepsilon\left(X_{1}\right) S^{*}\left(X_{2}, X_{3}\right)+\sigma\left(X_{2}\right) S^{*}\left(X_{1}, X_{3}\right)+E\left(X_{3}\right) S^{*}\left(X_{1}, X_{2}\right) \tag{6.14}
\end{equation*}
$$

holds for all vector fields $X_{1}, X_{2}, X_{3}, W \in \chi(M)$. If $\varepsilon=\sigma=E$, then $M$ is said to be pseudo Ricci-symmetric.

Let $M$ be a weakly symmetric GSSF. Then substituting $W=\xi$ in (6.13), we have

$$
\begin{align*}
\left(\nabla_{X_{1}} S^{*}\right)\left(X_{3}, \xi\right)= & A\left(X_{1}\right) S^{*}\left(X_{3}, \xi\right)+B\left(R\left(X_{1}, X_{3}\right) \xi\right) \\
& +C\left(X_{3}\right) S^{*}\left(X_{1}, \xi\right)+D(\xi) S^{*}\left(X_{1}, X_{3}\right)+E\left(R\left(X_{1}, \xi\right) X_{3}\right) \tag{6.15}
\end{align*}
$$

In view of (2.10) and (6.12), equation (6.15) reduces to

$$
\begin{align*}
\left(\nabla_{X_{1}} S^{*}\right)\left(X_{3}, \xi\right)= & A\left(X_{1}\right)\left\{F \eta(Z)-\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right] \eta\left(X_{3}\right)\right\} \\
& +B\left(f_{1}-f_{3}\right)\left\{\eta(Z) X-\eta\left(X_{1}\right) X_{3}\right\} \\
& +C\left(X_{3}\right)\left\{F \eta\left(X_{1}\right)-\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right] \eta\left(X_{1}\right)\right\} \\
& +D(\xi)\left\{F g\left(X_{1}, X_{3}\right)-\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right] \eta\left(X_{1}\right) \eta\left(X_{3}\right)\right\} \\
& +E\left(R\left(X_{1}, \xi\right) X_{3}\right) \tag{6.16}
\end{align*}
$$

Considering the covariant derivative of the $*$-Ricci tensor $S^{*}$ along the vector field $X_{1}$, we obtain

$$
\begin{equation*}
\left(\nabla_{X_{1}} S^{*}\right)\left(X_{3}, \xi\right)=\nabla_{X_{1}} S^{*}\left(X_{3}, \xi\right)-S^{*}\left(\nabla_{X_{1}} X_{3}, \xi\right)-S^{*}\left(X_{3}, \nabla_{X_{1}} \xi\right) \tag{6.17}
\end{equation*}
$$

By the use of (2.8) and (6.12) above equation takes the form

$$
\begin{equation*}
\left(\nabla_{X_{1}} S^{*}\right)\left(X_{3}, \xi\right)=-B\left\{\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right\} g\left(\phi X_{1}, X_{3}\right) \tag{6.18}
\end{equation*}
$$

In view of (6.16) and (6.18), we obtain

$$
\begin{align*}
& A\left(X_{1}\right)\left\{F \eta\left(X_{3}\right)-\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right] \eta\left(X_{3}\right)\right\}+B\left(f_{1}-f_{3}\right)\left\{\eta\left(X_{3}\right) X_{1}-\eta\left(X_{1}\right) X_{3}\right\} \\
& \quad+C(Z)\left\{F \eta\left(X_{1}\right)-\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right] \eta\left(X_{1}\right)\right\} \\
& \quad+D(\xi)\left\{F g\left(X_{1}, X_{3}\right)-\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right] \eta\left(X_{1}\right) \eta\left(X_{3}\right)\right\} \\
& \quad+E\left(R\left(X_{1}, \xi\right) X_{3}\right)=-B\left\{\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right\} g\left(\phi X_{1}, X_{3}\right) \tag{6.19}
\end{align*}
$$

Setting $X_{1}=X_{3}=\xi$ in (6.19) and on simplification, it yields

$$
\begin{equation*}
\left\{F+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\}\{A(\xi)+C(\xi)+D(\xi)\}=0 \tag{6.20}
\end{equation*}
$$

which implies that the vanishing of the 1-form $A+C+D$ over the vector field $\xi$ is necessary in order that $M$ is a Ricci soliton on weakly symmetric GSSF. As similar to the previous calculation, it can be easily shown that

$$
\left\{F+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\}\{A(\xi)+C(\xi)+D(\xi)\}=0
$$

holds for arbitrary vector field $X_{1}$ on $M$. This gives the following theorem.

Theorem 6.2 If $(g, \xi, \lambda, \mu)$ is a*-conformal $\eta$-Ricci soliton on a weakly symmetric GSSF, then the sum of 1 -form is zero everywhere, provided

$$
F+\left(\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right) \neq 0
$$

Suppose that $M$ is a $*$ - weakly Ricci symmetric GSSF. Taking $X_{3}=\xi$ in (6.14) and by use of (6.12), we have

$$
\begin{align*}
\left(\nabla_{X_{1}} S^{*}\right)\left(X_{2}, \xi\right)= & \varepsilon\left(X_{1}\right)\left\{F+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\} \eta\left(X_{2}\right) \\
& +\sigma\left(X_{2}\right)\left\{F+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\} \eta\left(X_{1}\right) \\
& +E(\xi)\left\{F g\left(X_{1}, X_{2}\right)+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right] \eta\left(X_{1}\right) \eta\left(X_{2}\right)\right\} \tag{6.21}
\end{align*}
$$

Again replacing $X_{3}$ by $X_{2}$ in (6.18), we get

$$
\begin{equation*}
\left(\nabla_{X_{1}} S^{*}\right)\left(X_{2}, \xi\right)=-B\left\{\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right\} g\left(\phi X_{1}, X_{2}\right) \tag{6.22}
\end{equation*}
$$

Comparing equations (6.21) and (6.22), we get

$$
\begin{align*}
\varepsilon\left(X_{1}\right)\{F & \left.+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\} \eta\left(X_{2}\right)+\sigma\left(X_{2}\right)\left\{F+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\} \eta\left(X_{1}\right) \\
& +E(\xi)\left\{F g\left(X_{1}, X_{2}\right)+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right] \eta\left(X_{1}\right) \eta\left(X_{2}\right)\right\} \\
& =-B\left\{\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right\} g\left(\phi X_{1}, X_{2}\right) . \tag{6.23}
\end{align*}
$$

Setting $X_{1}=X_{2}=\xi$ in (6.23), we have

$$
\begin{equation*}
\left\{F+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\}\{\varepsilon(\xi)+\sigma(\xi)+E(\xi)\}=0 \tag{6.24}
\end{equation*}
$$

Again, putting $X_{1}=\xi$ in (6.23), we have

$$
\begin{equation*}
\left\{F+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\} \sigma\left(X_{2}\right)=\sigma(\xi)\left\{F+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\} \tag{6.25}
\end{equation*}
$$

Replacing $X_{2}$ with $X_{1}$, it yields

$$
\begin{equation*}
\left\{F+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\} \sigma\left(X_{1}\right)=\sigma(\xi)\left\{F+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\} \tag{6.26}
\end{equation*}
$$

If we take $X_{2}=\xi$ in (6.23), we get

$$
\begin{equation*}
\left\{F+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\} \varepsilon\left(X_{1}\right)=\varepsilon(\xi)\left\{F+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\} \tag{6.27}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\left\{F+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\} E\left(X_{1}\right)=E(\xi)\left\{F+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\} . \tag{6.28}
\end{equation*}
$$

Adding (6.26), (6.27) and (6.28) and using (6.24), we get

$$
\left\{F+\left[\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right]\right\}\left\{\sigma\left(X_{1}\right)+\varepsilon\left(X_{1}\right)+\rho\left(X_{1}\right)\right\}=0
$$

for all $X_{1} \in \chi(M)$. Thus, we have the following result.

Theorem 6.3 Let $M$ be $a *$-weakly Ricci symmetric GSSF admits $*$-conformal $\eta$ - Ricci soliton. Then the sum of 1 -forms is zero, i.e., $\varepsilon+\sigma+\rho=0$ everywhere, provided $F+\left(\lambda-\frac{1}{2}\left(P+\frac{2}{n}\right)\right) \neq 0$.

## §7. Conclusions

In this paper, the generalized Sasakian space form admitting *-conformal $\eta$ - Ricci soliton has been studied and the behaviour of the soliton is analysed. Also, it is proved that the $*$-Ricci semi-symmetric and the pseudo $*$-Ricci semisymmetric generalized Sasakian space forms are *-Ricci flat.
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#### Abstract

The number of spanning trees is an important quantity characterizing the reliability of a network (graph). Generally, the number of spanning trees in a network can be obtained directly by calculating a related determinant corresponding to the network. However, for a large network, evaluating the relevant determinant is intractable. In this paper, we investigated the number of spanning trees in three sequences of families of graphs of the same average degree $\frac{16}{3}$. We used the electrically equivalent transformations and rules of weighted generating function which avoids the laborious computation of the determinant for counting the number of spanning trees. Finally, we determined the entropy of our studied graphs.
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## $\S 1$. Introduction

The counting spanning trees in networks (graphs) is a fascinating and central issue in statistical physics, because of its inherent relevance to diverse aspects in related fields. For instance, the number of spanning trees is an important measure of reliability of a network [1], [2]. Again, for example, it is exactly the number of recurrent configurations of the Abelian sand-pile models [3],[4], which have been studied extensively in the past two decades as a paradigm of the self-organized criticality [5]. On the other hand, the problem of spanning trees has numerous connections with other interesting problems associated with networks, such as dimer coverings [8], Potts model [7] random walks [8], origin of fractality for fractal scale-free networks $[8,9]$ and many others.

The number of spanning trees $\tau(G)$ of a finite connected undirected graph $G$ is an acyclic ( $n-1$ ) - edge spanning sub-graph.

There exist various methods for finding this number. Kirchhoff's matrix tree theorem named after Gustav Kirchhoff[10] is a theorem about the number of spanning trees in a graph,

[^1]showing that this number can be computed in polynomial time from the determinant of a submatrix of the Laplacian matrix of the graph; specifically, the number is equal to any cofactor of the Laplacian matrix.

Another method to count the complexity of a graph is using Laplacian eigenvalues. Let $G$ be a connected graph with $k$ vertices. Kelmans and Chelnoknoy [11] derived the following formula:

$$
\begin{equation*}
\tau(G)=\frac{1}{k} \prod_{i=1}^{k-1} \mu_{i} \tag{1.1}
\end{equation*}
$$

where $k=\mu_{1} \geq \mu_{2} \geq \cdots \geq \mu_{k}=0$ are the eigenvalues of the Kirchhoff matrix $L$.
Degenerating the graph through successive elimination of contraction of its edges represent the core of another way to compute the complexity of a graph $[12,13,14]$. If $G=(V, E)$ is a multigraph with $e \in E$, then $G$.e is the graph obtained from $G$ by contracting the degree until its endpoints are a single vertex. The formula for computing the number of spanning trees of a multigraph $G$ is given by:

$$
\begin{equation*}
\tau(G)=\tau(G-e)+\tau(G . e) \tag{1.2}
\end{equation*}
$$

This formula is beautiful but not practically useful (grows exponentially with the size of the graph- may be as many as $2^{|E(G)|}$ terms. For a summary of further results for calculating umber of spanning trees of graphs, see $[15,16,17,18]$.

## §2. Electrically Equivalent Transformations

To begin with, we briefly review the electrically equivalent transformation technique introduced in $[19,20,21,22]$. An edge-weighted graph G (with the weight function $\omega: \mathrm{E}(\mathrm{G}) \rightarrow[0, \infty)$ ) can be considered as an electrical network with the weights being the conductances of the corresponding edges. The weighted number of spanning trees in G is defined as follows:

Let $G$ be an edge weighted graph, $G^{\prime}$ be the corresponding electrically equivalent graph, $\tau(G)$ denotes the weighted number of spanning trees $G$.
(1) Parallel edges: If two parallel edges with conductances $u$ and $v$ in $G$ are merged into a single edge with conductances $u+v$ in $G^{\prime}$, then $\tau\left(G^{\prime}\right)=\tau(G)$.
(2) Serial edges: If two serial edges with conductances $u$ and $v$ in $G$ are merged into a single edge with conductance $\frac{u v}{u+v}$ in $G^{\prime}$, then $\tau\left(G^{\prime}\right)=\frac{1}{u+v} \tau(G)$.
(3) $\sqcup-Y$ transformation: If a triangle with conductances $u, v$ and $w$ in $G$ is changed into an electrically equivalent star graph with conductances

$$
x=\frac{u v+v w+w u}{u}, y=\frac{u v+v w+w u}{v} \text { and } z=\frac{u v+v w+w u}{w}
$$

in $H^{\prime}$, then $\tau\left(G^{\prime}\right)=\frac{(u v+v w+w u)^{2}}{u v w} \tau(G)$.
(4) $Y-\sqcup$ transformation: If a star graph with conductances $u, v$ and $w$ in $G$ is changed into an electrically equivalent triangle with conductances

$$
x=\frac{v w}{u+v+w}, y=\frac{u w}{u+v+w} \text { and } z=\frac{u v}{u+v+w}
$$

in $G^{\prime}$, then $\tau\left(G^{\prime}\right)=\frac{1}{u+v+w} \tau(G)$.
In this work, we compute the number of spanning trees of three sequences of graphs of the same average degree we named it $\mathrm{E}_{n}, \mathrm{~F}_{n}$ and $\mathrm{H}_{n}$ respectively.

## §3. Number of Spanning Trees in the Sequences of $E_{n}$ Graph

Consider the sequence of graphs $\mathrm{E}_{1}, \mathrm{E}_{2}, \cdots, \mathrm{E}_{n}$ constructed as shown in Figure 1. According to this construction, the number of total vertices $\left|V\left(\mathrm{E}_{n}\right)\right|$ and edges $\left|E\left(\mathrm{E}_{n}\right)\right|$ are $\left|V\left(\mathrm{E}_{n}\right)\right|=9 n-6$ and $\left|E\left(\mathrm{E}_{n}\right)\right|=24 n-21, n=1,2, \cdots$. The average degree of $\mathrm{E}_{n}$ is $16 / 3$ in the large $n$ limit.


Figure 1. Some sequences of graph $\mathrm{E}_{n}$
Theorem 3.1 For $n \geq 1$, the number of spanning trees in sequence of the graph $\mathrm{E}_{n}$ is given by

$$
\frac{1}{27} \times 16^{n-4}\left(256-13 \times 64^{n}\right)^{2}
$$

Proof We use the electrically equivalent transformation to transform $\mathrm{E}_{i}$ to $\mathrm{E}_{i-1}$. Figures 2-6 illustrate the transformation process from $E_{2}$ to $E_{1}$.
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$G_{5}$
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$\mathrm{G}_{7}$

$G_{8}$


Figure 6

Using the properties given in Section 2, we have the following transformations:

$$
\begin{aligned}
& \tau\left(G_{1}\right)=\left[\frac{1}{2}\right]^{3} \tau\left(\mathrm{E}_{2}\right), \quad \tau\left(G_{2}\right)=\tau\left(G_{1}\right), \quad \tau\left(G_{3}\right)=\left[\frac{1}{3}\right]^{3} \tau\left(G_{2}\right) \\
& \tau\left(G_{4}\right)=\tau\left(G_{3}\right), \quad \tau\left(G_{5}\right)=\left(9 x_{2}+3\right) \tau\left(G_{4}\right), \quad \tau\left(G_{6}\right)=\left[\frac{3}{9 x_{2}+11}\right]^{3} \tau\left(G_{5}\right), \\
& \tau\left(G_{7}\right)=\tau\left(G_{6}\right), \quad \tau\left(G_{8}\right)=\frac{\left(9 x_{2}+11\right)}{24\left(3 x_{2}+1\right)} \tau\left(G_{7}\right) \text { and } \tau\left(\mathrm{E}_{1}\right)=\tau\left(G_{8}\right)
\end{aligned}
$$

Combining these nine transformations, we get

$$
\begin{equation*}
\tau\left(\mathrm{E}_{2}\right)=16\left(18 x_{2}+22\right)^{2} \tau\left(\mathrm{E}_{1}\right) \tag{3.1}
\end{equation*}
$$

where

$$
\tau\left(\mathrm{E}_{1}\right)=3 \times(16)^{n-1} x_{1}^{2}\left[\prod_{i=2}^{n}\left(18 x_{i}+22\right)\right]^{2}
$$

Further,

$$
\begin{equation*}
\tau\left(\mathrm{E}_{n}\right)=\prod_{i=2}^{n} 16\left(18 x_{2}+22\right)^{2} \tag{3.2}
\end{equation*}
$$

where $x_{i-1}=\frac{43 x_{i}+49}{18 x_{i}+22}, i=2,3, \cdots, n$. Its characteristic equation is $18 \mu^{2}-21 \mu-49=0$, which have two roots $\mu_{1}=\frac{-7}{6}$ and $\mu_{2}=\frac{7}{3}$. Subtracting these two roots into both sides of
$x_{i-1}=\frac{43 x_{i}+49}{18 x_{i}+22}$, we get

$$
\begin{align*}
& x_{i-1}+\frac{7}{6}=\frac{43 x_{i}+49}{18 x_{i}+22}+\frac{7}{6}=\frac{64\left(x_{i}+\frac{7}{6}\right)}{\left(18 x_{i}+22\right)} .  \tag{3.3}\\
& x_{i-1}-\frac{7}{3}=\frac{43 x_{i}+49}{18 x_{i}+22}-\frac{7}{3}=\frac{\left(x_{i}-\frac{7}{3}\right)}{\left(18 x_{i}+22\right)} . \tag{3.4}
\end{align*}
$$

Let $y_{i}=\frac{x_{i}+\frac{7}{6}}{x_{i}-\frac{7}{3}}$. Then by Eqs.(3.3) and (3.4), we get $y_{i-1}=(64) y_{i}$ and $y_{i}=(64)^{n-i} y_{n}$. Therefore,

$$
x_{i}=\frac{(64)^{n-i}\left(\frac{7}{3}\right) y_{n}+\frac{7}{6}}{(64)^{n-i} y_{n-1}}
$$

Thus

$$
\begin{equation*}
x_{1}=\frac{(64)^{n-1}\left(\frac{7}{3}\right) y_{n}+\frac{7}{6}}{(64)^{n-1} y_{n-1}} \tag{3.5}
\end{equation*}
$$

Using the expression $x_{n-1}=\frac{43 x_{n}+49}{18 x_{n}+22}$ and denoting the coefficients of $43 x_{n}+49$ and $18 x_{n}+22$ as $\sigma_{n}$ and $\delta_{n}$ we have

$$
\begin{gather*}
18 x_{n}+22=\sigma_{0}\left(43 x_{n}+49\right)+\delta_{0}\left(18 x_{n}+22\right), \\
18 x_{n-1}+22=\frac{\sigma_{1}\left(43 x_{n}+49\right)+\delta_{1}\left(18 x_{n}+22\right)}{\sigma_{0}\left(43 x_{n}+49\right)+\delta_{0}\left(18 x_{n}+22\right)}, \\
\vdots  \tag{3.6}\\
18 x_{n-i}+22=\frac{\sigma_{i}\left(43 x_{n}+49\right)+\delta_{i}\left(18 x_{n}+22\right)}{\sigma_{i-1}\left(43 x_{n}+49\right)+\delta_{i-1}\left(18 x_{n}+22\right)^{\prime}},  \tag{3.7}\\
18 x_{n-(i+1)}+22=\frac{\sigma_{i+1}\left(43 x_{n}+49\right)+\delta_{i+1}\left(18 x_{n}+22\right)}{\sigma_{i}\left(43 x_{n}+49\right)+\delta_{i}\left(18 x_{n}+22\right)}, \\
\vdots \\
18 x_{2}+22=\frac{\sigma_{n-2}\left(43 x_{n}+49\right)+\delta_{n-2}\left(18 x_{n}+22\right)}{\sigma_{n-3}\left(43 x_{n}+49\right)+\delta_{n-3}\left(18 x_{n}+22\right)^{\prime}} .
\end{gather*}
$$

Substituting Eq.(3.6) into Eq.(3.2), we obtain

$$
\begin{equation*}
\tau\left(\mathrm{E}_{n}\right)=3 \times(16)^{n-1} x_{1}^{2}\left[\sigma_{n-2}\left(43 x_{n}+49\right)+\sigma_{n-2}\left(18 x_{n}+22\right)\right]^{2} \tag{3.8}
\end{equation*}
$$

where $\sigma_{0}=0, \delta_{0}=1$ and $\sigma_{1}=18, \delta_{1}=22$.

By the expression $x_{n-1}=\frac{43 x_{n}+49}{18 x_{n}+22}$ and Eqs.(3.6) and (3.7), we have

$$
\begin{equation*}
\sigma_{i+1}=65 \sigma_{i}-64 \sigma_{i-1} ; \delta_{i+1}=65 \delta_{i}-64 \delta_{i-1} \tag{3.9}
\end{equation*}
$$

The characteristic equation of Eq.(3.9) is $\gamma^{2}-65 \gamma+64=0$ which have two roots $\gamma_{1}=64$ and $\gamma_{2}=1$. The general solutions of Eq. (3.9) are $\sigma_{i}=a_{1} \gamma_{1}^{i}+a_{2} \gamma_{2}^{i} ; \delta_{i}=b_{1} \gamma_{1}^{i}+b_{2} \gamma_{2}^{i}$. Using
the initial conditions $\sigma_{0}=0, \delta_{0}=1$ and $\sigma_{1}=18, \delta_{1}=22$, yields

$$
\begin{equation*}
\sigma_{i}=\frac{2}{7}(64)^{i}-\frac{2}{7} ; b_{i}=\frac{1}{3}(64)^{i}+\frac{2}{3} . \tag{3.10}
\end{equation*}
$$

If $x_{n}=1$, it means that $\mathrm{E}_{n}$ without any electrically equivalent transformation. Plugging Eq.(3.10) into Eq.(3.8), we have

$$
\begin{equation*}
\tau\left(\mathrm{E}_{n}\right)=3 \times(16)^{n-1} x_{1}^{2}\left[\frac{832}{21}(64)^{n-2}+\frac{8}{21}\right]^{2}, n \geq 2 \tag{3.11}
\end{equation*}
$$

When $n=1, \tau(E)=3$ which satisfies Eq.(3.11). Therefore, the number of spanning trees in the sequence of the graph $\mathrm{E}_{n}$ is given by

$$
\begin{equation*}
\tau\left(\mathrm{E}_{n}\right)=3 \times(16)^{n-1} x_{1}^{2}\left[\frac{832}{21}(64)^{n-2}+\frac{8}{21}\right]^{2}, n \geq 1 \tag{3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{1}=\frac{91(64)^{n-1}-28}{39(64)^{n-1}+24}, \quad n \geq 1 \tag{3.13}
\end{equation*}
$$

Inserting Eq.(3.13) into Eq.(3.12) we obtain the result.

## §4. Number of Spanning Trees in the Sequences of $F_{n}$ Graph

Consider the sequence of graphs $\mathrm{F}_{1}, \mathrm{~F}_{2}, \cdots, \mathrm{~F}_{n}$ constructed as shown in Figure 7. According to this construction, the number of total vertices $\left|V\left(\mathrm{~F}_{n}\right)\right|$ and edges $\left|E\left(\mathrm{~F}_{n}\right)\right|$ are $\left|\mathrm{V}\left(\mathrm{F}_{n}\right)\right|=$ $9 n-6$ and $\left|E\left(\mathrm{~F}_{n}\right)\right|=24 n-21, n=1,2, \cdots$. The average degree of $\mathrm{F}_{n}$ is $\frac{16}{3}$ in the large $n$ limit.


Figure 7. Some sequences of graph $\mathrm{F}_{n}$
Theorem 4.1 For $n \geq 1$, the number of spanning trees in the sequence of $\mathrm{F}_{n}$ graph is given by $\frac{A_{n}}{B_{n}}$, where

$$
A_{n}=\left(400^{n-3}\left((85-21 \sqrt{15})(2(4+\sqrt{15}))^{n}+(8-2 \sqrt{15})^{n}(85+21 \sqrt{15})\right)^{2}(-61(321+83 \sqrt{15})\right.
$$

$$
\begin{gathered}
\left.\left.+(31+8 \sqrt{15})^{n}(951+365 \sqrt{15})\right)^{2}\right) \\
B_{n}=3\left(61(31+8 \sqrt{15})+(64+5 \sqrt{15})(31+8 \sqrt{15})^{n}\right)^{2}
\end{gathered}
$$

Proof We use the electrically equivalent transformation to transform $F_{i}$ to $F_{i-1}$. Figures 8-13 illustrate the transformation process from $F_{2}$ to $F_{1}$.
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Using the properties given in Section 2, we have the following the transformations:

$$
\begin{aligned}
& \tau\left(G_{1}\right)=\left[\frac{1}{2}\right]^{3} \tau\left(\mathrm{~F}_{2}\right), \quad \tau\left(G_{2}\right)=\tau\left(G_{1}\right), \quad \tau\left(G_{3}\right)=\left[\frac{\left(2 x_{2}+1\right)^{2}}{x_{2}}\right]^{3} \tau\left(G_{2}\right) \\
& \tau\left(G_{4}\right)=\left[\frac{1}{4 x_{2}+3}\right]^{3} \tau\left(G_{3}\right), \quad \tau\left(G_{5}\right)=\left[\frac{x_{2}}{4 x_{2}+3}\right]^{3} \tau\left(G_{4}\right), \quad \tau\left(G_{6}\right)=\tau\left(G_{5}\right) \\
& \tau\left(G_{7}\right)=9\left[\frac{\left(2 x_{2}+1\right)^{2}}{4 x_{2}+3}\right] \tau\left(G_{6}\right), \quad \tau\left(G_{8}\right)=\left[\frac{\left(4 x_{2}+1\right)\left(4 x_{2}+3\right)}{\left(2 x_{2}+1\right)^{2}\left(12 x_{2}+11\right)}\right]^{3} \tau\left(G_{7}\right) \\
& \tau\left(G_{9}\right)=\tau\left(G_{8}\right), \quad \tau\left(G_{10}\right)=\frac{\left(12 x_{2}+11\right)\left(4 x_{2}+3\right)}{72\left(2 x_{2}+1\right)^{2}} \tau\left(G_{9}\right) \text { and } \tau\left(\mathrm{F}_{1}\right)=\tau\left(G_{10}\right)
\end{aligned}
$$

Combining these eleven transformations, we have

$$
\begin{equation*}
\tau\left(\mathrm{F}_{2}\right)=16\left(24 x_{2}+22\right)^{2} \tau\left(\mathrm{~F}_{1}\right) \tag{4.1}
\end{equation*}
$$

Further

$$
\begin{equation*}
\tau\left(\mathrm{F}_{n}\right)=\prod_{i=2}^{n} 16\left(24 x_{2}+22\right)^{2} \tau\left(\mathrm{~F}_{1}\right)=3 \times(16)^{n-1} x_{1}^{2}\left[\prod_{i=2}^{n}\left(24 x_{i}+22\right)\right]^{2} \tag{4.2}
\end{equation*}
$$

where $x_{i-1}=\frac{58 x_{i}+49}{24 x_{i}+22}, i=2,3, \ldots, n$. Its characteristic equation is $24 \mu^{2}-36 \mu-49=0$, which have two roots $\mu_{1}=\frac{9-5 \sqrt{15}}{12}$ and $\mu_{2}=\frac{9+5 \sqrt{15}}{12}$. Subtracting these two roots into both sides of $x_{i-1}=\frac{58 x_{i}+49}{24 x_{i}+22}$, we get

$$
\begin{align*}
& x_{i-1}-\frac{9-5 \sqrt{15}}{12}=\frac{58 x_{i}+49}{24 x_{i}+22}-\frac{9-5 \sqrt{15}}{12}=10(4+\sqrt{15}) \frac{\left(x_{i}-\frac{9-5 \sqrt{15}}{12}\right)}{\left(24 x_{i}+22\right)},  \tag{4.3}\\
& x_{i-1}-\frac{9+5 \sqrt{15}}{12}=\frac{58 x_{i}+49}{24 x_{i}+22}-\frac{9+5 \sqrt{15}}{12}=10(4-\sqrt{15}) \frac{\left(x_{i}-\frac{9+5 \sqrt{15}}{12}\right)}{\left(24 x_{i}+22\right)} . \tag{4.4}
\end{align*}
$$

Let $y_{i}=\frac{x_{i}-\frac{9-5 \sqrt{15}}{15}}{x_{i}-\frac{9+5 \sqrt{15}}{12}}$. Then by Eqs.(4.3) and (4.4), we get $y_{i-1}=(31+8 \sqrt{15}) y_{i}$ and $y_{i}=(31+8 \sqrt{15})^{n-i} y_{n}$. Therefore

$$
x_{i}=\frac{(31+8 \sqrt{15})^{n-i}\left(\frac{9+5 \sqrt{15}}{12}\right) y_{n}-\frac{9-5 \sqrt{15}}{12}}{(31+8 \sqrt{15})^{n-i} y_{n}-1} .
$$

Thus

$$
\begin{equation*}
x_{1}=\frac{(31+8 \sqrt{15})^{n-1}\left(\frac{9+5 \sqrt{15}}{12}\right) y_{n}-\frac{9-5 \sqrt{15}}{12}}{(31+8 \sqrt{15})^{n-1} y_{n}-1} . \tag{4.5}
\end{equation*}
$$

Using the expression $x_{n-1}=\frac{58 x_{n}+49}{24 x_{n}+22}$ and denoting the coefficients of $58 x_{n}+49$ and $24 x_{n}+22$ as $\sigma_{n}$ and $\delta_{n}$ we have

$$
\begin{gather*}
24 x_{n}+22=\sigma_{0}\left(58 x_{n}+49\right)+\delta_{0}\left(24 x_{n}+22\right), \\
24 x_{n-1}+22=\frac{\sigma_{1}\left(58 x_{n}+49\right)+\delta_{1}\left(24 x_{n}+22\right)}{\sigma_{0}\left(58 x_{n}+49\right)+\delta_{0}\left(24 x_{n}+22\right)}, \\
\vdots  \tag{4.6}\\
24 x_{n-i}+22=\frac{\sigma_{i}\left(58 x_{n}+49\right)+\delta_{i}\left(24 x_{n}+22\right)}{\sigma_{i-1}\left(58 x_{n}+49\right)+\delta_{i-1}\left(24 x_{n}+22\right)},  \tag{4.7}\\
24 x_{n-(i+1)}+22=\frac{\sigma_{i+1}\left(58 x_{n}+49\right)+\delta_{i+1}\left(24 x_{n}+22\right)}{\sigma_{i}\left(58 x_{n}+49\right)+\delta_{i}\left(24 x_{n}+22\right)}, \\
\vdots \\
24 x_{2}+22=\frac{\sigma_{n-2}\left(58 x_{n}+49\right)+\delta_{n-2}\left(24 x_{n}+22\right)}{\sigma_{n-3}\left(58 x_{n}+49\right)+\delta_{n-3}\left(24 x_{n}+22\right)}
\end{gather*}
$$

Substituting Eq.(4.6) into Eq.(4.2), we obtain

$$
\begin{equation*}
\tau\left(\mathrm{F}_{n}\right)=3 \times(16)^{n-1} x_{1}^{2}\left[\sigma_{n-2}\left(58 x_{n}+49\right)+\sigma_{n-2}\left(24 x_{n}+22\right)\right]^{2}, \tag{4.8}
\end{equation*}
$$

where $\sigma_{0}=0, \delta_{0}=1$ and $\sigma_{1}=24, \delta_{1}=22$.
By the expression $x_{n-1}=\frac{58 x_{n}+49}{24 x_{n}+22}$ and Eqs.(4.6) and (4.7), we have

$$
\begin{equation*}
\sigma_{i+1}=80 \sigma_{i}-100 \sigma_{i-1} ; \delta_{i+1}=80 \delta_{i}-100 \delta_{i-1} . \tag{4.9}
\end{equation*}
$$

The characteristic equation of Eq.(4.9) is $\gamma^{2}-80 \gamma+100=0$ which have two roots $\gamma_{1}=$ $10(4+\sqrt{15})$ and $\gamma_{2}=10(4-\sqrt{15})$.

The general solutions of Eq.(4.9) are $\sigma_{i}=a_{1} \gamma_{1}^{i}+a_{2} \gamma_{2}^{i} ; \delta_{i}=b_{1} \gamma_{1}^{i}+b_{2} \gamma_{2}^{i}$. Using the initial conditions $\sigma_{0}=0, \delta_{0}=1$ and $\sigma_{1}=24, \delta_{1}=22$, yields

$$
\begin{align*}
\sigma_{i} & =\frac{2 \sqrt{15}}{25}(10(4+\sqrt{15}))^{i}-\frac{2 \sqrt{15}}{25}(10(4-\sqrt{15}))^{i}, \\
b_{i} & =\left(\frac{25-3 \sqrt{15}}{50}\right)(10(4+\sqrt{15}))^{i}+\left(\frac{25+3 \sqrt{15}}{50}\right)(10(4-\sqrt{15}))^{i} . \tag{4.10}
\end{align*}
$$

If $x_{n}=1$, it means that $\mathrm{F}_{n}$ without any electrically equivalent transformation. Plugging

Eq.(4.10) into Eq.(4.8), we have

$$
\begin{align*}
\tau\left(\mathrm{F}_{n}\right)= & 3 \times(16)^{n-1} x_{1}^{2}\left[\left(\frac{115+29 \sqrt{15}}{5}\right)(40+10 \sqrt{15})^{n-2}\right. \\
& \left.+\left(\frac{115-29 \sqrt{15}}{5}\right)(40-10 \sqrt{15})^{n-2}\right]^{2} \tag{4.11}
\end{align*}
$$

for integer $n \geq 2$. When $n=1, \tau\left(F_{1}\right)=3$ which satisfies Eq.(4.11). Therefore, for , $n \geq 1$, the number of spanning trees in the sequence of the graph $\mathrm{F}_{n}$ is given by

$$
\begin{align*}
\tau\left(\mathrm{F}_{n}\right)= & 3 \times(16)^{n-1} x_{1}^{2}\left[\left(\frac{115+29 \sqrt{15}}{5}\right)(40+10 \sqrt{15})^{n-2}\right. \\
& \left.+\left(\frac{115-29 \sqrt{15}}{5}\right)(40-10 \sqrt{15})^{n-2}\right]^{2} \tag{4.12}
\end{align*}
$$

where

$$
\begin{equation*}
x_{1}=\frac{(31+8 \sqrt{15})^{n-1}(951+365 \sqrt{15})+61(9-5 \sqrt{15})}{(31+8 \sqrt{15})^{n-1}(64+5 \sqrt{15})+732}, n \geq 1 \tag{4.13}
\end{equation*}
$$

Inserting Eq.(4.13) into Eq.(4.12), we obtain the result.

## §5. Number of Spanning Trees in the Sequences of $H_{n}$ Graph

Consider the sequence of graphs $\mathrm{H}_{1}, \mathrm{H}_{2}, \cdots, \mathrm{H}_{n}$ constructed as shown in Figure 14. According to this construction, the number of total vertices $\left|V\left(\mathrm{H}_{n}\right)\right|$ and edges $\left|E\left(\mathrm{H}_{n}\right)\right|$ are $\left|\mathrm{V}\left(\mathrm{H}_{n}\right)\right|=9 n-6$ and $\left|E\left(\mathrm{H}_{n}\right)\right|=24 n-21$ for integers $n=1,2, \cdots$. The average degree of $\mathrm{H}_{n}$ is in the large $n$ limit which is $\frac{16}{3}$.


Figure 14. Some sequences of $\mathrm{H}_{n}$
Theorem 5.1 For $n \geq 1$, the number of spanning trees in the sequence of $\mathrm{H}_{n}$ is given by

$$
\begin{aligned}
2^{n-15}(115+\sqrt{13209})^{2 n} & \times\left(-76(-63+\sqrt{13209})+\left(\frac{1}{8}(13217-115 \sqrt{13209})\right)^{1-n}(8421+97 \sqrt{13209})\right)^{2} \\
& \times \frac{\left(29563-257 \sqrt{13209}+\left(\frac{1}{8}(13217-115 \sqrt{13209})\right)^{n}(29563+257 \sqrt{13209})\right)^{2}}{\left(58159227\left(38+8^{-n}(325+\sqrt{13209})(13217+115 \sqrt{13209})^{n-1}\right)^{2}\right)}
\end{aligned}
$$

Proof We use the electrically equivalent transformation to transform $\mathrm{H}_{i}$ to $\mathrm{H}_{i-1}$. Figures

15-19 illustrate the transformation process from $\mathrm{H}_{2}$ to $\mathrm{H}_{1}$. Using the properties given in Section 2 , we have the following the transformations:

$$
\begin{aligned}
& \tau\left(G_{1}\right)=\left[\frac{1}{2}\right]^{3} \tau\left(\mathrm{H}_{2}\right), \tau\left(G_{2}\right)=\tau\left(G_{1}\right), \tau\left(G_{3}\right)=9 x_{2} \tau\left(G_{2}\right), \tau\left(G_{4}\right)=\left[\frac{1}{3 x_{2}+2}\right]^{3} \tau\left(G_{3}\right), \\
& \tau\left(G_{5}\right)=\tau\left(G_{4}\right), \tau\left(G_{6}\right)=\left(\frac{3 x_{2}+2}{18 x_{2}}\right) \tau\left(G_{5}\right), \tau\left(G_{7}\right)=\tau\left(G_{6}\right), \tau\left(G_{8}\right)=9\left(\frac{5 x_{2}+3}{3 x_{2}+2}\right) \tau\left(G_{7}\right), \\
& \tau\left(G_{9}\right)=\left[\frac{3 x_{2}+2}{21 x_{2}+13}\right]^{3} \tau\left(G_{8}\right), \tau\left(G_{10}\right)=\tau\left(G_{9}\right), \tau\left(G_{11}\right)=\left[\frac{21 x_{2}+13}{18\left(5 x_{2}+3\right)}\right] \tau\left(G_{10}\right), \tau\left(\mathrm{H}_{1}\right)=\tau\left(G_{11}\right) .
\end{aligned}
$$
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Combining these twelve transformations, we get

$$
\begin{equation*}
\tau\left(\mathrm{H}_{2}\right)=8\left(42 x_{2}+26\right)^{2} \tau\left(\mathrm{H}_{1}\right) \tag{5.1}
\end{equation*}
$$

Further

$$
\begin{equation*}
\tau\left(\mathrm{H}_{n}\right)=\prod_{i=2}^{n} 8\left(42 x_{2}+26\right)^{2} \tau\left(\mathrm{H}_{1}\right)=3 \times(8)^{n-1} x_{1}^{2}\left[\prod_{i=2}^{n}\left(42 x_{i}+26\right)\right]^{2} \tag{5.2}
\end{equation*}
$$

where $x_{i-1}=\frac{89 x_{i}+55}{42 x_{i}+26}, i=2,3, \ldots, n$. Its characteristic equation is $42 \mu^{2}-63 \mu-55=0$, which have two roots $\mu_{1}=\frac{63-\sqrt{13209}}{84}$ and $\mu_{2}=\frac{63+\sqrt{13209}}{84}$. Subtracting these two roots into both sides of $x_{i-1}=\frac{89 x_{i}+55}{42 x_{i}+26}$, we get

$$
\begin{align*}
& x_{i-1}-\frac{63-\sqrt{13209}}{84}=(115+\sqrt{13209}) \frac{\left(x_{i}-\frac{68-\sqrt{13209}}{84}\right)}{2\left(42 x_{i}+26\right)},  \tag{5.3}\\
& x_{i-1}-\frac{63+\sqrt{13209}}{84}=(115-\sqrt{13209}) \frac{\left(x_{i}-\frac{68+\sqrt{13209}}{84}\right)}{2\left(42 x_{i}+26\right)} . \tag{5.4}
\end{align*}
$$

Let $y_{i}=\frac{x_{i}-\frac{63-\sqrt{18209}}{84}}{x_{i}-\frac{63+\sqrt{18209}}{84}}$. Then by Eqs.(5.3) and (5.4), we get $y_{i-1}=\left(\frac{13217+115 \sqrt{13209}}{8}\right) y_{i}$ and $y_{i}=\left(\frac{13217+115 \sqrt{13209}}{8}\right)^{n-i} y_{n}$. Therefore

$$
x_{i}=\frac{\left(\frac{13217+115 \sqrt{13209}}{B}\right)^{n-i}\left(\frac{63+\sqrt{13209}}{84}\right) y_{n}-\frac{63-\sqrt{13209}}{84}}{\left(\frac{13217+115 \sqrt{13209}}{8}\right)^{n-i} y_{n}-1} .
$$

Thus

$$
\begin{equation*}
x_{1}=\frac{\left(\frac{13217+115 \sqrt{13209}}{8}\right)^{n-1}\left(\frac{63+\sqrt{13209}}{84}\right) y_{n}-\frac{63-\sqrt{13209}}{84}}{\left(\frac{13217+115 \sqrt{13209}}{8}\right)^{n-1} y_{n}-1} . \tag{5.5}
\end{equation*}
$$

Using the expression $x_{n-1}=\frac{89 x_{n}+55}{42 x_{n}+26}$ and denoting the coefficients of $89 x_{n}+55$ and $42 x_{n}+26$ as $\sigma_{n}$ and $\delta_{n}$ we have

$$
\begin{gather*}
42 x_{n}+26=\sigma_{0}\left(89 x_{n}+55\right)+\delta_{0}\left(42 x_{n}+26\right), \\
42 x_{n-1}+26=\frac{\sigma_{1}\left(89 x_{n}+55\right)+\delta_{1}\left(42 x_{n}+26\right)}{\sigma_{0}\left(89 x_{n}+55\right)+\delta_{0}\left(42 x_{n}+26\right)}, \\
42 x_{n-2}+26=\frac{\sigma_{2}\left(89 x_{n}+55\right)+\delta_{2}\left(42 x_{n}+26\right)}{\sigma_{1}\left(89 x_{n}+55\right)+\delta_{1}\left(24 x_{n}+26\right)}, \\
\vdots  \tag{5.6}\\
42 x_{n-i}+26=\frac{\sigma_{i}\left(89 x_{n}+55\right)+\delta_{i}\left(42 x_{n}+26\right)}{\sigma_{i-1}\left(89 x_{n}+55\right)+\delta_{i-1}\left(42 x_{n}+26\right)},  \tag{5.7}\\
42 x_{n-(i+1)}+26=\frac{\sigma_{i+1}\left(89 x_{n}+55\right)+\delta_{i+1}\left(42 x_{n}+26\right)}{\sigma_{i}\left(89 x_{n}+55\right)+\delta_{i}\left(42 x_{n}+26\right)},
\end{gather*}
$$

$$
\begin{equation*}
42 x_{2}+26=\frac{\sigma_{n-2}\left(89 x_{n}+55\right)+\delta_{n-2}\left(42 x_{n}+26\right)}{\sigma_{n-3}\left(89 x_{n}+55\right)+\delta_{n-3}\left(42 x_{n}+26\right)} . \tag{5.8}
\end{equation*}
$$

Substituting Eq.(5.6) into Eq.(5.2), we obtain

$$
\begin{equation*}
\tau\left(\mathrm{H}_{n}\right)=3 \times(8)^{n-1} x_{1}^{2}\left[\sigma_{n-2}\left(89 x_{n}+55\right)+\sigma_{n-2}\left(42 x_{n}+26\right)\right]^{2} \tag{5.9}
\end{equation*}
$$

where $\sigma_{0}=0, \delta_{0}=1$ and $\sigma_{1}=42, \delta_{1}=26$.
By the expression $x_{n-1}=\frac{89 x_{n}+55}{42 x_{n}+26}$ and Eqs.(5.6), (5.7), we have

$$
\sigma_{i+1}=115 \sigma_{i}-4 \sigma_{i-1} ; \delta_{i+1}=115 \delta_{i}-4 \delta_{i-1}
$$

The characteristic equation of Eq.(5.9) is $\gamma^{2}-115 \gamma+4=0$ which have two roots

$$
\gamma_{1}=\left(\frac{115+\sqrt{13209}}{2}\right) \text { and } \gamma_{2}=\left(\frac{115-\sqrt{13209}}{2}\right) .
$$

The general solutions of Eq.(5.9) are $\sigma_{i}=a_{1} \gamma_{1}^{i}+a_{2} \gamma_{2}^{i} ; \delta_{i}=b_{1} \gamma_{1}^{i}+b_{2} \gamma_{2}^{i}$. Using the initial conditions $\sigma_{0}=0, \delta_{0}=1$ and $\sigma_{1}=42, \delta_{1}=26$, yields

$$
\begin{align*}
\sigma_{i} & =\frac{2 \sqrt{13209}}{629}\left(\frac{115+\sqrt{13209}}{2}\right)^{i}-\frac{2 \sqrt{13209}}{629}\left(\frac{115-\sqrt{13209}}{2}\right)^{i} \\
\delta_{i} & =\left(\frac{629-3 \sqrt{13209}}{1258}\right)\left(\frac{115+\sqrt{13209}}{2}\right)^{i}+\left(\frac{629+3 \sqrt{13209}}{1258}\right)\left(\frac{115-\sqrt{13209}}{2}\right)^{i} . \tag{5.10}
\end{align*}
$$

If $x_{n}=1$, it means that $\mathrm{H}_{n}$ without any electrically equivalent transformation. Plugging Eq.(5.10) into Eq.(5.8), we have

$$
\begin{align*}
\tau\left(\mathrm{H}_{n}\right)= & 3 \times(8)^{n-1} x_{1}^{2} \times\left[\left(\frac{21386+186 \sqrt{13209}}{629}\right)\left(\frac{115+\sqrt{13209}}{2}\right)^{n-2}\right. \\
& \left.+\left(\frac{21386-186 \sqrt{13209}}{629}\right)\left(\frac{115-\sqrt{13209}}{2}\right)^{n-2}\right]^{2} \tag{5.11}
\end{align*}
$$

for integers $n \geq 2$. When $n=1, \tau\left(H_{1}\right)=3$ which satisfies Eq.(5.11). Therefore, the number of spanning trees in the sequence of the graph $\mathrm{H}_{n}$ is given by

$$
\begin{align*}
\tau\left(\mathrm{H}_{n}\right)= & 3 \times(8)^{n-1} x_{1}^{2}\left[\left(\frac{21386+186 \sqrt{13209}}{629}\right)\left(\frac{115+\sqrt{13209}}{2}\right)^{n-2}\right. \\
& \left.+\left(\frac{21386-186 \sqrt{13209}}{629}\right)\left(\frac{115-\sqrt{13209}}{2}\right)^{n-2}\right]^{2} \tag{5.12}
\end{align*}
$$

for integers $n \geq 1$, where

$$
\begin{equation*}
x_{1}=\frac{\left(\frac{13217+115 \sqrt{13209}}{B}\right)^{n-1}(8421+97 \sqrt{13209})+76(63-\sqrt{13209})}{21\left(\frac{13217+115 \sqrt{13209}}{8}\right)^{n-1}(325+\sqrt{13209})+6384}, n \geq 1 \tag{5.13}
\end{equation*}
$$

Inserting Eq.(5.13) into Eq.(5.12) we obtain the result.

## §6. Numerical Results

An illustration on the numbers of spanning trees in graphs $\mathrm{E}_{n}, \mathrm{~F}_{n}$ and $\mathrm{H}_{n}$ are listed in Table 1 following.

| $n$ | $\tau\left(E_{n}\right)$ | $\tau\left(F_{n}\right)$ | $\tau\left(H_{n}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | 3 | 3 | 3 |
| 2 | 406272 | 549552 | 497664 |
| 3 | 26879275008 | 54966988800 | 52627418112 |
| 4 | 1761820718333952 | 5452053012480000 | 5564612377337856 |
| 5 | 115462949411396517888 | 540704118669312000000 | 588379800446293966848 |
| 6 | 7566980125843657045573632 | 53623893196800000000000000 | 62212920881826474870964224 |

## Table 1

## §7. Spanning Tree Entropy

After having explicit Formulas for the number of spanning trees of the sequence of the three families of graphs $\mathrm{E}_{n}, \mathrm{~F}_{n}$ and $\mathrm{H}_{n}$, we can calculate its spanning tree entropy $Z$ which is a finite number and a very interesting quantity characterizing the network structure, defined as in $[23,24]$ as

$$
\begin{equation*}
Z(G)=\lim _{n \rightarrow \infty} \frac{\ln \tau(G)}{|V(G)|} \tag{7.1}
\end{equation*}
$$

for a graph $G$. Particularly, we know that

$$
\begin{aligned}
& Z\left(E_{n}\right)=\frac{16}{9}(\ln 2)=1.232261654 \\
& Z\left(F_{n}\right)=\frac{1}{9}(\ln [1600]+2 \ln [4+\sqrt{15}])=1.278292561 \\
& Z\left(H_{n}\right)=\ln [2]-\frac{2}{9}(\ln [115-\sqrt{13209}])=1.285411179
\end{aligned}
$$

Now we compare the value of entropy in our graphs with other graphs. The entropy of the graph $\mathrm{H}_{n}$ is larger than the entropy of the graph $\mathrm{E}_{n}$ and the graph $\mathrm{F}_{n}$. In addition the entropy of the families $\mathrm{E}_{n}, F_{n}$ and $\mathrm{H}_{n}$ which have average degree $16 / 3$ is larger than the entropy of fractal scale free lattice [25] which has the entropy1.040 and 3-prism graph of average degree 4 which has entropy1.0445 [26] and two dimensional Sierpinski gasket [27] which has the entropy
1.166 of the same average degree 4 but the entropy of the families $\mathrm{E}_{n}, E_{n}$ and $\mathrm{H}_{n}$ is smaller than the entropy of Apollonian graph [28] which has the entropy 1.3540 of average degree 6.

## §8. Conclusions

In this work, we enumerated the number of spanning trees in the sequences of three sequences of graphs of average degree $16 / 3$ using electrically equivalent transformations. An advantage of this method lies in the avoidance of laborious computation of Laplacian spectra that is needed for a generic method for determining spanning trees.
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#### Abstract

This article discusses about the degree of vertex, edge in hesitancy fuzzy soft graphs (HFSG). A new kind of graph called constant HFSG and totally constant HFSG are established. The order and size of such graphs are also dealt. The regular and totally regular concepts are introduced over the HFSG, and its properties discussed.
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## §1. Introduction

Molodtstov dealt with uncertainity and unclear objects using notions of soft set theory [2]. A new set combining the soft sets and fuzzy sets, was then developed and proved to be more effective by Maji.et al [2]. Akram and Nawaz dealed with properties of fuzzy soft graphs [3]. Torra.V in [4] defined the hesitancy fuzzy sets. The order and size in fuzzy graphs was found by Nagoor Gani and Basheer [11]. Gani and Radha [10] worked on regular fuzzy graphs. The concept of constant intuitionistic Fuzzy graph dealt by Karunambigai et.al [5]. Santhi Maheswari and Sekar worked on regular FG in [15], [16]. [9] introduced constant hesitancy fuzzy graph and established some concepts. Pathinathan et.al developed Hesitancy fuzzy graphs [7], and also defined regular hesitancy fuzzy graph [8]. Hesitancy fuzzy soft graphs notions were given by Rajeswari [6].

This article deals with degree of vertex and edge in HFSG. The concept of regular and constant are observed over these HFSG and its characteristics are dealt with.

## §2. Preliminaries

Definition 2.1 A fuzzy graph $G$, contains a nonempty set $V$ with functions $\sigma: V \rightarrow[0,1]$ and $\mu: V \times V \rightarrow[0,1]: \forall u, v \in V, \mu(u v) \leq \sigma(u) \wedge \sigma(v)$, where $\sigma$ and $\mu$ are fuzzy vertex set and

[^2]edge set respectively in $G$.
Generally, let $N_{G}=(A, B)$ be neutrosophic fuzzy graph, i.e., let $A=\left(T_{A}, I_{A}, F_{A}\right)$ be a neutrosophic fuzzy relation on $B=\left(T_{B}, I_{B}, F_{B}\right)$, which is a neutrosophic fuzzy set on set $V$. If $F_{A}=0$ and $F_{B}=0$, then such a neutrosophic fuzzy graph is nothing else but a fuzzy graph.

Definition 2.2 The pair $(F, A)$ is soft set over the universal set, where $A \subseteq E$ and $F: a \rightarrow$ $\mathscr{P}(U)$. That is a soft set over $U$ is parametered collection of subsets of $U$.

Definition 2.3 An FSG $\widetilde{G}$ is a 4-tuple, such that
(1) $\mathscr{G}^{*}$ is crisp graph;
(2) $\mathscr{A}$ is the parameter set;
(3) $(\widetilde{\mathscr{F}}, \mathscr{A})$ is fuzzy soft set over vertex set $V$;
(4) $(\widetilde{K}, \mathscr{A})$ is fuzzy soft set over edge set $E$.

Then, $(\widetilde{\mathscr{F}}(a), \widetilde{\mathscr{K}}(a))$ is fuzzy (sub)graph of $\mathscr{G}^{*}, \forall a \in \mathscr{A}$ and can be denoted as $\widetilde{\mathscr{H}}(a)$.
The membership value of the edge in an FSG is given as

$$
\widetilde{K}(a)(x y) \leq \min \{\widetilde{F}(a)(x), \widetilde{F}(a)(y)\}
$$

Definition 2.4 If $\widetilde{G}$ is an $F S G$, then the vetex degree is

$$
d_{\widetilde{G}}(u)=\sum_{a_{i} \in A}\left(\sum_{u \neq v} \widetilde{\mathscr{K}}\left(a_{i}\right)(u v)\right) .
$$

Definition 2.5 If $\widetilde{G}$ is an $F S G$, then edge degree of $u v$ is given as

$$
d_{\widetilde{G}}(u v)=d_{\widetilde{G}}(u)+d_{\widetilde{G}}(v)-2\left(\sum_{a_{i} \in A} \widetilde{\mathscr{K}}\left(a_{i}\right)(u v)\right) .
$$

Definition 2.6 Let $U$ be the universal set and $E$ be set of parameters, then $H F(U)$ is set of all hesitant fuzzy sets over $U$. Then, the pair $(F, E)$ is hesitant fuzzy soft set if $F(e) \in H F(U)$, for every $e \in E$.

Definition 2.7 A hesitancy fuzzy graph $\tilde{G}=(\tilde{V}, E)$ such that $\mu_{1}: \tilde{V} \rightarrow[0,1]$ (membership), $\gamma_{1}: \tilde{V} \rightarrow[0,1]$ (non membership), $\beta_{1}: \tilde{V} \rightarrow[0,1]$ (hesitancy membership), also $\mu_{1}+\gamma_{1}+\beta_{1}=1$ for all vertices.

Also $E \subseteq \tilde{V} \times \tilde{V}$, where $\mu_{1}: \tilde{V} \times \tilde{V} \rightarrow[0,1], \gamma_{1}: \tilde{V} \times \tilde{V} \rightarrow[0,1], \beta_{1}: \tilde{V} \times \tilde{V} \rightarrow[0,1]$ such that

$$
\begin{aligned}
\mu_{2}(u v) & \leq \wedge\left[\mu_{1}(u), \mu_{1}(v)\right], \\
\gamma_{2}(u v) & \leq \vee\left[\gamma_{1}(u), \gamma_{1}(v)\right], \\
\beta_{2}(u v) & \leq \wedge\left[\beta_{1}(u), \beta_{1}(v)\right]
\end{aligned}
$$

and $0 \leq \mu_{2}(u v)+\gamma_{2}(u v)+\beta_{2}(u v) \leq 1$ for all edges.

Definition 2.8 For a HFSG, its order is

$$
o(\tilde{G})=\left(\sum_{a_{i} \in A, v_{i} \in V} \mu_{1}\left(v_{i}\right), \sum_{a_{i} \in A, v_{i} \in V} \gamma_{1}\left(v_{i}\right), \sum_{a_{i} \in A, v_{i} \in V} \beta_{1}\left(v_{i}\right)\right) .
$$

Definition 2.9 The size of a HFSG is

$$
s(\tilde{G})=\left(\sum_{a_{i} \in A, v_{i} v_{j} \in E} \mu_{2}\left(v_{i} v_{j}\right), \sum_{a_{i} \in A, v_{i} v_{j} \in E} \gamma_{2}\left(v_{i} v_{j}\right), \sum_{a_{i} \in A, v_{i} v_{j} \in E} \beta_{2}\left(v_{i} v_{j}\right)\right)
$$

## §3. Degree in HFSG

Definition 3.1 Let $\tilde{G}$ be a hesitancy fuzzy soft graph (HFSG). Then,

$$
\begin{aligned}
d_{\mu}(u) & =\sum_{a_{i} \in A}\left(\sum_{u \neq v} \tilde{K}_{\left(a_{i}\right)} \mu_{2}(u v)\right) \\
d_{\gamma}(u) & =\sum_{a_{i} \in A}\left(\sum_{u \neq v} \tilde{K}_{\left(a_{i}\right)} \gamma_{2}(u v)\right) \\
d_{\beta}(u) & =\sum_{a_{i} \in A}\left(\sum_{u \neq v} \tilde{K}_{\left(a_{i}\right)} \beta_{2}(u v)\right)
\end{aligned}
$$

Therefore,

$$
d_{\tilde{G}}(u)=\left(d_{\mu}(u), d_{\gamma}(u), d_{\beta}(u)\right)
$$

Definition 3.2 Let $\tilde{G}$ be a HFSG, then total degree of the vertex $v \in V$ is given as

$$
t d_{\tilde{G}}(v)=\left(d_{\mu}(v)+\sum_{a_{i} \in A}\left(\mu_{1}(v)\right), d_{\gamma}(v)+\sum_{a_{i} \in A}\left(\gamma_{1}(v)\right), d_{\beta}(v)+\sum_{a_{i} \in A}\left(\beta_{1}(v)\right)\right) .
$$

Example 3.3 Consider the following HFSG, we demonstrate the above definition.


Figure 3.1

The degree of the vertices are found as $d_{\tilde{G}}(u)=(0.4,0.5,0.5), d_{\tilde{G}}(v)=(0.6,0.7,0.9)$, $d_{\tilde{G}}(w)=(0.7,0.8,0.7), d_{\tilde{G}}(x)=(0.4,0.4,0.2)$.

The total degree is found as $t d_{\tilde{G}}(u)=(1.1,1.0,1.0), t d_{\tilde{G}}(v)=(1.1,1.0,1.6), t d_{\tilde{G}}(w)=$ $(1.2,1.5,1.0), t d_{\tilde{G}}(x)=(1.1,0.9,0.5)$.

## §4. Constant HFSG

Definition 4.1 If degree of all the vertices are same, then the HFSG is called constant HFSG (c-HFSG). That is, if, $\tilde{G}$ is a HFSG and if $d_{\mu}\left(x_{i}\right)=k_{1}, d_{\gamma}\left(x_{i}\right)=k_{2}$ and $d_{\beta}\left(x_{i}\right)=k_{3}, \forall x_{i} \in V$. Then $\tilde{G}$ is said to be $\left(k_{1}, k_{2}, k_{3}\right)$-HFSG or $c$-HFSG of degree $\left(k_{1}, k_{2}, k_{3}\right)$.

Example 4.2 The following is a constant-HFSG.


Figure 4.1
The degree of the vetices are $d_{\tilde{G}}\left(u_{1}\right)=(0.6,0.5,0.4), d_{\tilde{G}}\left(u_{2}\right)=(0.6,0.5,0.4), d_{\tilde{G}}\left(u_{3}\right)=$ $(0.6,0.5,0.4), d_{\tilde{G}}\left(u_{4}\right)=(0.6,0.5,0.4)$. Here $d_{\mu}\left(u_{i}\right)=0.6, d_{\gamma}\left(u_{i}\right)=0.5, d_{\beta}\left(u_{i}\right)=0.4$, for all $u_{i} \in V$. Therefore, it is c-HFSG.

Definition 4.3 Let $\tilde{G}$ be a HFSG, it is said to be totally constant HFSG (tc-HFSG), if the total degree of all the vertices are same. That is, if a HFSG, having total degree of all its vertices as $\left(l_{1}, l_{2}, l_{3}\right)$, then it is $\left(l_{1}, l_{2}, l_{3}\right)$ - totally constant HFSG.

Example 4.4 The following graph illustrates a totally constant HFSG.


Figure 4.2
The total degree of all the vertices are found to be $(0.8,0.8,0.6)$. That is $t d_{\mu}\left(v_{i}\right)=0.8$, $t d_{\gamma}\left(v_{i}=0.8\right), t d_{\beta}\left(v_{i}\right)=0.6$, for all $v_{i} \in V$. Therefore it is tc-HFSG.

Remark 4.5 A c-HFSG need not be tc-HFSG and vice versa.
Example 4.6 Consider the example 4.2, which is ( $0.6,0.5,0.4$ )-constant HFSG. But while finding the total degree of all the vertices, we have $t d_{\tilde{G}}\left(u_{1}\right)=(1.2,1.2,0.9), t d_{\tilde{G}}\left(u_{2}\right)=(1.4,1.0,0.6)$, $t d_{\tilde{G}}\left(u_{3}\right)=(1.4,1.0,0.6), t d_{\tilde{G}}\left(u_{4}\right)=(0.9,0.7,0.6)$. It is not same, hence it is not totally constantHFSG.

While taking the example 4.4, which is totally constant-HFSG. But the degree of its vertices are $d_{\tilde{G}}(u)=(0.5,0.4,0.3), d_{\tilde{G}}(v)=(0.1,0.2,0.2), d_{\tilde{G}}(w)=(0.2,0.2,0.1), d_{\tilde{G}}(x)=(0.2,0,0.1)$, which are not same, thus it is not constant-HFSG.

Theorem 4.7 Let $\tilde{G}$ be a c-HFSG. And if $\sum_{a_{i} \in A, v_{i} \in V} \tilde{F}\left(a_{i}\right)\left(v_{i}\right)$ is a constant function for all vertices, then $\tilde{G}$ is totally constant-HFSG.

Proof Suppose $\tilde{G}$ is constant-HFSG, also given that $\sum_{a_{i} \in A, v_{i} \in V} \tilde{F}\left(a_{i}\right)\left(v_{i}\right)$ is a constant function. Then

$$
\sum_{a_{i} \in A, u_{i} \in V} \tilde{F}\left(a_{i}\right)\left(\mu_{1}\left(u_{i}\right)\right)=m_{1}, \sum_{a_{i} \in A} \tilde{F}\left(a_{i}\right)\left(\gamma_{1}\left(u_{i}\right)\right)=m_{2}, \sum_{a_{i} \in A} \tilde{F}\left(a_{i}\right)\left(\beta_{1}\left(u_{i}\right)\right)=m_{3},
$$

for $\forall u_{i} \in V$.
Since $\tilde{G}$ is c-HFSG, let it be $\left(t_{1}, t_{2}, t_{3}\right)$ - constant HFSG. This implies that $d_{\tilde{G}}(\mu)\left(u_{i}\right)=t_{1}$, $d_{\tilde{G}}(\gamma)\left(u_{i}\right)=t_{2}, d_{\tilde{G}}(\beta)\left(u_{i}\right)=t_{3}, \forall u_{i} \in V$.

Then, the total degree of the vertices are

$$
\begin{aligned}
t d_{\tilde{G}}\left(u_{i}\right)= & d_{\tilde{G}}(\mu)\left(u_{i}\right)+\sum_{a_{i} \in A} \tilde{F}\left(a_{i}\right)\left(\mu_{1}\left(u_{i}\right)\right), d_{\tilde{G}}(\gamma)\left(u_{i}\right) \\
& +\sum_{a_{i} \in A} \tilde{F}\left(a_{i}\right)\left(\gamma_{1}\left(u_{i}\right)\right), d_{\tilde{G}}(\beta)\left(u_{i}\right)+\sum_{a_{i} \in A} \tilde{F}\left(a_{i}\right)\left(\beta_{1}\left(u_{i}\right)\right) \\
\Rightarrow & t d_{\tilde{G}}\left(u_{i}\right)=\left(t_{1}+m_{1}, t_{2}+m_{2}, t_{3}+m_{3}\right), \forall u_{i} \in V .
\end{aligned}
$$

Therefore, it is totally constant HFSG.
Note 4.8 For a HFSG $\tilde{G}$, its order is given by

$$
o(\tilde{G})=\sum_{a_{i} \in A} o\left(H\left(a_{i}\right)\right)
$$

Note 4.9 For a HFSG $\tilde{G}$, its size is

$$
s(\tilde{G})=\sum_{a_{i} \in A} \sum_{u v \in E}\left(\mu_{2}, \gamma_{2}, \beta_{2}\right)(u v)
$$

Result 4.10 The size of a $c$-HFSG or a $\left(k_{1}, k_{2}, k_{3}\right) c$-HFSG is given by

$$
\left[\frac{h k_{1}}{2}, \frac{h k_{2}}{2}, \frac{h k_{3}}{2}\right]
$$

where $h=|\tilde{G}|$.

Observation 4.11 The following are observed using the above defined graphs.
(1) Let $\tilde{G}$ be a $\left(l_{1}, l_{2}, l_{3}\right)$ totally constant-HFSG, then

$$
2 s(\tilde{G})+o(\tilde{G})=\left(h l_{1}, h l_{2}, h l_{3}\right),
$$

where $h=|V|$.
(2) For $\tilde{G}$ be a $\left(t_{1}, t_{2}, t_{3}\right)$ c-HFSG and $\left(l_{1}, l_{2}, l_{3}\right)$ tc-HFSG, then the order is given as

$$
o(\tilde{G})=\left(h\left(l_{1}-t_{1}\right), h\left(l_{2}-t_{2}\right), h\left(l_{3}-t_{3}\right)\right),
$$

where $h=|V|$.

## §5. Regular HFSG

Definition 5.1 A HFSG $\tilde{G}$ is regular, when $\left(d_{\mu}, d_{\gamma}, d_{\beta}\right)$ (degree) of all the vertices are the same constant. That is, if $\tilde{G}$ is a $\left(\left(\mu_{1 i}, \gamma_{1 i}, \beta_{1 i}\right),\left(\mu_{2 i}, \gamma_{2 i}, \beta_{2 i}\right)\right) H F S G$ and if $d_{\mu}\left(v_{i}\right)=d_{\beta}\left(v_{i}\right)=$ $d_{\beta}\left(v_{i}\right)=m, \forall v \in V$ and ainA, then $\tilde{G}$ is m-regular HFSG.

Example 5.2 Examine the following example.


Figure 5.1

In this the degree of all the vertices are found to be $d_{\tilde{G}}(u)=(0.5,0.5,0.5), d_{\tilde{G}}(v)=$ $(0.5,0.5,0.5), d_{\tilde{G}}(w)=(0.5,0.5,0.5), d_{\tilde{G}}(x)=(0.5,0.5,0.5)$. Here $d_{\mu}\left(v_{i}\right)=0.5, d_{\gamma}\left(v_{i}\right)=0.5$, $d_{\beta}\left(v_{i}\right)=0.5$, for all $v_{i} \in V$. Therefore it is regular HFSG or 0.5 -regular HFSG.

Definition 5.3 A HFSG $\tilde{G}$ is totally regular, when total degree of all vertices are the alike. That is if $t d_{\mu}\left(v_{i}\right)=t d_{\beta}\left(v_{i}\right)=t d_{\beta}\left(v_{i}\right)=k, \forall v \in V$ and $a \in A, \Rightarrow \tilde{G}$ is $k$-totally regular HFSG.

Example 5.4 Consider the graph in Figure 5.2 following.


Figure 5.2
In this the total degree of all the vertices are found as $t d_{\tilde{G}}(u)=(0.8,0.8,0.8), t d_{\tilde{G}}(v)=$ $(0.8,0.8,0.8), t d_{\tilde{G}}(w)=(0.8,0.8,0.8), t d_{\tilde{G}}(x)=(0.8,0.8,0.8)$. Here $t d_{\mu}\left(v_{i}\right)=0.8, t d_{\gamma}\left(v_{i}\right)=0.8$, $t d_{\beta}\left(v_{i}\right)=0.8$, for all $v_{i} \in V$. Therefore it is totally regular HFSG or 0.8 -totally regular HFSG.

Definition 5.5 Let $\tilde{G}$ be a hesitancy fuzzy soft graph. The degree of the edge uv in $E$ is defined as

$$
\operatorname{deg}_{\tilde{G}}(u v)=d_{\tilde{G}}(u)+d_{\tilde{G}}(v)-2\left(\left(\mu_{2}, \gamma_{2}, \beta_{2}\right)(u v)\right) .
$$

Definition 5.6 Let $\tilde{G}$ be a HFSG. The total degree of the edge uv in $E$ is defined as

$$
t \operatorname{deg}_{\tilde{G}}(u v)=d_{\tilde{G}}(u)+d_{\tilde{G}}(v)-\left(\left(\mu_{2}, \gamma_{2}, \beta_{2}\right)(u v)\right)
$$

Example 5.7 We consider the below hesitancy fuzzy soft graph.


Figure 5.3
The degree of the edges are $\operatorname{deg}(u v)=(0.8,0.8,0.5), \operatorname{deg}(v w)=(0.9,1.1,0.7), \operatorname{deg}(v x)=$ $(0.9,1.1,0.6)$. The total degree of the edges are $\operatorname{tdeg}(u v)=(1.3,1.5,0.9), \operatorname{tdeg}(v w)=(1.3,1.5,0.9)$, $\operatorname{tdeg}(v x)=(1.3,1.5,0.9)$.

Definition 5.8 A HFSG $\tilde{G}$ is edge regular, if the edge degree of all the edges are alike. That is

$$
\operatorname{deg}_{\tilde{G}} \mu_{2}\left(v_{i} v_{j}\right)=\operatorname{deg}_{\tilde{G}} \gamma_{2}\left(v_{i} v_{j}\right)=\operatorname{deg} \tilde{G}_{\beta_{2}}\left(v_{i} v_{j}\right)=p
$$

Then, $\tilde{G}$ is called $p$-edge regular HFSG.

Definition 5.9 A HFSG $\tilde{G}$ is edge totally regular, if the total edge degree of all the edges are alike. That is,

$$
t d e g_{\tilde{G}} \mu_{2}\left(v_{i} v_{j}\right)=\operatorname{tdeg} \tilde{G}_{\gamma_{2}}\left(v_{i} v_{j}\right)=\operatorname{tdeg} \tilde{G}_{\beta_{2}}\left(v_{i} v_{j}\right)=r .
$$

Then, $\tilde{G}$ is called $r$ - totally edge regular hesitancy fuzzy soft graph.
Example 5.10 We use below graph to explain the definition.


Figure 5.4
The edge degree are given as $\operatorname{deg}_{\tilde{G}}(u v)=(0.9,0.9,0.9), \operatorname{deg}_{\tilde{G}}(v w)=(0.9,0.9,0.9), \operatorname{deg}_{\tilde{G}}(w x)=$ $(0.9,0.9,0.9), \operatorname{deg}_{\tilde{G}}(v x)=(0.9,0.9,0.9)$. Therefore the graph is 0.9 -edge regular HFSG.

Example 5.11 The following graph demonstrates the above definition.


Figure 5.5
The total edge degree are found as $\operatorname{tdeg}_{\tilde{G}}(u v)=(0.9,0.9,0.9), \operatorname{tdeg}_{\tilde{G}}(v w)=(0.9,0.9,0.9)$, $t^{t e g_{\tilde{G}}}(w u)=(0.9,0.9,0.9)$. Thus the graph is 0.9-totally edge regular HFSG.

Remark 5.12 A HFSG which is edge regular, not necessarily be total edge regular and vice versa.

Remark 5.13 A regular HFSG can be constant HFSG, but the converse not necessarily true.
Remark 5.114 A totally regular HFSG can be totally constant HFSG, but converse may not be true.

Theorem 5.15 Suppose $\tilde{G}$ is a HFSG and if its subgraphs $H\left(a_{i}\right), a_{i} \in A$ are fuzzy cycles of even length, with membership values of alternate edges alike, then $\tilde{G}$ is constant HFSG.

Proof Consider the subgraphs of $\tilde{G}, H\left(a_{i}\right), a_{i} \in A$. Let us take only two parameters $a_{1}$ and $a_{2}$, such that the membership value of edges in $H\left(a_{1}\right)$ and $H\left(a_{2}\right)$ are alternatively same.

Let the membership value of the edges, $e_{i}$ in $H\left(a_{1}\right)$ is $\left(l_{1}, m_{1}, n_{1}\right)$ and $\left(l_{2}, m_{2}, n_{2}\right)$, when $i$ is odd and even respectively. And for edges $e_{j}$ in $H\left(a_{2}\right)$, the membership value is $\left(p_{1}, q_{1}, r_{1}\right)$ and $\left(p_{2}, q_{2}, r_{2}\right)$, when $j$ is odd and even respectively. Then we have, the degree of vertices as

$$
d_{\tilde{G}}\left(v_{i}\right)=\left(l_{1}+p_{1}+l_{2}+p_{2}, m_{1}+q_{1}+m_{2}+q_{2}, n_{1}+r_{1}+n_{2}+r_{2}\right)
$$

for all $v_{i} \in V$, which

$$
\Rightarrow\left(d_{\mu}(\tilde{G}), d_{\gamma}(\tilde{G}), d_{\beta}(\tilde{G})\right)\left(v_{i}\right)=\mathrm{constant}
$$

for all $v_{i} \in V$. Thus, it is c-HFSG.

Theorem 5.16 If $\tilde{G}$, a c-HFSG satisfying the conditions of above theorem, then it is totally constant HFSG, when $\left(\mu_{1}, \gamma_{1}, \beta_{1}\right)$ is constant for all the vertices.

Proof Suppose $\tilde{G}$ is c-HFSG, then we have $\left(d_{\mu}(\tilde{G}), d_{\gamma}(\tilde{G}), d_{\beta}(\tilde{G})\right)\left(v_{i}\right)=$ constant for all $v_{i} \in V$. Also given that $\left(\mu_{1}, \gamma_{1}, \beta_{1}\right)$ is constant for all vertices, then the total degree of all the vertices is also constant, since

$$
t d_{\tilde{G}}(v)=\left(d_{\mu}(v)+\sum_{a_{i} \in A}\left(\mu_{1}(v)\right), d_{\gamma}(v)+\sum_{a_{i} \in A}\left(\gamma_{1}(v)\right), d_{\beta}(v)+\sum_{a_{i} \in A}\left(\beta_{1}(v)\right)\right),
$$

which $\Rightarrow \tilde{G}$ is totally constant HFSG.

Theorem 5.17 Suppose $\tilde{G}$ is a HFSG and if its subgraphs $H\left(a_{i}\right), a_{i} \in A$ are fuzzy cycles of any length and if $\sum_{a_{i} \in A, e_{i} \in E} K\left(a_{i}\right)\left(e_{i}\right)$, are alike and same constant for all the edges, then $\tilde{G}$ is regular HFSG.

Proof Given $\tilde{G}$ is a HFSG and also $\sum_{a_{i} \in A, e_{i} \in E} K\left(a_{i}\right)\left(e_{i}\right)$ are alike and same constant for all edges. Let us consider any two subgraphs of $\tilde{G}$ with parameters set $a_{1}$ and $a_{2}$, then we have

$$
\sum_{a_{i} \in A, e_{i} \in E} K\left(a_{i}\right)\left(e_{i}\right)=(m, m, m)
$$

Then, the degree of the vertices are $d_{\tilde{G}}\left(v_{i}\right)=(2 m, 2 m, 2 m)$ for all $v_{i} \in V$. This implies that $\tilde{G}$ is regular-HFSG.

Theorem 5.18 Suppose $\tilde{G}$ is a HFSG and its subgraphs are fuzzy cylcles of any length and if

$$
\sum_{a_{i} \in A, e_{i} \in E} K\left(a_{i}\right)\left(e_{i}\right), \sum_{a_{i} \in A, v_{i} \in V} F\left(a_{i}\right)\left(v_{i}\right)
$$

are alike and same constant for all edges and vertices respectively, then $\tilde{G}$ is both regular and totally regular hesitancy fuzzy soft graph.

Proof Let us consider $\tilde{G}$ such that

$$
\sum_{a_{i} \in A, e_{i} \in E} K\left(a_{i}\right)\left(e_{i}\right)
$$

are alike and same constant for all vertices, then by above theorem, $\tilde{G}$ is regular HFSG. Let it be ( $m, m, m$ ) regular HFSG.

Let

$$
\sum_{a_{i} \in A, v_{i} \in V} F\left(a_{i}\right)\left(v_{i}\right)=(k, k, k)
$$

for all vertices. Considering the total degree of all the vertices, it is found that

$$
t d_{\tilde{G}}\left(v_{i}\right)=(m+k, m+k, m+k) \Rightarrow \tilde{G}
$$

is totally regular HFSG.
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#### Abstract

In the present communication studies have been carried out with special reference to infinitesimal projective and special projective transformations in a Finsler space and accordingly results have been derived in the form of theorems in a projective symmetric and non-symmetric Finsler space.
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## §1. Introduction

Berwald introduced a connection coefficient $C_{j k}^{i}(x, \dot{x})$ defined by

$$
\begin{equation*}
C_{j k}^{i}(x, \dot{x}) \stackrel{\text { def }}{=} \frac{\partial^{2} G^{i}}{\partial x^{j} \partial x^{k}} \tag{1.1}
\end{equation*}
$$

and accordingly the covariant derivative of an arbitrary covariant vector i X in the sense of Berwald is given by Rund [4]

$$
\begin{equation*}
X_{(j)}^{i}=\frac{\partial X^{i}}{\partial x^{j}}-\frac{\partial X^{i}}{\partial \dot{x}^{h}} \frac{\partial G^{h}}{\partial \dot{x}^{j}}+G_{j h}^{i} X^{h} \tag{1.2}
\end{equation*}
$$

The functions $G^{i}$ appearing in (1.2) are positively homogeneous of degree two in its directional arguments $\dot{x}^{j}$ and satisfies the following identities

$$
\begin{equation*}
G_{h k r}^{i} \dot{x}^{r}=G_{h k r}^{i} \dot{x}^{k}=G_{k k r}^{i} \dot{x}^{h}, \quad G_{h k}^{i} \dot{x}^{h}=0 \quad \text { and } \quad G_{k}^{i} \dot{x}^{k}=2 G^{i} \tag{1.3}
\end{equation*}
$$

The geodesic deviation has been defined in the following form

$$
\begin{equation*}
\frac{\partial^{2} Z^{j}}{\partial u^{2}}+H_{k}^{j}(x, \dot{x}) x^{k}=0 \tag{1.4}
\end{equation*}
$$

where the vector $Z^{i}$ is called the variation vector and the tensor $H_{k}^{i}(x, \dot{x})$ is being defined by

$$
\begin{equation*}
H^{j} i_{k}=2 \partial_{k} G^{i}-\partial_{h} \dot{\partial}_{k} G^{i} \dot{x}^{h}+2 G_{k l}^{i} G^{l}-\dot{\partial}_{l} G^{i} \dot{\partial}_{k} G^{l} \tag{1.5}
\end{equation*}
$$

[^3]The tensors defined by

$$
\begin{equation*}
H_{j k}^{i}(x, \dot{x})=\frac{1}{3}\left(\frac{\partial H_{k}^{i}}{\partial \dot{x}^{j}}-\frac{\partial H_{j}^{i}}{\partial \dot{x}^{k}}\right) \text { and } H_{j k l}^{i}=\frac{\partial H_{j l}^{i}}{\partial \dot{x}^{k}} \tag{1.6}
\end{equation*}
$$

are respectively termed as Berwalds deviation tensor and Berwalds curvature tensor and they satisfy the following

$$
\begin{equation*}
H_{k h j}^{k}=H_{j h}-H_{h j}, \quad H_{i} \dot{x}^{i}=(n-1) H, \quad H_{k i}^{j} \dot{x}^{k}=H_{i}^{j}=H_{i k}^{j} \dot{x}^{k} \tag{1.7}
\end{equation*}
$$

The projective covariant derivative of an arbitrary tensor $T_{j}^{i}(x, \dot{x})$ is given by Misra [2] as

$$
\begin{equation*}
T_{j((k))}^{i}=\partial_{k} T_{j}^{i}-\dot{\partial}_{s} T_{j}^{s} \Pi_{r k}^{i} \dot{x}^{r}+T_{j}^{h} \Pi_{h k}^{i}-T_{h}^{i} \Pi_{j k}^{h} \tag{1.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\Pi_{j k}^{i}(x, \dot{x}) \stackrel{\text { def }}{=} G_{j k}^{i}-\frac{1}{n+1}\left(2 \delta_{(j}^{i} G_{<r>k)}^{r}+\dot{x}^{i} G_{r k g}^{i}\right) \tag{1.9}
\end{equation*}
$$

are called projective connection coefficient and these coefficients are symmetric in its lower indices. Involving the projective covariant derivative, we have the following commutation formulae

$$
\begin{align*}
& \partial_{h}\left(T_{j((k))}^{i}\right)-\left(\partial_{h} T_{j}^{i}\right)_{((k))}=T_{j}^{s} \Pi_{s h k}^{i}-T_{s}^{i} \Pi_{j h k}^{s}, \\
& 2 T_{[((h))((k))]}^{i}=-\dot{\partial}_{r} T_{j}^{i} Q_{s h k}^{r} \dot{x}^{s}+T_{j}^{s} Q_{s h k}^{i}-T_{s}^{i} Q_{j h k}^{s} . \tag{1.10}
\end{align*}
$$

where,

$$
\begin{equation*}
Q_{h j k}^{i} \stackrel{\text { def }}{=} 2\left\{\partial_{[k} \Pi_{j] h}^{i}-\Pi_{r h[j}^{i} \Pi_{k]}^{r}+\Pi_{h[j}^{r} \Pi_{k] r}^{i}\right\} . \tag{1.11}
\end{equation*}
$$

is called the projective entity and satisfies the following relations

$$
\begin{align*}
& Q_{h j k}^{i}+Q_{j k h}^{i}+Q_{k h j}^{i}=0, \\
& Q_{h j k((s))}^{i}+Q_{h k s((j))}^{i}+Q_{h s j((k))}^{i}=0, \\
& Q_{i j k}^{i}=Q_{j k}, \quad Q_{j k}^{i}=\frac{2}{3} \dot{\partial}_{[j} Q_{k]^{i}}, \\
& Q_{h j k}^{i}=\dot{\partial}_{h} Q_{j k}^{i}, \quad Q_{i j k}^{i}=Q_{j k}^{i}, \quad Q_{k}^{i} \dot{x}_{k}=0, \\
& Q_{j k}^{i}=-Q_{k j}^{i} \quad \text { and } \quad Q_{h k}^{i} \dot{x}^{h}=Q_{k}^{i} . \tag{1.12}
\end{align*}
$$

The projective connection coefficient $\Pi_{j k}^{i}(x, \dot{x})$ satisfies the following relations

$$
\begin{align*}
& \Pi_{h k r}^{i}-\dot{\partial}_{h} \Pi_{k r}^{i}, \quad \Pi_{h k}^{i}=\dot{\partial}_{h} \Pi_{k}^{i}, \\
& \Pi_{h k r}^{i} \dot{x}^{h}=0 \quad \text { and } \quad \Pi_{h k}^{i} \dot{x}^{h}=\Pi_{k}^{i} . \tag{1.13}
\end{align*}
$$

## §2. NonCAffine Infinitesimal Projective Transformation

In view of the Berwalds covariant derivative [4], the Lie-derivative of a tensor field $T_{j}^{i}(x, \dot{x})$ and the connection parameter $G_{j k}^{i}(x, \dot{x})$ are given as under [7] following

$$
\begin{gather*}
\mathcal{L}_{\nu} T_{j}^{i}(x, \dot{x})=T_{j(h)}^{i} \nu^{h}+\left(\dot{\partial}_{h} T_{j}^{i}\right) \nu_{(s)}^{h} \dot{x}^{s}+T_{h}^{i} \nu_{(j)}^{h}  \tag{2.1}\\
\mathcal{L}_{\nu} G_{j k}^{i}(x, \dot{x})=\nu_{(j)(k)}^{i} H_{j k h}^{i} \nu^{h}+G_{s j k}^{i} v_{(r)}^{s} \dot{x}^{r} . \tag{2.2}
\end{gather*}
$$

where $H_{j k h}^{i}(x, \dot{x})$ has been defined by (1.6).
We also have the following communication formula from [7]

$$
\begin{gather*}
\dot{\partial}_{l}\left(\mathcal{L}_{\nu} T_{j}^{i}\right)-\mathcal{L}_{\nu}\left(\dot{\partial}_{l} T_{j}^{i}\right)=0  \tag{2.3}\\
\mathcal{L}_{\nu} T_{j(k)}^{i}-\left(\mathcal{L}_{\nu} T_{j}^{i}\right)_{(k)}=T_{j}^{i} \mathcal{L}_{\nu} G_{k h}^{i}-\left(\dot{\partial}_{h} T_{j}^{i}\right) \mathcal{L}_{\nu} G_{k s}^{h} \dot{x}^{s}  \tag{2.4}\\
\left(\mathcal{L}_{\nu} G_{j h}^{i}\right)_{(k)}-\left(\mathcal{L}_{\nu} G_{k j}^{i}\right)_{(j)}=\mathcal{L}_{\nu} H_{h j k}^{i}+\left(\mathcal{L}_{\nu} G_{k l}^{r}\right) G_{r j h}^{i} \dot{x}^{l}-\left(\mathcal{L}_{\nu} G_{j l}^{r}\right) G_{r k h}^{i} \dot{x}^{l} . \tag{2.5}
\end{gather*}
$$

Now, we give the following definitions which will be used in the later discussions.

Definition 2.1 A Finsler space $F_{n}$ is said to admit an affine motion [3] provided there exists a vector $v^{i}(x)$ such that

$$
\begin{equation*}
(L)_{\nu} G_{j k}^{i}(x, \dot{x})=0 \tag{2.6}
\end{equation*}
$$

Definition 2.2 A Finsler space is said to be symmetric [1] if the Berwalds curvature tensor field $H_{h j k}^{i}(x, \dot{x})$ satisfies the relation

$$
\begin{equation*}
H_{h j k(m)}^{i}=0 \tag{2.7}
\end{equation*}
$$

The following relations also hold good in such a symmetric Finsler space

$$
\begin{equation*}
H_{j k(m)}^{i}=0, \quad H_{j(m)}^{i}=0 \quad \text { and } \quad H_{(m)}=0 \tag{2.8}
\end{equation*}
$$

We now consider an infinitesimal point transformation

$$
\begin{equation*}
\bar{x}^{i}=x^{i}+v^{i}(x) d t \tag{2.9}
\end{equation*}
$$

where, $v^{i}(x)$ stands for a non-zero contravariant vector field defined over the domain of the space and $d t$ is an infinitesimal point constant. If such a transformation transforms the system of geodesics into the same system then such a transformation in $F_{n}$ is termed as infinitesimal projective transformation. It has been mentioned in [3] that the necessary and sufficient condition in order that the infinitesimal point transformation given by (2.9) be an infinitesimal projective transformation is given by the following equation

$$
\begin{equation*}
\mathcal{L}_{\rho} G_{j k}^{i}=\bar{G}_{j k}^{i}-G_{j k}^{i}=\delta_{k}^{i} p_{k}+\delta_{k}^{i} p_{j}-g_{j k} g^{i l} d_{l} \tag{2.10}
\end{equation*}
$$

where, $p_{k}(x, \dot{x})$ and $d_{l}(x, \dot{x})$ are covariant vectors and satisfy the following identities

$$
\begin{align*}
& \dot{\partial}_{j} p=p_{j}, \quad p_{h k}=\dot{\partial}_{h} \dot{\partial}_{k} p, \quad p_{h k} \dot{x}^{h}=p_{k} \\
& p_{h k} \dot{x}^{h} \dot{x}^{k}=p, \quad \dot{\partial}_{j} d=d_{j}, \quad d_{h k}=\dot{\partial}_{h} \dot{\partial}_{k} d \\
& d_{h k} \dot{x}^{h}=d_{k} \quad \text { and } \quad d_{h k} \dot{x}^{h} \dot{x}^{k}=d \tag{2.11}
\end{align*}
$$

Keeping in mind the formula (2.5), the Lie-derivative of $H_{h j k}^{i}$ can be expressed in the following form

$$
\begin{equation*}
\mathcal{L}_{\rho} H_{h j k}^{i}=\left(\mathcal{L}_{\rho} G_{j h}^{i}\right)_{(k)}-\left(\mathcal{L}_{\rho} G_{k h}^{i}\right)_{(j)}+\left(\mathcal{L}_{\rho} G_{i l}^{r}\right) \dot{x}^{l} G_{r h k}^{i} \tag{2.12}
\end{equation*}
$$

Using (2.10) and (1.3) in (2.12), we get

$$
\begin{align*}
\mathcal{L}_{\rho} H_{h j k}^{i}= & \delta_{j}^{i} p_{h(k)}-\delta_{k}^{i} p_{h(j)}+\delta_{h}^{i} p_{j(k)}-\delta_{h}^{i} p_{k(j)}-g_{j h} g^{i l} d_{l(k)}+g_{k h} g^{i l} d_{l(j)} \\
& +g_{k l} g^{r m} G_{r j h}^{i} d_{m} \dot{x}^{l}-g_{i j} g^{r m} G_{r k h}^{i} d_{m} \dot{x}^{l} \tag{2.13}
\end{align*}
$$

We multiply (2.13) by $\dot{x}^{h} \dot{x}^{j}$ and thereafter note (2.11) and the homogeneity property of $H_{h j k}^{i}(x, \dot{x})$ and get

$$
\begin{equation*}
\mathcal{L}_{\rho} H_{k}^{i}=2 \dot{x}^{i} p_{(k)}-\delta_{k}^{i} p_{(j)} \dot{x}^{j}-\dot{x}^{i} p_{k(j)} \dot{x}^{j}-g_{j h} g^{i l} d_{l(k)} \dot{x}^{h} \dot{x}^{j}+g_{k h} g^{i l} d_{l(j)} \dot{x}^{h} \dot{x}^{j} . \tag{2.14}
\end{equation*}
$$

Now, allow a contraction in (2.14) with respect to the indices $i, k$ and thereafter use equations (1.7), (2.11) and get

$$
\begin{equation*}
\mathcal{L}_{\rho} H=-p_{(j)} \dot{x}^{j}+\frac{1}{n-1}\left(d_{(j)} \dot{x}^{j}-g_{j h} g^{i l} d_{l(i)} \dot{x}^{h} \dot{x}^{j}\right) . \tag{2.15}
\end{equation*}
$$

With the help of (2.15) and (2.14), we get

$$
\begin{align*}
\left(\mathcal{L}_{\rho} H_{k}^{i}-\mathcal{L}_{\rho} H \delta_{k}^{i}\right)= & 3 \dot{x}^{i} p_{(k)}-\delta_{k}^{i} p_{k(j)} \dot{x}^{j}+g_{k h} g^{i l} d_{l(j)} \dot{x}^{h} \dot{x}^{j} \\
& -\frac{1}{n-1}\left\{d_{k} \dot{x}^{i}+(2-n) g_{j h} g^{i l} d_{l(k)} \dot{x} h \dot{x}^{j}\right\} \tag{2.16}
\end{align*}
$$

Differentiate (2.16) partially with respect to $\dot{x}^{r}$ and thereafter allow a contraction in the resulting equation with respect to the indices $i$ and $r$, we get the following

$$
\begin{align*}
\mathcal{L}_{\rho} \dot{\partial}_{r} H_{k}^{r}-\mathcal{L}_{\rho} \dot{\partial}_{k} H= & (3 n+2) p_{k}-(n+3) p_{k(j)}+d_{k(j)} \dot{x}^{j}+g_{k h} g^{r l} \dot{x}^{h}\left\{d_{r l(j)}+d_{l r}\right\} \\
& +\frac{5-n}{n-1} \times d_{k}+2 \dot{x}^{h} \dot{x}^{j} \times \frac{C_{s l}^{l}}{g_{r s}} \times\left\{\frac{2-n}{n-1} \times g_{r h} d_{l(k)}-g_{k h} d_{l(j)}\right\} \tag{2.17}
\end{align*}
$$

after making use of (1.7) and (2.11).

The underlined equation

$$
\begin{equation*}
\bar{G}^{i}(x, \dot{x})=G^{i}(a, \dot{x})-P(s, \dot{x}) \dot{x}^{i} \tag{2.18}
\end{equation*}
$$

represents the most general modification of the function i G which will leave (2.18) unchanged. Thus, we say that the equation (2.18) defines the projective change [4] of the function $G^{i}(x, \dot{x})$. The tensor defined by

$$
\begin{equation*}
W_{k}^{j}(x, \dot{x})=H_{k}^{j}-H \delta_{k}^{j}-\frac{1}{n+1}\left(\dot{\partial}_{l} H_{k}^{j}-\delta_{k}^{j} H\right) \dot{x}^{l} \tag{2.19}
\end{equation*}
$$

is invariant under the projective change (2.18) and therefore it is regarded as projective deviation tensor. This deviation tensor also satisfies the following identities

$$
\begin{equation*}
W_{j}^{j}=0, \quad \dot{\partial}_{k} W_{h}^{j} \dot{x}^{h}=-W_{k}^{j} \quad \text { and } \quad \dot{\partial}_{i} W_{k}^{i}=0 \tag{2.20}
\end{equation*}
$$

The Lie-derivative of the projective deviation tensor $W_{j}^{i}(x, \dot{x})$ in view of (2.16) and (2.17) can be written in the following form

$$
\begin{align*}
\mathcal{L}_{\rho} W_{k}^{i}= & \frac{1}{n+1}\left\{p_{(k)} \dot{x}^{i}+2 p_{k(j)} \dot{x}^{i} \dot{x}^{j}+\frac{4-n}{n-1} d_{(k)} \dot{x}^{i}\right. \\
& \left.-\dot{x}^{i}\left[d_{k(j)} \dot{x}^{j}+g_{k h} g^{r l}\left(d_{r l(j)}+d_{l(r)}\right)+2 \dot{x}^{h} \dot{x}^{j} \frac{C_{s r}^{l}}{g_{r s}}\left(\frac{2-n}{n-1} g_{r h} d_{l(k)}-g_{k h} d_{l(j)}\right)\right]\right\} \\
& -\delta_{k}^{i} p_{(j)} \dot{x}^{j}+g_{k h} g^{i l} d_{l(j)} \dot{x}^{h} \dot{x}^{j}+\frac{2-n}{n-1} g_{j h} g^{i l} d_{l(k)} \dot{x}^{h} \dot{x}^{j} . \tag{2.21}
\end{align*}
$$

We now apply the commutation formula given by (2.4) to the projective deviation tensor $W_{j}^{i}(x, \dot{x})$ and get

$$
\begin{equation*}
\mathcal{L}_{\rho} W_{j(r)}^{i}-\left(\mathcal{L}_{\rho} W_{j}^{i}\right)_{(r)}=W_{j}^{h} \mathcal{L}_{\rho} G_{r h}^{i}-W_{h}^{i} \mathcal{L}_{\rho} G_{j r}^{h}-\left(\dot{\partial}_{h} W_{j}^{i}\right)\left(\mathcal{L}_{\rho} G_{r s}^{h}\right) \dot{x}^{s} . \tag{2.22}
\end{equation*}
$$

Using (2.2) and (2.3) in (2.22), we get

$$
\begin{align*}
\mathcal{L}_{\rho} W_{j(r)}^{i}-\left(\mathcal{L}_{\rho} W_{j}^{i}\right)_{(r)}= & W_{j}^{i}\left(\delta_{r}^{i} p_{r}-g_{r h} g^{i l} d_{l}\right)-W_{r}^{i} p_{j}-2 W_{j}^{i} p_{r} \\
& +g^{h l} d_{l}\left[W_{h}^{i} g_{j r}+\left(\dot{\partial}_{h} W_{j}^{i}\right) g_{r s} \dot{x}^{s}-\left(\dot{\partial}_{r} W_{j}^{i}\right) p\right] \tag{2.23}
\end{align*}
$$

We now allow a contraction in (2.23) with respect to the indices $i$ and $r$ and thereafter use (2.20) and get

$$
\begin{equation*}
\mathcal{L}_{\rho} W_{j(i)}^{i}-\left(\mathcal{L}_{\rho} W_{j}^{i}\right)_{(i)}=(n-2) W_{j}^{h} p_{h}-W_{j}^{h} d_{h}+g^{h l} d_{l}\left\{W_{h}^{i} g_{j i}+\left(\dot{\partial}_{h} W_{j}^{i}\right) g_{i s} \dot{x}^{s}\right\} \tag{2.24}
\end{equation*}
$$

Now, transvect $\dot{x}^{r}$ in (2.23) and thereafter use (2.3) and (2.20), we get

$$
\begin{align*}
{\left[\mathcal{L}_{\rho} W_{j(r)}^{i}-\left(\mathcal{L}_{\rho} W_{j}^{i}\right)_{(r)}\right] \dot{x}^{r}=} & W_{j}^{h} \dot{x}^{i} p_{h}-4 W_{j}^{i} p-W_{j}^{h} g_{r h} g^{i l} d_{l} \dot{x}^{r}+g^{h l} d_{l} \dot{x}^{r} \\
& \left.+g^{h l} d_{l} \dot{x}^{r}\left[W_{h}^{i} g_{j r}+\left(\dot{\partial}_{h} W_{j}^{i}\right) g_{r s} \dot{x}^{s}\right]\right) \tag{2.25}
\end{align*}
$$

We now make an assumption that the space under consideration is symmetric one, i.e., $W_{j(r)}^{i}=0$ and as such under this assumption the equations (2.24) and (2.25) can alternatively
be written in the following forms

$$
\begin{equation*}
\left(\mathcal{L}_{\rho} W_{j}^{i}\right)_{(r)}=(2-n) W_{j}^{i} p_{r}+W_{j}^{i} d_{r}-g^{h l} d_{l}\left[W_{h}^{i} d_{r i}+\left(\dot{\partial}_{h} W_{j}^{i}\right) g_{r s} \dot{x}^{s}\right] \tag{2.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathcal{L}_{\rho} W_{j}^{i}\right)_{(r)} \dot{x}^{r}=W_{j}^{i} p-W_{j}^{h} \dot{x}^{i} p_{h}+W_{j}^{h} g_{r h} g^{i l} d_{l} \dot{x}^{r}-g_{h l} d^{l} \dot{x}^{r}\left[W_{h}^{i} g_{j r}+\left(\dot{\partial}_{h} W_{j}^{i}\right) g_{r s} \dot{x}^{s}\right] \tag{2.27}
\end{equation*}
$$

We propose to eliminate the term $W_{j}^{h} p_{h}$ with the help of (2.26) and (2.27) and the result of elimination will give the following

$$
\begin{equation*}
M_{j}^{i}=\left\{W_{j}^{h} d_{h}-g^{h l} d_{l}\left[W_{h}^{r} g_{j r}+\left(\dot{\partial} W_{j}^{i}\right) g_{r s} \dot{x}^{s}\right]\right\} \dot{x}^{i} \tag{2.28}
\end{equation*}
$$

where,

$$
\begin{equation*}
M_{j}^{i}=\left(\mathcal{L}_{\rho} W_{j}^{i}\right)_{(r)} \dot{x}^{r}+(2-n)\left(\mathcal{L}_{\rho} W_{j}^{i}\right)_{(r)} \dot{x}^{r} \tag{2.29}
\end{equation*}
$$

At this stage, if we assume that the Finsler space $F_{n}$ admits a projective motion which will be characterized by

$$
\begin{equation*}
\mathcal{L}_{\rho} G_{j k}^{i}=0 \tag{2.30}
\end{equation*}
$$

Therefore, in such a case, with the help of (2.10) and (2.30) we shall easily arrive at the conclusion that the vectors $p(x, \dot{x})$ and $d(x, \dot{x})$ should separately vanish.

With the help of all these observations, we can therefore state the following conclusions.

Theorem 2.1 In a Finsler space $F_{n}$, the equation (2.28) always holds provided the space under consideration admits a nonCaffine infinitesimal transformation such that the Berwalds covariant derivative of $W_{j}^{i}$ remains an invariant.

Theorem 2.2 In a Finsler space $F_{n}, M_{j}^{i}=0$ (where $M_{j}^{i}$ has been given by (2.29)) provided the space under consideration admits an affine infinitesimal transformation such that the Berwalds covariant derivative of $W_{j}^{i}$ remains an invariant.

Theorem 2.3 In a Finsler space $F_{n}$, the equation (2.28) necessarily holds provided the space under consideration is symmetric one and it admits a non-affine infinitesimal transformation.

Theorem 2.4 In a Finsler space $F_{n}$, the equation (2.26) necessarily holds provided the space under consideration is symmetric.

## §3. Infinitesimal Special Projective Transformation

In view of the projective covariant derivative as has been given by (1.8) and the projective connection coefficient $\Pi_{j k}^{i}(x, \dot{x})$ as has been given by (1.9), the Lie-derivatives of an arbitrary tensor $T_{j}^{i}(x, \dot{x})$ and the projective connection coefficient are respectively given by

$$
\begin{equation*}
\mathcal{L}_{\rho} T_{j}^{i}(x, \dot{x})=T_{j((r))}^{i} v^{r}+\left(\dot{\partial}_{s} T_{j}^{i}\right) v_{((r))}^{s} \dot{x}^{r}-T_{j}^{r} v_{((r))}^{i}+T_{r}^{i} v_{((j))}^{r} \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{v} \Pi_{m k}^{i}(x, \dot{x})=v_{((m))((k))}^{i}+Q_{m k r}^{i} v^{r}+\left(\dot{\partial}_{r} \Pi_{m k}^{i}\right) v_{((s))}^{r} \dot{x}^{s} . \tag{3.2}
\end{equation*}
$$

In the operators $\mathcal{L}_{v}, \dot{\partial}$ and $(())$, we have the following commutation formulae

$$
\begin{align*}
& \dot{\partial}_{\rho}\left(\mathcal{L}_{\nu} T_{j}^{i}\right)-\mathcal{L}_{\nu}\left(\dot{\partial}_{\rho} T_{j}^{i}\right)=0 \\
& \left(\mathcal{L}_{\nu} T_{j}^{i}\right)_{((r))}-\mathcal{L}_{\nu} T_{j((r))}^{i}=T_{j}^{i} \mathcal{L}_{\nu} \Pi_{l r}^{l}-T_{l}^{i} \mathcal{L}_{\nu} \Pi_{r j}^{l}-\left(\dot{\partial}_{l} T_{j}^{i}\right) \mathcal{L}_{\nu} \Pi_{r m}^{l} \dot{x}^{m} \text { and } \\
& \left(\mathcal{L}_{\nu} \Pi_{h j}^{i}\right)_{((k))}-\left(\mathcal{L}_{\nu} \Pi_{h k}^{i}\right)_{((j))}=\mathcal{L}_{\nu} Q_{h k j}^{i}+\left(\mathcal{L}_{\nu} \Pi_{j b}^{l}\right) \Pi_{h k l}^{i} \dot{x}^{b}+\left(\mathcal{L}_{\nu} \Pi_{k b}^{l}\right) \Pi_{j h l}^{i} \dot{x}^{b} \tag{3.3}
\end{align*}
$$

In order that the infinitesimal point transformation given by (2.9) may define an infinitesimal special projective transformation, it is necessary and sufficient that [3]

$$
\begin{equation*}
\mathcal{L}_{\nu} \Pi_{j k}^{i}=\bar{\Pi}_{j k}^{i}-\Pi_{j k}^{i}=\delta_{j}^{i} b_{k}+\delta_{k}^{i} b_{j}-g_{j k} g^{i l} c_{l} \tag{3.4}
\end{equation*}
$$

where, $b_{k}(x, \dot{x})$ and $c_{l}(x, \dot{x})$ are covariant vectors and they satisfy the following relations

$$
\begin{align*}
& \dot{\partial}_{j} b=b_{j}, \quad b_{h k}=\dot{\partial}_{h} \dot{\partial}_{k} b, \quad b_{h k} \dot{x}^{h}=b_{k}, \\
& b_{h k} \dot{x}^{h} \dot{x}^{k}=b, \quad \dot{\partial}_{j}=c_{j}, \quad c_{j k}=\dot{\partial}_{j} \dot{\partial}_{k} c \\
& c_{h k} \dot{x}^{h}=c_{k}, \quad \text { and } \quad c_{h k} \dot{x}^{h} \dot{x}^{k}=c . \tag{3.5}
\end{align*}
$$

Using (3.4), (3.5) and the commutation formula given by (3.3), the Lie-derivative of the projective entity $Q_{h j k}^{i}(x, \dot{x} 0$ can be written in the following form

$$
\begin{align*}
\mathcal{L}_{\nu} Q_{h j k}^{i}= & \delta_{j}^{i} b_{h((k))}+\delta_{h}^{i} b_{j((k))}-g_{j h} g^{i l} c_{l((k))}-g_{j h((k))} g^{i l} c_{l} \\
& -g_{j h} g_{((k))}^{i l} c_{l}-\delta_{k}^{i} b_{h((j))}-\delta_{h}^{i} b_{k((j))}+g_{k h} g^{i l} c_{l((j))} \\
& +g_{k h((j))} g^{i l} c_{l}+g_{k h} g_{((j))}^{i l} c_{l}-\delta_{k}^{r} b \Pi_{r j h}^{i}+g_{k l} g^{r m} c_{m} \Pi_{r j h}^{i} \dot{x}^{l} \\
& +b \delta_{j}^{r} \Pi_{r k h}^{i}-g_{j l} g^{r m} c_{m} \dot{x}^{i} \Pi_{r h k}^{i} . \tag{3.6}
\end{align*}
$$

Now, transvect $\dot{x}^{h} \dot{x}^{j}$ in (3.6) and therefore use (1.12) and (1.13) together, we get

$$
\begin{align*}
\mathcal{L}_{\nu} Q_{k}^{i}= & 2 \dot{x}^{i} b_{((k))}-\delta_{k}^{i} b_{((j))} \dot{x}^{j}+\dot{x}^{h} \dot{x}^{j}\left[g_{k h}\left(g_{((j))}^{i l} c_{l}+g^{i l} c_{l((j))}\right)\right. \\
& \left.-g_{j h}\left(g_{((k))}^{i l} c_{l}+g^{i l} c_{l((k))}\right)-g_{j h((k))} g^{i l} c_{l}\right] \tag{3.7}
\end{align*}
$$

We allow a contraction in (3.6) with respect to the indices $i$ and $k$ and thereafter transvecting the equation thus obtained by $\dot{x}^{h} \dot{x}^{j}$, we get

$$
\begin{align*}
\mathcal{L}_{\nu} Q_{h j} \dot{x}^{h} \dot{x}^{j}= & (1-n) b_{((j))} \dot{x}^{j}+c_{((j))} \dot{x}^{j}+g^{i l} c_{l} \dot{x}^{h} \dot{x}^{j}\left(g_{i h((j))}-g_{j h((i))}\right) \\
& -g_{j h} \dot{x}^{h} \dot{x}^{j}\left(g^{i l} c_{l((i))}+g_{((i))}^{i l} c_{l}\right)+g_{i h} g_{((j))}^{i l} c_{l} \dot{x}^{h} \dot{x}^{j} \tag{3.8}
\end{align*}
$$

where we have taken into account (1.12).

We now eliminate $b_{((j))} \dot{x}^{j}$ using (3.7), (3.8) and get

$$
\begin{align*}
L_{k}^{i}(x, \dot{x})= & 2(1-n) b_{((k))} \dot{x}^{i}-b_{k((j))} \dot{x}^{i} \dot{x}^{j} \\
& +g_{k h} \dot{x}^{h} \dot{x}^{j}\left(g_{((j))}^{i l} c_{l}+g^{i l} c_{l((j))}\right) \\
& -g_{((k))}^{i l} c_{l}-g^{i l} c_{l((k))}+c_{((j))} \dot{x}^{j} \delta_{k}^{i}+g^{i l} c_{l} \dot{x}^{h} \dot{x}^{j} \delta_{k}^{i}\left(g_{i h((j))}-g_{j h((i)))}\right) \\
& -g_{j h} \dot{x}^{h} \dot{x}^{j} \delta_{k}^{i}\left(g^{i l} c_{l((i))}-g_{((i))}^{i l} c_{l}\right)+g_{i h} g_{((j))}^{i l} c_{l} \dot{x}^{h} \dot{x}^{j}, \tag{3.9}
\end{align*}
$$

where,

$$
\begin{equation*}
L_{k}^{i} \stackrel{\text { def }}{=} \mathcal{L}_{\nu} Q_{k}^{i}+\delta_{k}^{i} \mathcal{L}_{\nu} Q_{h j} \dot{x}^{h} \dot{x}^{j} \tag{3.10}
\end{equation*}
$$

We apply the commutation formula (3.36) to the projective deviation tensor $W_{j}^{i}(x, \dot{x})$ and thereafter use (3.4) and (3.5) to get

$$
\begin{align*}
\left(\mathcal{L}_{\nu} W_{j}^{i}\right)_{((r))}-\mathcal{L}_{\nu} W_{j((r))}^{i}= & W_{j}^{l} \delta_{r}^{i} b_{l}-W_{j}^{l} g_{r l} g^{i p} c_{p}-W_{r}^{i} b_{j}+W_{l}^{i} g_{r j} g^{l p} c_{p} \\
& -\left(\dot{\partial}_{r} W_{j}^{i}\right) b-2 W_{j}^{i} b_{r}-\left(\dot{\partial}_{r} W_{j}^{i}\right) g_{l m} g^{l p} c_{p} \dot{x}^{m} \tag{3.11}
\end{align*}
$$

Allow a contraction in (3.11) with respect to the indices $i$ and $r$, we get

$$
\begin{equation*}
\left(\mathcal{L}_{\nu} W_{j}^{i}\right)_{((i))}-\mathcal{L}_{\nu} W_{j((i))}^{i}=(n-2) W_{j}^{l} b_{l}-W_{j}^{l} c_{l}+g^{l p} c_{p}\left(W_{l}^{i} g_{i j}-\left(\dot{\partial} W_{j}^{i}\right) g_{i m} \dot{x}^{m}\right) \tag{3.12}
\end{equation*}
$$

Now, transvect (3.11) by $\dot{x}^{r}$ and thereafter use (3.5), we get

$$
\begin{align*}
\left(\left(\mathcal{L}_{\nu} W_{j}^{i}\right)_{((i))}-\mathcal{L}_{\nu} W_{j((r))}^{i}\right) \dot{x}^{r}= & W_{j}^{l} b_{l} \dot{x}^{i}-4 W_{j}^{i} b-W_{j}^{l} g_{r l} g^{i p} c_{p} \dot{x}^{r} \\
& +W_{l}^{i} g_{r j} g^{l p} c_{p} \dot{x}^{r}-\left(\dot{\partial}_{l} W_{j}^{i}\right) g_{r m} g^{l p} c_{p} \dot{x}^{r} \dot{x}^{m} \tag{3.13}
\end{align*}
$$

We make the supposition that the infinitesimal special projective transformation given by (3.4) leaves invariant the projective covariant derivative of the projective deviation tensor, i.e.,

$$
\begin{equation*}
\mathcal{L}_{\nu} W_{j((r))}^{i}=0 \tag{3.14}
\end{equation*}
$$

As a result of this supposition, the equations (3.12) and (3.13) can respectively be expressed in the following alternative form

$$
\begin{equation*}
\left(\mathcal{L}_{\nu} W_{j}^{i}\right)_{((i))}=(n-2) W_{j}^{l} b_{l}-W_{j}^{l} c_{l}+g^{l p} c_{p}\left(g_{i j} W_{l}^{i}-\left(\dot{\partial}_{l} W_{j}^{i}\right) g_{i m} \dot{x}^{m}\right) \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathcal{L}_{\nu} W_{j}^{i}\right)_{((r))}=W_{j}^{l} b_{l} \dot{x}^{i}-4 W_{j}^{i} b-W_{j}^{l} g_{r l} g^{i p} c_{p} \dot{x}^{r}+W_{l}^{i} g_{r j} g^{i p} c_{p} \dot{x}^{r}-\left(\dot{\partial} W_{j}^{i}\right) g_{r m} g^{l p} c_{p} \dot{x}^{r} \dot{x}^{m} \tag{3.16}
\end{equation*}
$$

We now propose to eliminate $W_{j}^{l} b_{l}$ with the help of (3.15) and (3.16), the result of elimi-
nation gives the following

$$
\begin{align*}
B_{j}^{i}(x, \dot{x})= & \dot{x}^{j}\left\{-W_{j}^{l} c_{l}+g^{l p} c_{p}\left[W_{l}^{k} g_{k j}-\left(\dot{\partial}_{l} W_{j}^{r}\right) g_{r m} \dot{x}^{m}\right]\right\}+(n-2) \\
& \times\left[4 W_{j}^{i} b+W_{j}^{l} g_{r l} g^{i p} c_{p} \dot{x}^{r}-W_{l}^{i} g_{r j} g^{l p} c_{p} \dot{x}^{r}+\left(\dot{\partial} W_{j}^{i}\right) g_{r m} g^{l p} c_{p} \dot{x}^{r} \dot{x}^{m}\right] \tag{3.17}
\end{align*}
$$

where,

$$
\begin{equation*}
B_{j}^{i}(x, \dot{x}) \stackrel{\text { def }}{=}\left(\mathcal{L}_{\nu} W_{j}^{i}\right)_{((r))} \dot{x}^{r}-(n-2)\left(\mathcal{L}_{\nu} W_{j}^{i}\right)_{((r))} \dot{x}^{r} . \tag{3.18}
\end{equation*}
$$

In order that the space under consideration may admit a special projective affine motion, we always have

$$
\begin{equation*}
\mathcal{L}_{\nu} \Pi_{j h}^{i}=0 . \tag{3.19}
\end{equation*}
$$

Using (3.4) and (3.19), we easily arrive at the conclusion that the vectors $b(x, \dot{x})$ and $c(x, \dot{x})$ must separately vanish.

In the light of all these observations, we can therefore state results following.

Theorem 3.1 In a Finsler space $F_{n}$, the equation (3.17) always holds provided the space under consideration admits a non-affine infinitesimal special projective transformation such that the projective covariant derivative of projective deviation tensor $W_{j}^{i}$ remains an invariant.

Theorem 3.2 In a Finsler space $F_{n}, B_{j}^{i}(x, \dot{x})$ given by (3.18) always vanishes provided the space under consideration admits an affine infinitesimal special projective transformation such that the projective covariant derivative of the projective deviation tensor $W_{j}^{i}$ remains an invariant.

If the Finsler space $F_{n}$ under consideration be assumed to be symmetric one i.e., $W_{j((r))}^{i}=$ 0 , then under such an assumption the equation (3.14) will always hold. Therefore, we can state the result following.

Theorem 3.3 In a symmetric Finsler space $F_{n}$, the equation (3.17) always holds provided the space under consideration admits a non-affine infinitesimal special projective transformation characterized by (3.4).

Theorem 3.4 In a symmetric Finsler space $F_{n}, B_{j}^{i}$ characterized by (3.18) always vanishes provided the space under consideration admits an affine infinitesimal special projective transformation.

## §4. Conclusion

The present communication has been divided into three sections of which the first section is introductory, the second section deals with non-affine infinitesimal transformations, and in this section, we have derived conditions which will hold when the space under consideration admits non-affine as well as an affine infinitesimal transformation and in the sequel have established the conditions which will hold when the space is symmetric and it admits an affine as well as non-affine infinitesimal transformation. The third section deals with infinitesimal special
projective transformation. Like the previous section, in this section we have established the conditions which will hold when the space under consideration is symmetric and it admits a non-affine as well as an affine infinitesimal special projective transformation too.
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#### Abstract

In this paper, we establish a recursive formula for the number of chains of subgroups in the subgroup lattice of the groups formed by the Cartesian products of cyclic groups of prime power order with alternating groups of degree 3. The subgroup chains were characterised by an enumerative technique derived from the set of representatives of isomorphism classes of subgroups with their sizes.
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## §1. Introduction

The study of chains of subgroups describes the set containing all chains of subgroups of $G$, which ends with $G$.A formula for the lattice of a finite cyclic group, for several chains of subgroups, was given by Tărnăuceanu and Bentea [5] by giving its one variable generating function. J.M. Oh in his paper [3] determined the number of subgroups of a finite cyclic group of 4 n by giving its multivariable generating function. The problem of counting chains of subgroups in the lattice of subgroups for any given group $G$ got the attention of researchers, especially classifying fuzzy subgroups of finite groups under a natural equivalence relation (see [7], [2]).

In this paper, we follow to obtain the number of chains subgroups of the group $Z_{p^{n}} \times A_{3}$. In this regard, in Section 2, we present some preliminary definitions and necessary results on subgroup chains and fuzzy subgroups, which we will need in the next sections. In Sections 3, 4 , and 5 , we deal with the explicit formula for the number of subgroup chains of the group $Z_{p^{n}} \times A_{3}$, for any prime number, by generating recurrence relation with constant coefficients.

## §2. Preliminaries

The chain of subgroups method describes the set of all chains of subgroups of that end in $G$. Suppose that the group $G$ is finite, and let $\mu: G \mapsto[0,1]$ be a fuzzy subgroup of $G$. Put

[^4]$\mu(G)=\left\{\alpha_{1}, \alpha_{2}, \cdots, \alpha_{r}\right\}$ and assume that $\alpha_{1}<\alpha_{2}<\cdots<\alpha_{r}$. Then $\mu$ determines the following chain of subgroups of $G$ which ends in $G$ :
$$
\mu G \alpha_{1} \subset \mu G \alpha_{2} \subset \cdots \subset \mu G \alpha_{m}=G
$$

Moreover, for any $x \in G$ and $i=\overline{1, r}$, we have

$$
\mu(x)=\alpha_{i} \Leftrightarrow i=\max \left\{j \mid x \in \mu G \alpha_{j}\right\} \Leftrightarrow x \in \mu G_{\alpha_{i}} \backslash \mu G \alpha_{1-r}
$$

A necessary and sufficient condition for two fuzzy subgroups $\mu, \eta$ of $G$ to be equivalent to $\sim$ has been identified in Volf [2004], i.e., $\mu \sim \eta$ if and only if $\mu$ and $\eta$ have the same set of level subgroups, that is, they determine the same chain of subgroups. This result shows that there exists a bijection between the equivalence classes of fuzzy subgroups of $G$ and the set of chains of subgroups of $G$ that end in $G$. Clearly, any group with at least two elements has more distinct fuzzy subgroups than subgroups.

Also, the problem of counting all distinct fuzzy subgroups of $G$ can be translated into a combinatorial problem on the subgroup lattice $L(G)$ of $G$, that is computing the number of all chains of subgroups of $G$ that terminate in $G$.If $\delta(G)$ denotes the number of all chains of subgroups of $G$ that terminate in $G$, then $\delta(G)$ is the number of chains of subgroups of length one of $G$ ending in G plus the number of chains of subgroups of length more than one of the group $G$, which end in $G$. Hence,

$$
\begin{aligned}
\delta(G) & =n\left(H_{1}\right) * \delta\left(H_{1}\right)+n\left(H_{1}\right) * \delta\left(H_{2}\right)+n\left(H_{3}\right) \delta\left(H_{3}\right)+\cdots+n\left(H_{\alpha}\right) \delta\left(H_{\alpha}\right) \\
& =\sum_{H_{i} \in \operatorname{Iso}(G)} \delta\left(H_{i}\right) \times n\left(H_{i}\right) \\
& =2+\sum_{\text {distict }} \delta\left(H_{i}\right) \times n\left(H_{i}\right),
\end{aligned}
$$

where $\operatorname{Iso}(G)$ is the set of representatives of isomorphism classes of subgroups of $G$ and $n(H)$ denotes the size of the isomorphism class with representative $H$.

Let fixes $\delta\left(H_{1}\right)=\delta\left(H_{\alpha}\right)=1$, because $\delta\left(H_{1}\right)=\delta\left(H_{\alpha}\right)$ in general, for which $H_{1}$ is the trivial group of $G$ and $H_{\alpha}$ is the improper subgroup of $G$. For any $H_{i} \in I \operatorname{so}(G)$ and $i=\overline{1, \alpha}$,

$$
\begin{equation*}
\delta(G)=\sum_{\text {distict } H \in I s o(G)} \delta(H) \times n(H) \tag{2.1}
\end{equation*}
$$

In this paper, (2.1) is used to obtain the number of subgroup chains of $G$ because the number of all distinct fuzzy subgroup of $G$ under the natural equivalence relation $\sim$ is equal to the number of subgroup chains of $G$ that terminates in $G$ (see Ogiugo and Amit, 2020).

## §3. The Number of Chains of Subgroups of $Z_{2^{n}} \times A_{3}$ with $n \geq 1$

Proposition 3.1 The number of subgroup chains of the group $Z_{2} \times A_{3}$ is 6 .

Proof Let $G$ be $Z_{2} \times A_{3}$, it has the following set of representatives of isomorphism classes of subgroups with sizes $[e, 1],\left[Z_{2}, 1\right],\left[Z_{3}, 1\right]$ and $\left[Z_{2} \times A_{3}, 1\right]$. So

$$
\delta(G)=\delta\left(H_{e}\right)+\delta\left(Z_{2}\right)+\delta\left(Z_{3}\right)+1=1+2+2+1=6 .
$$

Proposition 3.2 The number of chains of subgroups of $Z_{4} \times A_{3}$ is 16 .
Proof Let $G$ be $Z_{4} \times A_{3}$, It has the following set of representatives of isomorphism classes of subgroups with respective sizes $[e, 1],\left[Z_{2}, 1\right],\left[Z_{3}, 1\right],\left[Z_{4}, 1\right],\left[Z_{6}, 1\right]$ and $\left[Z_{4} \times A_{3}, 1\right]$. So,

$$
\begin{aligned}
\delta\left(Z_{4} \times A_{3}\right) & =\delta\left(H_{e}\right)+\delta\left(Z_{2}\right)+\delta\left(Z_{3}\right)+\delta\left(Z_{4}\right)+\delta\left(Z_{6}\right)+1 \\
& =1+2+2+4+6+1=16
\end{aligned}
$$

This completes the proof.

Proposition 3.3 The number of chains of subgroups of $Z_{8} \times A_{3}$ is 40 .

Proof $Z_{8} \times A_{3}$ has the following set of representatives of isomorphism classes of subgroups with respective sizes $[e, 1],\left[Z_{2}, 1\right],\left[Z_{3}, 1\right],\left[Z_{4}, 1\right],\left[Z_{6}, 1\right],\left[Z_{8}, 1\right],\left[Z_{12}, 1\right]$ and $\left[Z_{8} \times A_{3}, 1\right]$. So,

$$
\delta\left(Z_{8} \times A_{3}\right)=\delta\left(H_{e}\right)+\delta\left(Z_{2}\right)+\delta\left(Z_{3}\right)+\delta\left(Z_{4}\right)+\delta\left(Z_{6}\right)+\delta\left(Z_{8}\right)+\delta\left(Z_{12}\right)+1=40
$$

Proposition 3.4 The number of chains of subgroups of $Z_{16} \times A_{3}$ is 96 .
Proof $Z_{16} \times A_{3}$ has the following set of representatives of isomorphism classes of subgroups with respective sizes $[e, 1],\left[Z_{2}, 1\right],\left[Z_{3}, 1\right],\left[Z_{4}, 1\right],\left[Z_{6}, 1\right],\left[Z_{8}, 1\right],\left[Z_{12}, 1\right],\left[Z_{16}, 1\right],\left[Z_{24}, 1\right]$ and $\left[\left(Z_{16} \times A_{3}\right), 1\right]$. So,

$$
\begin{aligned}
\delta\left(Z_{16} \times A_{3}\right)= & \delta\left(H_{e}\right)+\delta\left(Z_{2}\right)+\delta\left(Z_{3}\right)+\delta\left(Z_{4}\right)+\delta\left(Z_{6}\right)+\delta\left(Z_{8}\right) \\
& +\delta\left(Z_{12}\right)+\delta\left(Z_{16}\right)+\delta\left(Z_{24}\right)+1=96
\end{aligned}
$$

This completes the proof.

Theorem 3.5 Let $G$ be $Z_{2^{n}} \times A_{3}$, where $n \geq 1$ the number of chains of subgroups of $G$ is $2^{n}(2+n)$.

Proof $Z_{2^{n}} \times A_{3}$ as $2^{n}$ and 3 are relatively prime, the divisors of $2^{n} \times 3$ are $1,3,2^{i}$ and $2^{i} \times 3$, where $i=1,2, \cdots, n$. These, then generate the list of cyclic groups of orders $1,3,2^{i}$, $2^{i} \times 3$, respectively for where $i=1,2, \cdots, n$. Thus, we have the following set of representatives of isomorphism classes of subgroups with respective sizes:

$$
\begin{aligned}
& {[e, 1]} \\
& {\left[Z_{2}, 1\right],\left[Z_{2^{2}}, 1\right],\left[Z_{2^{2}}, 1\right] \cdots\left[Z_{2^{n}}, 1\right]} \\
& {\left[Z_{3}, 1\right],\left[Z_{2.3}, 1\right],\left[Z_{4.3}, 1\right],\left[Z_{8.3}, 1\right],\left[Z_{16.3}, 1\right] \cdots\left[Z_{2^{n} .3}, 1\right] .}
\end{aligned}
$$

So,

$$
\begin{aligned}
\delta\left(Z_{2^{n}} \times A_{3}\right)= & \delta\left(H_{e}\right)+\delta\left(Z_{2}\right)+\delta\left(Z_{4}\right)+\delta\left(Z_{8}\right)+\delta\left(Z_{16}\right)+\cdots+\delta\left(Z_{2^{n}}\right)+\delta\left(Z_{3}\right) \\
& +\delta\left(Z_{6}\right)+\delta\left(Z_{12}\right)+\delta\left(Z_{24}\right)+\delta\left(Z_{48}\right)+\cdots+\delta\left(Z_{2^{n} .3}\right)+1 .
\end{aligned}
$$

We establish recurrence relation for $Z_{2^{n}} \times A_{3}$, where $n \geq 1$, i.e.,

$$
\begin{equation*}
\delta\left(Z_{2^{n}} \times A_{3}\right)=1+\sum_{j=1}^{n} \delta\left(Z_{2^{j}}\right)+\sum_{j=1}^{n-1} \delta\left(Z_{2^{j}} \times A_{3}\right)+1 \tag{3.1}
\end{equation*}
$$

Change $n$ to $n-1$ in (3.1), we get

$$
\begin{equation*}
\delta\left(Z_{2^{n-1}} \times A_{3}\right)=1+\sum_{j=1}^{n-1} \delta\left(Z_{2^{j}}\right)+\sum_{j=1}^{n-2} \delta\left(Z_{2^{j}} \times A_{3}\right)+1 \tag{3.2}
\end{equation*}
$$

From (3.1) and (3.2), we get

$$
\begin{align*}
\delta\left(Z_{2^{n}} \times A_{3}\right)-2 \delta\left(Z_{2^{n-1}} \times A_{3}\right) & =\delta\left(Z_{2^{n}}\right) \\
\delta\left(Z_{2^{n}} \times A_{3}\right)-2 \delta\left(Z_{2^{n-1}} \times A_{3}\right) & =2^{n} . \tag{3.3}
\end{align*}
$$

To find the solution of recurrence relation in (3.3), let $\delta\left(Z_{2^{n}} \times A_{3}\right)=X_{n}$. Then,

$$
X_{n}-2 X_{n-1}=2^{n}
$$

We find the solution of recurrence relation in (3.3). Its characteristic solution (C.S) is $X_{n}=A 2^{n}$ and its particular solution (P.S) is $X_{n}=n B 2^{n}$ of recurrence relation in (3.3). From (3.3), we have

$$
\begin{gathered}
n B 2^{n}-2 B(n-1) 2^{n-1}=2^{n} \\
n B 2^{n}-B(n-1) 2^{n}=2^{n} \\
n B-(n-1) B=1 \\
n B-n B+B=1 \Rightarrow B=1
\end{gathered}
$$

Therefore, the general solution of recurrence relation in (3.3) is

$$
\begin{equation*}
X_{n}=A 2^{n}+n 2^{n} \tag{3.4}
\end{equation*}
$$

Consider the case of $n=1$ and $X_{1}=6$. In this case we get, $6=2 A+2, A=2$ and finally,

$$
\delta\left(Z_{2^{n}} \times A_{3}\right)=2.2^{n}+n 2^{n}
$$

Using a recurrence relation solution, we therefore obtain

$$
\delta\left(Z_{2^{n}} \times A_{3}\right)=2^{n}(2+n) .
$$

Corollary 3.6 Let $n$ be the positive integer defined in Theorem 3.5 and let $\delta(G)$ be the number of subgroup chains of $G$. Then, if $\left.n=2, G=Z_{4} \times A_{3}\right)$, then $\delta(G)=2^{2}(2+2), \delta(G)=16$ and if $\left.n=3, G=Z_{8} \times A_{3}\right)$, then $\delta(G)=2^{3}(3+2), \delta(G)=40$.

## §4. The Number of Chains of Subgroups of $Z_{3^{n}} \times A_{3}$ with $n \geq 1$

Proposition 4.1 The number of subgroup chains of $Z_{3} \times A_{3}$ is 10 .

Proof Let $G$ be $Z_{3} \times A_{3}$, it has the following set of representatives of isomorphism classes of subgroups with respective sizes $[e, 1],\left[Z_{3}, 4\right]$ and $\left[\left(Z_{3} \times A_{3}\right), 1\right]$. Then,

$$
\delta(G)=\delta\left(H_{e}\right)+4 \delta\left(Z_{3}\right)+1=10 .
$$

Proposition 4.2 The number of Subgroup chains of $Z_{9} \times A_{3}$ is 32.
Proof Let $G$ be $Z_{9} \times A_{3}$, it has the following set of representatives of isomorphism classes of subgroups with respective sizes $[e, 1],\left[Z_{3}, 4\right],\left[Z_{3} \times A_{3}, 1\right],\left[Z_{9}, 3\right]$ and $\left[Z_{9} \times A_{3}, 1\right]$. Then,

$$
\delta(G)=\delta\left(H_{e}\right)+4 \delta\left(Z_{3}\right)+\delta\left(Z_{3} \times A_{3}\right)+3 \delta\left(Z_{9}\right)+1=32
$$

Proposition 4.3 The number of subgroup chains of $Z_{27} \times A_{3}$ is 88 .
Proof Let $G$ be $Z_{27} \times A_{3}$, it has the following set of representatives of isomorphism classes of subgroups with respective sizes $[e, 1],\left[Z_{3}, 4\right],\left[Z_{3} \times A_{3}, 1\right],\left[Z_{9} \times A_{3}, 1\right],\left[Z_{9}, 3\right],\left[Z_{27}, 3\right]$ and $\left[\left(Z_{27} \times A_{3}\right), 1\right]$. Then,

$$
\delta(G)=\delta\left(H_{e}\right)+4 \delta\left(Z_{3}\right)+\delta\left(Z_{3} \times A_{3}\right)+\delta\left(Z_{9} \times A_{3}\right)+3 \delta\left(Z_{9}\right)+3 \delta\left(Z_{27}\right)+1=88
$$

Theorem 4.4 Let $G$ be $Z_{3^{n}} \times A_{3}$ where $n \geq 1$, then the number of Chains of Subgroups of $G$ is $(3 n+2) 2^{n}$.

Proof The order of the group $Z_{3^{n}} \times A_{3}$ is not relatively prime for any n, we have the divisors of $3^{n} \times 3$ are $1,3,3^{j}$ and $3^{j} \times 3$, where $j=1,2, \cdots n$. So that, we obtain cyclic subgroups of $Z_{3^{n}} \times A_{3}$ of order 1 and order $3^{j}$ respectively, that is identity group and $Z_{3^{j}}, j=1,2, \cdots n$ and non-cyclic Abelian subgroups $Z_{3^{j}} \times Z_{3}$ of $3^{j} \times 3, j=1,2, \cdots$. Thus, we have the following set of representatives of isomorphism classes of subgroups with respective sizes

$$
\begin{align*}
& {[e, 1],\left[Z_{3}, 4\right]} \\
& {\left[Z_{3} \times A_{3}, 1\right],\left[Z_{9} \times A_{3}, 1\right], \cdots,\left[Z_{3^{n-1}} \times A_{3}, 1\right]} \\
& {\left[Z_{9}, 3\right],\left[Z_{27}, 3\right],\left[Z_{81}, 3\right], \cdots,\left[Z_{3^{n}}, 3\right] .} \\
& \qquad \delta\left(Z_{3^{n}} \times A_{3}\right)=1+4 \delta\left(Z_{3}\right)+3 \sum_{j=1}^{n} \delta\left(Z_{3^{j}}\right)+\sum_{j=1}^{n-1} \delta\left(Z_{3^{j}} \times A_{3}\right)+1 . \tag{4.1}
\end{align*}
$$

We establish recurrence relation for $Z_{3^{n}} \times A_{3}$ where $n \geq 2$, Let's rewrite equation (4.1) as

$$
\begin{equation*}
\delta\left(Z_{3^{n}} \times A_{3}\right)=1+4 * \delta\left(Z_{3}\right)+3 * \sum_{j=2}^{n} \delta\left(Z_{3^{j}}\right)+\sum_{j=1}^{n-1} \delta\left(Z_{3^{j}} \times A_{3}\right)+1 \tag{4.2}
\end{equation*}
$$

Change $n$ to $n-1$ in (4.1), we get

$$
\begin{equation*}
\delta\left(Z_{3^{n-1}} \times A_{3}\right)=1+4 * \delta\left(Z_{3}\right)+3 * \sum_{j=2}^{n-1} \delta\left(Z_{3^{j}}\right)+\sum_{j=1}^{n-2} \delta\left(Z_{3^{j}} \times A_{3}\right)+1 \tag{4.3}
\end{equation*}
$$

From (4.1) and (4.2), we get

$$
\delta\left(Z_{3^{n}} \times A_{3}\right)-2 \delta\left(Z_{3^{n-1}} \times A_{3}\right)=3 \delta\left(Z_{3^{n}}\right) .
$$

To find the solution of recurrence relation in (4.3), let $\delta\left(Z_{3^{n}} \times A_{3}\right)=X_{n}$. Then,

$$
X_{n}-2 X_{n-1}=3\left(2^{n}\right)
$$

Its characteristic solution (C.S) is $X_{n}=3 C 2^{n}$ and its particular solution (P.S) is $X_{n}=$ $3 n D 2^{n}$. So that

$$
\begin{gathered}
3 n D 2^{n}-3(n-1) D 2^{n}=3\left(2^{n}\right) \\
3 n D-3(n-1) D=3 \\
3 n D-3 n D+3 D=3 \\
3 D=3 \Rightarrow D=1
\end{gathered}
$$

The general solution in this case is with the C.S given by $3 C 2^{n}$. So that we obtain for the general solution:

$$
X_{n}=3 C 2^{n}+3 n 2^{n}
$$

Consider the case of $n=1, X_{1}=10$. In this case we get $10=6 C+6$, i.e., $C=\frac{4}{6}=\frac{2}{3}$. So that the general solution becomes

$$
\begin{aligned}
X_{n} & =3 \times \frac{2}{3} \times 2^{n}+3 n 2^{n} \\
& =2^{n+1}+3 n 2^{n}=2^{n}(2+3 n)
\end{aligned}
$$

Therefore,

$$
\delta\left(Z_{3^{n}} \times A_{3}\right)=(3 n+2) 2^{n}
$$

Here, we obtained the formula in case of $p=3$ because $3^{n}$ and 3 are not relatively prime.

Corollary 4.5 Let $n$ be the positive integer defined in Theorem 4.4 and let $\delta(G)$ be the number of subgroup chains of $G$. If $\left.n=2 G=Z_{9} \times A_{3}\right)$, then $\delta(G)=2^{2}(3.2+2), \delta(G)=32$ and if $\left.n=3 G=Z_{27} \times A_{3}\right)$, then $\delta(G)=2^{3}(3 \times 3+2)=88$.

## §5. The number of Chains of Subgroups of $Z_{p^{n}} \times A_{3}$ with $n \geq 1$ and $p \geq 5$

Proposition 5.1 The number of subgroup chains of $Z_{5} \times A_{3}$ is 6 .
Proof Let $G$ be $Z_{5} \times A_{3}$. It has the following set of representatives of isomorphism classes of subgroups with respective sizes $[e, 1],\left[Z_{3}, 1\right]$ and $\left[Z_{5}, 1\right]$ and $\left[Z_{5} \times A_{3}, 1\right]$. Then,

$$
\delta(G)=1+\delta\left(Z_{3}\right)+\delta\left(Z_{5}\right)+1=6 .
$$

Proposition 5.2 The number of subgroup chains of $Z_{25} \times A_{3}$ is 16 .
Proof Let $G$ be $Z_{25} \times A_{3}$. It has the following set of representatives of isomorphism classes of subgroups with respective sizes $[e, 1],\left[Z_{3}, 1\right],\left[Z_{5}, 1\right],\left[Z_{5} \times A_{3}, 1\right],\left[Z_{25}, 1\right]$ and $\left[Z_{25} \times A_{3}, 1\right]$. Then,

$$
\delta(G)=\delta\left(H_{e}\right)+\delta\left(Z_{3}\right)+\delta\left(Z_{5}\right)+\delta\left(Z_{5} \times A_{3}\right)+\delta\left(Z_{25}\right)+1=16
$$

Proposition 5.3 The number of subgroup chains of $Z_{7} \times A_{3}$ is 6 .
Proof Let $G$ be $Z_{7} \times A_{3}$. It has the following set of representatives of isomorphism classes of subgroups with respective sizes $[e, 1],\left[Z_{3}, 1\right]$ and $\left[Z_{7}, 1\right]$ and $\left[Z_{7} \times A_{3}, 1\right]$. Then,

$$
\delta(G)=1+\delta\left(Z_{3}\right)+\delta\left(Z_{5}\right)+1=6 .
$$

Proposition 5.4 The number of subgroup chains of $Z_{49} \times A_{3}$ is 6 .
Proof Let $G$ be $Z_{49} \times A_{3}$. It has the following set of representatives of isomorphism classes of subgroups with respective sizes $[e, 1],\left[Z_{3}, 1\right],\left[Z_{7}, 1\right],\left[\left[Z_{7} \times A_{3}, 1\right],\left[Z_{49}, 1\right]\right.$ and $\left[Z_{49} \times A_{3}, 1\right]$. Then,

$$
\delta(G)=\delta\left(H_{e}\right)+\delta\left(Z_{3}\right)+\delta\left(Z_{7}\right)+\delta\left(Z_{7} \times A_{3}\right)+\delta\left(Z_{49}\right)+1=16
$$

Theorem 5.5 Let $G$ be $Z_{p^{n}} \times A_{3}$ where $n \geq 1$ and $p \geq 5$, then the number of chains of subgroups of $G$ is $(n+2) 2^{n}$.

Proof As 5 and 3 are relatively prime, the order of $Z_{p^{n}} \times A_{3}$ is $5 \times 3$, which is cyclic with cyclic subgroups of order $1,3,5,5 . \times 3$ where

$$
n(\{1\})=n\left(Z_{3}\right)=n\left(Z_{5}\right)=n\left(Z_{15}\right)=1
$$

and

$$
\delta(\{1\})=1, \delta\left(Z_{3}\right)=2, \delta\left(Z_{5}\right)=2, \delta\left(Z_{15}\right)=6 .
$$

Similarly, as $5^{2}$ and 3 are relatively prime, the order of the group $Z_{5^{2}} \times A_{3}$ ) is $5^{2} \times 3$, which is cyclic with cyclic subgroups $1,3,5,5^{2}, 5 \times 3,5^{2} \times 3$. Thus, we have the following set of representatives of isomorphism classes of subgroups with respective sizes

$$
\begin{aligned}
& {[e, 1],\left[Z_{3}, 1\right]} \\
& {\left[Z_{p} \times A_{3}, 1\right],\left[Z_{p^{2}} \times A_{3}, 1\right], \cdots\left[Z_{p^{n-1}} \times A_{3}, 1\right]} \\
& {\left[Z_{p}, 1\right],\left[Z_{p^{2}}, 1\right], \cdots\left[Z_{p^{n}}, 1\right]}
\end{aligned}
$$

We establish recurrence relation for $Z_{p^{n}} \times A_{3}$ where $n \geq 1$ and $p \geq 5$,

$$
\begin{equation*}
\delta\left(Z_{p^{n}} \times A_{3}\right)=1+\delta\left(Z_{3}\right)+\sum_{j=1}^{n} \delta\left(Z_{p^{j}}\right)+\sum_{j=1}^{n-1} \delta\left(Z_{p^{j}} \times A_{3}\right)+1 \tag{5.1}
\end{equation*}
$$

Change $n$ to $n-1$ in (5.1), we get

$$
\begin{equation*}
\delta\left(Z_{p^{n-1}} \times A_{3}\right)=1+\delta\left(Z_{3}\right)+\sum_{j=1}^{n-1} \delta\left(Z_{p^{j}}\right)+\sum_{j=1}^{n-2} \delta\left(Z_{p^{j}} \times A_{3}\right)+1 \tag{5.2}
\end{equation*}
$$

From (5.1) and (5.2), we get

$$
\delta\left(Z_{p^{n}} \times A_{3}\right)-2 \delta\left(Z_{p^{n-1}} \times A_{3}\right)=\delta\left(Z_{p^{n}}\right)
$$

Since $\delta\left(Z_{p^{n}}\right)=2^{n}$ for all $p$ and $n$ in the literature, let $\delta\left(Z_{p^{n}} \times A_{3}\right)=X_{n}$. Then,

$$
\begin{equation*}
X_{n}-2 X_{n-1}=2^{n} \tag{5.3}
\end{equation*}
$$

We find the solution of recurrence relation in (5.3). Its characteristic solution (C.S) is $X_{n}=E 2^{n}$ and particular solution (P.S) is $X_{n}=n F 2^{n}$. So that (5.3) becomes

$$
\begin{gathered}
n F 2^{n}-(n-1) F 2^{n}=2^{n} \\
n F-(n-1) F=1 \\
n F-n F+F=1 \Rightarrow F=1
\end{gathered}
$$

The general solution is with the C.S given by $E 2^{n}$ in this case. So that we obtain for the general solution

$$
X_{n}=E 2^{n}+n 2^{n}
$$

Consider the case when $n=1, X_{1}=6$. In this case, we get

$$
6=2 E+2, i . e ., \quad E=2 .
$$

So that the general solution becomes

$$
\begin{aligned}
X_{n} & =2 \times 2^{n}+n 2^{n} \\
& =2^{n+1}+n 2^{n}=2^{n}(2+n)
\end{aligned}
$$

Therefore,

$$
\delta\left(Z_{p^{n}} \times A_{3}\right)=(n+2) 2^{n}
$$

Here we obtained this formula for the case $p=5,7,11 \cdots$ because for $p \geq 5, n \geq 1 . p^{n}$ and 3 are relatively prime.

Corollary 5.6 Let $n$ be the positive integer defined in Theorem 5.5 and let $\delta(G)$ be the number of subgroup chains of $G$. For $n=2$, if $G=Z\left(25 \times A_{3}\right)$ then $\delta(G)=2^{2}(2+2)=16$, if $\left.G=Z_{( } 49 \times A_{3}\right)$ then $\delta(G)=2^{2}(2+2)=16$ and for $n=3$, if $\left.G=Z_{( } 125 \times A_{3}\right)$ then $\delta(G)=2^{3}(3+2)=40$, if $\left.G=Z_{( } 343 \times A_{3}\right)$ then $\delta(G)=2^{3}(3+2)=40$.

## §6. Conclusion

We have determined explicit formulas for the number of the subgroup chains in the lattice of subgroups of the group $Z_{p^{n}} \times A_{3}, p$ is any prime number and it is also the number of distinct fuzzy subgroups of $Z_{p^{n}} \times A_{3}$ concerning the natural equivalence relation (see e.g [7]).
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#### Abstract

Using only combinatorial technique, we give a formula for classification of the defining equation of flag variety $\mathcal{F} \ell_{n}(\mathbb{C})$. The formula uses the theory of complete geometric graph based on the indexing set of the monomials of the ideal. In particular, we give a generating function to count the number of classes. The size of each class is also determined. We describe the procedure of obtaining the equations using a complete geometric graph and lastly, we give a formula to count these equations.
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## §1. Introduction

Let V be an $n$-dimension vector space over the field of complex numbers. By a flag $F$ in $V$, we mean a sequence of subspaces:

$$
F_{\bullet}:\{0\} \subset F_{1} \subset F_{2} \subset \cdots \subset F_{n}=V \text { such that } \operatorname{dim} F_{i}=i
$$

The set of all such flags in $V$ is called the flag variety and denoted by $\mathcal{F} \ell_{n}(\mathbb{C})$. By fixing a basis $e_{1}, e_{2}, \ldots, e_{n}$, we let $E_{\bullet}$ to denote the standard flag spanned by

$$
E_{\bullet}=\left\langle e_{1}\right\rangle \subset\left\langle e_{1}, e_{2}\right\rangle \subset \cdots \subset\left\langle e_{1}, e_{2}, \ldots, e_{n}\right\rangle
$$

The variety can also be described by considering the general linear group $G L(n, \mathbb{C})$ consisting of all non-singular $n \times n$ matrices and let $\mathcal{B}$ be the subset of all invertible upper triangular matrices. A flag $F_{\bullet}$ can be constructed by allowing $F_{i}$ be the span of the first $i$ columns of a given matrix $Z$ in $G L(n, \mathbb{C})$. The matrices $Z_{1}$ and $Z_{2}$ are equivalent, that is, give the same flag if and only if there is an upper triangular matrix Y in $\mathcal{B}$ such that $Z_{2}=Y Z_{1}$. This defines an equivalence relation on $G L(n, \mathbb{C})$. Thus $\mathcal{F} \ell_{n}(\mathbb{C})=G L(n, \mathbb{C}) / B$. The precise implication is that the general linear group $G L(n, \mathbb{C})$ acts transitively on $\mathcal{F} \ell_{n}(\mathbb{C})$ and the stabilizer of standard flag is the Borel subgroup and hence the identification of $\mathcal{F}(n)$ with $G / B$. Therefore, $\mathcal{F} \ell_{n}(\mathbb{C})$ is viewed as a homogeneous space. More is true $\mathcal{F} \ell_{n}(\mathbb{C})$ is a smooth projective variety being a closed subvariety of the product of Grassmanians $\prod_{k=1}^{n-1} G r(k, n)$. This gives rise to the Plücker

[^5]embedding
$$
\mathcal{F} \ell_{n}(\mathbb{C}) \hookrightarrow \mathbb{P}^{\binom{n}{1}-1} \times \mathbb{P}^{\binom{n}{2}-1} \times \cdots \times \mathbb{P}^{\binom{n}{n-1}-1} .
$$

The image of $\mathcal{F} \ell_{n}(\mathbb{C})$ via the embedding is cut out by Plücker relations (see [1]). These relations generate the homogeneous ideal of $\mathcal{F} \ell_{n}(\mathbb{C})$ which we denote by $\mathcal{I}$, indeed $\mathcal{I}$ is minimally generated by these quadrics. It is well known that each flag $F_{\bullet}$ can be represented by $n \times n$ matrix $A=\left(a_{i j}\right)$ in which the subspace $F_{i}$ is spanned by the first i rows. The relations that a point must satisfy in order to lie in the image of $\mathcal{F} \ell_{n}(\mathbb{C})$ via the embedding are called the Plücker relations. This is achieved by defining the map

$$
\phi_{n}: \mathbb{K}\left[p_{\alpha}: \emptyset \neq \alpha \subseteq\{1, \ldots, n\}\right] \longrightarrow \mathbb{K}\left[a_{i j}: 1 \leq i \leq n-1,1 \leq j \leq n\right]
$$

sending each variable $p_{\alpha}$ to the determinant submatrix of $A$ with row indices $1, \ldots,|\alpha|$ and column indices in $\alpha$. It turns out that the ideal $I_{n}$ of $\mathcal{F} \ell_{n}(\mathbb{C})$ is the kernel of $\phi_{n}$. This homogeneous ideal is minimally generated by the Plücker relations. These relations which are quadrics are the equations defining the variety $\mathcal{F} \ell_{n}(\mathbb{C})$ (See $\left.[9],[1]\right)$.

Our interest is in the classification of these equations using complete geometric graphs. Specifically, we give a formula that partitions the equations by exploiting some similar properties shared by them. This ultimately allows us to know the number of equations in each subdivision thereby counts the generators for each ideal $I_{n}$. We plan a sequel paper to exploit this technique to give the degeneration of flag variety $\mathcal{F} \ell_{n}(\mathbb{C})$. Let $\mathbb{T}$ be a collection of points in the plane in general position. By geometric graph on $\mathbb{T}$, we mean a graph $G$ whose vertices are the elements of $\mathbb{T}$ in which two are said to be adjacent if they are joined by a line segment. Our interest is in a graph where every pair of vertices is adjacent. This is called a complete geometric graph and is denoted by $\mathcal{K}_{n}, \mathrm{n}$ is the number of vertices. The number of edges of $\mathcal{K}_{n}$ is $\frac{n(n-1)}{2}$ which turns out to be the dimension of flag variety $\mathcal{F} \ell_{n}(\mathbb{C})$. In section 2 , we give some background and results relevant to our discussion. In section 3, we describe the procedure to obtain the relations in the complete geometric digraph, $\mathcal{K}_{n}$ and also compute the relations in $\mathcal{K}_{3}$ and $\mathcal{K}_{4}$. In section 4, we give the classifications of relations in $\mathcal{K}_{n}$ and the class size. We also give generating functions on the classifications and the number of classes in any $\mathcal{K}_{n}$. This gives the classification of the equations defining flag varieties $\mathcal{F} \ell_{n}(\mathbb{C})$.

## §2. Complete Geometric Directed Graphs

In this section we give some definitions on geometric graphs and trees (see [5], [4], [2], [3], [6], [8], [7], [10] for details).

Definition 2.1 Let $\mathcal{K}_{n}$ be a complete geometric digraph with a $n$ points and let $\sigma \subset[n] . x_{\sigma}$ is said to be a point if $|\sigma|=1$, a line if $|\sigma|=2$, a triangle if $|\sigma|=3$ and so on.

Remark 2.2 All the $x_{\sigma}$ 's for which $|\sigma| \geq 3$ are empty, that is, they have no interior points.
Example 2.3 (i) For $n=3$, the complete geometric digraph is


Figure 1
(ii) For $n=4$, the complete geometric digraph is


Figure 2

Given a complete geometric digraph $\mathcal{K}_{n}$, let $F_{m}=\left\{x_{\sigma}:|\sigma|=m, \sigma \subseteq[n]\right\}, F_{1}$ set of points, $F_{2}$ set of lines and so on. Let $f_{m}=\# F_{m}$.

Definition 2.4 (i) A walk in $\mathcal{K}_{n}$ is a sequence of vertices $v_{0}, v_{1}, \cdots, v_{k}$ and sequence of edges $\left(v_{i}, v_{i+1}\right) \in F_{2}$. If $v_{i}$ are distinct, then we have a path and if $\left(v_{0}, v_{k}\right) \in F_{2}$, then $v_{0}, v_{1}, \cdots, v_{k}, v_{0}$ is a cycle. The length of a path or cycle is the number of edges in it.
(ii) A tree is a connected graph without any cycles. The edges of a tree are called branches and the degree 1 (number of edges incident with the vertex) vertex are called leaves.
(iii) A spanning tree $T$ of a connected graph $\mathcal{K}_{n}$ is the subgraph of $\mathcal{K}_{n}$ containing all the vertices of $\mathcal{K}_{n}$. A chord is an edge of a graph that is not in a given spanning tree.
(iv) A rooted tree $T$ with the vertex set $V$ is the tree that has a specially designated vertex $v_{1} \in V$. The root of any spanning tree is defined as the vertex with highest degree.

Remark 2.5 (i) For any spanning tree $T$ of $\mathcal{K}_{n}$, the number of branches is called the rank, $r$ and the number of chords is called the nullity, $\mu$ (cyclomatic number or first Betti number). $r=n-1$ and $\mu=\frac{(n-1)(n-2)}{2}$.
(ii) There are $n^{n-2}$ spanning tree in a complete graph and $n(n-1)$-valent spanning trees since there are only $n$ vertices with degree $n-1$.

Lemma 2.6 Let $\mathcal{C}$ be the set of flag varieties and $\mathcal{B}$ be the set of complete geometric digraphs, there is a bijection

$$
\begin{aligned}
\alpha: \mathcal{C} & \longrightarrow \mathcal{B} \\
\mathcal{F} l_{n}(\mathbb{C}) & \longmapsto \mathcal{K}_{n} .
\end{aligned}
$$

Theorem 2.7 Given a complete geometric digraph $\mathcal{K}_{n}$, then $f_{m}$ is given by the coefficient of

$$
P_{n}(t)=\sum_{|\sigma|=1}^{n}\binom{n}{|\sigma|} t^{|\sigma|}
$$

Proof Given a complete geometric digraph, $\mathcal{K}_{n}$ with points indexed by [n], let $\sigma \subseteq[n]$ and $|\sigma|=r$. For $r=1$, we have a point and the number of choice of selection is $\binom{n}{1}$ and for $r=2$ we have a line and the number of choice of selection is $\binom{n}{2}$. Continuing until $r=n$, we have $\binom{n}{n}$. Then this can be generalised as

$$
\binom{n}{1} t+\binom{n}{2} t^{2}+\cdots+\binom{n}{r} t^{r}+\cdots+\binom{n}{n} t^{n}
$$

where the power of $t$ is $|\sigma|$ and the coefficient of $t$ is the number of such $\sigma$.
Theorem 2.7 gives the size of $F_{m}$ for $1 \leq m \leq n$ in $\mathcal{K}_{n}$.

| $\mathbf{n}$ | $f_{1}$ | $f_{2}$ | $f_{3}$ | $f_{4}$ | $f_{5}$ | $f_{6}$ | $f_{7}$ | $f_{8}$ | $f_{9}$ | $f_{10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 |  |  |  |  |  |  |  |  |  |
| 2 | 2 | 1 |  |  |  |  |  |  |  |  |
| 3 | 3 | 3 | 1 |  |  |  |  |  |  |  |
| 4 | 4 | 6 | 4 | 1 |  |  |  |  |  |  |
| 5 | 5 | 10 | 10 | 5 | 1 |  |  |  |  |  |
| 6 | 6 | 15 | 20 | 15 | 6 | 1 |  |  |  |  |
| 7 | 7 | 21 | 35 | 35 | 21 | 7 | 1 |  |  |  |
| 8 | 8 | 28 | 56 | 70 | 56 | 28 | 8 | 1 |  |  |
| 9 | 9 | 36 | 84 | 126 | 126 | 84 | 36 | 9 | 1 |  |
| 10 | 10 | 45 | 120 | 210 | 252 | 210 | 120 | 45 | 10 | 1 |

Table 1. Statistics of $f_{m}$ in $\mathcal{K}_{n}$
Let $\Omega$ be the union of all $F_{m}$, we defined an ordering on $\Omega$ as follows:
Given $\sigma, \rho \subseteq[n]$ such that $\sigma=\left\{a_{1}<\cdots<a_{m}\right\}$ and $\rho=\left\{b_{1}<\cdots<b_{r}\right\}$. Let $x_{\sigma} \leq x_{\rho}$ in the poset $\mathcal{P}$ if $m \geq r$ and $\sigma_{i} \leq \rho_{i}$ for all $i=1, \cdots, r$.

Let $\nabla=\left\{x_{\sigma} x_{\tau}+\right.$ lower terms : $1 \leq|\sigma| \leq n-2$ and $\left.2 \leq|\tau| \leq n-1\right\}$ be the set of relations between $x_{\sigma}$ 's and $x_{\tau}$ 's.

Theorem 2.8 Given $x_{\sigma}$ in $\mathcal{K}_{n}$ such that $|\sigma|=3$ (i.e $x_{\sigma}$ is a triangle), then $x_{\sigma}$ can be expressed as a linear combination of $x_{\tau_{i}}$ which sum to zero for $\left|\tau_{i}\right|=2, \tau_{i} \subset \sigma$ and $\bigcap \tau_{i}=\emptyset$. Moreover, the number of summands is $|\sigma|$.

Proof Given a complete geometric digraph, $\mathcal{K}_{n}$ with points indexed by [n]. Suppose $\sigma \subset[n]$ with $|\sigma|>2, x_{\sigma}$ is a subgraph of $\mathcal{K}_{n}$, there is a closed path in $x_{\sigma}$ ( $x_{\sigma}$ are line segments), which is the sum of $x_{\tau_{i}}$ and $\bigcap \tau_{i}=\emptyset$ and the number of such $\tau_{i}$ is $|\sigma|$.

Remark 2.9 (i) The sign of $x_{\tau_{i}}$ in Theorem 2.8 is negative if the distance of $\tau$ is $|\sigma|-1$, otherwise positive.
(ii) Theorem 2.8 gives the relation of the paths in $x_{\sigma}$.

Example 2.10 Given the complete geometric digraph $\mathcal{K}_{3}$. Then triangle, $x_{\{1,2,3\}}$ with lines $x_{\{1,2\}}, x_{\{2,3\}}$ and $x_{\{1,3\}}$, can be expressed as

$$
x_{\{1,2,3\}}=x_{\{1,2\}}+x_{\{2,3\}}-x_{\{1,3\}}=0 .
$$

Remark 2.11 From Example 2.10, $x_{\{1,3\}}$ is called the equivalent path and can be expressed as $x_{\{1,3\}}=x_{\{1,2\}}+x_{\{2,3\}}$.

Corollary 2.12 Every $x_{\tau}$ such that $|\tau|>3$ can be expressed as a linear combination of $x_{\alpha_{i}}$ such that $\left|\alpha_{i}\right|=3$ and $\alpha_{i} \subset \tau$.

Example 2.13 Given the complete geometric digraph $\mathcal{K}_{4}$. Then $x_{\{1,2,3,4\}}$ with lines $x_{\{1,2\}}$, $x_{\{2,3\}}, x_{\{3,4\}}$ and $x_{\{1,4\}}$. Then we have $x_{[4]}=x_{\{1,2\}}+x_{\{2,3\}}+x_{\{3,4\}}-x_{\{1,4\}}=0$.
$x_{[4]}$ can be decompose into triangles as follows:

$$
x_{[4]}=x_{\{1,2,3\}}-x_{\{1,2,4\}}+x_{\{1,3,4\}}-x_{\{2,3,4\}} .
$$

The branches (for $\left|\alpha_{i}\right|=2$ ) in the spanning trees of $\mathcal{K}_{n}$ are related. The relation is given by the theorem below which generalizes for $\left|\alpha_{i}\right| \geq 2$.

Theorem 2.14 Given $\mathcal{K}_{n}$ and $\sigma \subset[n]$ such that $|\sigma| \geq 3$, then $x_{\sigma}^{\tau}$, the linear combination of $x_{\alpha_{i}}$ such that $\tau \subset \alpha_{i} \subset \sigma$ is given by

$$
x_{\sigma}^{\tau}=\sum_{i=1}^{|\sigma|-1}(-1)^{i+1} x_{\alpha_{i}}
$$

for $2 \leq\left|\alpha_{i}\right| \leq|\sigma|$ and $1 \leq|\tau| \leq|\sigma|-1$.
Proof Given a complete geometric digraph, $\mathcal{K}_{n}$ with vertices indexed by $[n]$. Since $\sigma \bigcap \alpha_{i}=$ $\tau$, then $x_{\sigma}^{\tau}$ is the sum of all subgraphs of $x_{\sigma}$ containing the subgraph $x_{\tau}$.

Remark 2.15 Theorem 2.14 gives the relation of the branches in the spanning trees of $\mathcal{K}_{n}$.
Example 2.16 In a complete geometric digraph $\mathcal{K}_{n}$ with points indexed $[4]=\{1,2,3,4\}$, then $x_{[3]}^{\{1\}}=x_{\{1,2\}}-x_{\{1,3\}}$.

## §3. Computation of the Relations in $\mathcal{K}_{n}$

In this section we give the procedure for computing the relations in a complete geometric digraph $\mathcal{K}_{n}$ for $n \leq 6$. Given a complete geometric digraph $\mathcal{K}_{n}$, the order is $n$ and size is $\frac{r n}{2}$, where $r$ is the rank of $\mathcal{K}_{n}$. The relations in $\mathcal{K}_{n}$ is defined by its complete subgraphs, that is, the cycle, $C_{3}$ and the spanning trees in the complete subgraphs, $K_{n}(n \geq 4)$ of $\mathcal{K}_{n}$. Since $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ has no cycles, they have no relation. So $3 \leq n \leq 6$, given $\mathcal{K}_{n}$ and $\Lambda_{\sigma, \tau} \in \nabla$ as follows:
(1) For $|\sigma|=2$ and $|\tau|=1$, any cycle $C_{3}$ in $\mathcal{K}_{n}$ contains three binary spanning trees and each has exactly one chord. These chords are the paths in $C_{3}$ which are linearly related as defined by Theorem 2.8 and each chord in the relation is multiplied by the root of its tree.
(2) For $|\sigma|=2$ and $|\tau|=2$, any complete geometric subgraph $K_{4}$ of $\mathcal{K}_{n}$ contains four 3 -valent spanning trees and each has three chords. The branches are linearly related as defined by Theorem 2.14 and each branch in the relation is multiplied by the chord not adjacent to it. Any of the four 3 -valent spanning tree of a $K_{4}$ gives the same relation.
(3) For $|\sigma|=3$ and $|\tau|=1$, any complete geometric subgraph $K_{4}$ of $\mathcal{K}_{n}$ contains four 3 -valent spanning trees and each has three chords which formed a triangle. These triangle are linearly related as defined by Theorem 2.8 and is multiplied by the root of its spanning tree.
(4) For $|\sigma|=3,|\tau|=2$ and any branch in any 3 -valent spanning tree of $K_{4}$, there exist a $C_{3}$ formed by a chord and the other branches. The branches are linearly related as defined by Theorem 2.14 and each is multiplied by its corresponding $C_{3}$. This is repeated for each 3 -valent spanning tree.
(5) For integers $n \geq 5$, consider all the complete geometric subgraphs, $K_{5}$ of $\mathcal{K}_{n}$. For any branch in any 4 -valent spanning tree of $K_{5}$, there is exactly one $C_{3}$ formed by the chords not adjacent to the branch. Applying to Theorem 2.14 to the branches and multiplying each branch by these $C_{3}$, we realize the graph relation.
(6) For $|\sigma|=3$ and $|\tau|=3$, consider all the complete geometric subgraphs, $K_{5}$ of $\mathcal{K}_{n}$. There are six chords in any 4 -valent spanning tree of $K_{5}$ with three pairs of non-adjacent chords. For any pair, we have two $C_{3}$ formed by the chords with the branches. Applying to Theorem 2.14 to the $C_{3}$ in each pair containing the branch highest leave (label-wise), we multiply each $C_{3}$ in the relation with it corresponding pair.
(7) For integers $n \geq 6$, consider all the complete geometric subgraphs, $K_{6}$ of $\mathcal{K}_{n}$. For any two branches in any 5 -valent spanning tree of $K_{6}$, there is exactly one $C_{3}$ (non-adjacent $C_{3}$ ) formed by the chords not adjacent to these branches. There are exactly five of such relations in any of the 5 -valent spanning tree, applying to Theorem 2.14 to the $C_{3}$ formed by a chord with these branches and multiplying each by the non-adjacent $C_{3}$, we realize the graph relation.
(8) For $|\sigma|=4$ and $|\tau|=1$, consider all the complete geometric subgraphs, $K_{5}$ of $\mathcal{K}_{n}$. Taking root of each 4 -valent spanning tree of $K_{5}$ to multiply the $C_{4}$ formed by the chords with the leaves. The $C_{4}$ in each 4 -valent spanning tree are linearly related as defined by Theorem 2.8 .
(9) For $|\sigma|=4$ and $|\tau|=2$, consider all the complete geometric subgraphs, $K_{5}$ of $\mathcal{K}_{n}$. For any branch in any 4 -valent spanning tree of $K_{5}$, there is a $C_{4}$ formed by the chords with the leaves. These branches are linearly related as defined by Theorem 2.14 and each is multiplied
it corresponding $C_{4}$. This is repeated for each 4 -valent spanning tree.
(10) For integers $n \geq 6$, consider all the complete geometric subgraphs, $K_{6}$ of $\mathcal{K}_{n}$. For any branch in any 5 -valent spanning tree of $K_{5}$, there is exactly one $C_{4}$ formed by the chords not adjacent to the branch. Applying to Theorem 2.14 to the branches and multiplying each branch by this $C_{4}$, we realize the graph relation.
(11) For $|\sigma|=4$ and $|\tau|=3$, consider all the complete geometric subgraphs, $K_{5}$ of $\mathcal{K}_{n}$. For any branch in any 4 -valent spanning tree of $K_{5}$, we have three $C_{3}$ containing that branch, a chord and one other branch. For each $C_{3}$, there is a $C_{4}$ containing that branch, two chords and one other branch These $C_{3}$ are linearly related as defined by Theorem 2.14 and each $C_{3}$ is multiplied by the corresponding $C_{4}$. This is repeated for each branch in all the 4 -valent spanning tree.
(12) For integers $n \geq 6$, consider all the complete geometric subgraphs, $K_{6}$ of $\mathcal{K}_{n}$. For any branch in any 5 -valent spanning tree of $K_{6}$, we have four $C_{3}$ containing that branch, a chord and one other branch. For each $C_{3}$, there is a $C_{4}$ formed by four chords in the leave of that branch and other three branches not in the $C_{3}$. These triangles are linearly related as defined by Theorem 2.14 and each $C_{3}$ is multiplied by the corresponding $C_{4}$. Also for each $C_{3}$, there is a $C_{4}$ formed by two branches and two chords in the leave of other branches not in the triangle. These $C_{3}$ are linearly related as defined by Theorem 2.14 and each $C_{3}$ is multiplied by the corresponding $C_{4}$. This is repeated for each branch in all the 5 -valent spanning tree.

We also consider all the complete geometric subgraphs, $K_{7}$ of $\mathcal{K}_{n}$. For any branch in any 6 -valent spanning tree of $K_{7}$, we have five $C_{3}$ containing that branch, a chord and one other branch. For each $C_{3}$, there is a $C_{4}$ formed by four chords not adjacent to any of the branches in the $C_{3}$. These $C_{3}$ are linearly related as defined by Theorem 2.14 and each $C_{3}$ is multiplied by the corresponding $C_{4}$. This is repeated for each branch in all the 6 -valent spanning tree.

Example 3.1 For $n=3$, the relation is define by the points and lines of the graph in Figure 1. The relation is derived as follows:

Since $\mathcal{K}_{3}$ is a $C_{3}$, then it contains three binary spanning trees and each has exactly one chord. These chords are the paths in $C_{3}$ which are linearly related as defined by Theorem 2.8.

$$
x_{\{1,3\}}=x_{\{1,2\}}+x_{\{2,3\}}
$$

each chord in the relation is multiplied by the root of its tree, we have

$$
x_{\{1,2\}} x_{\{3\}}-x_{\{1,3\}} x_{\{2\}}+x_{\{2,3\}} x_{\{1\}}=0
$$

The equations above give the relation for $\mathcal{K}_{3}$.
Example 3.2 For $n=4$, the relations are define by the points, lines and triangles of the graph in Figure 2. The set of points, $F_{1}$ is $\left\{x_{\{1\}}, x_{\{2\}}, x_{\{3\}}, x_{\{4\}}\right\}$, the set of lines, $F_{2}$ is $\left\{x_{\{1,2\}}, x_{\{1,3\}}, x_{\{1,4\}}, x_{\{2,3\}}, x_{\{2,4\}}, x_{\{3,4\}}\right\}$ and the set of $C_{3}, F_{3}$ is

$$
\left\{x_{\{1,2,3\}}, x_{\{1,2,4\}}, x_{\{1,3,4\}}, x_{\{2,3,4\}}\right\} .
$$

The relations are given below

$$
\begin{aligned}
& x_{\{1,2\}} x_{\{3\}}-x_{\{1,3\}} x_{\{2\}}+x_{\{2,3\}} x_{\{1\}}=0, \\
& x_{\{1,2\}} x_{\{4\}}-x_{\{1,4\}} x_{\{2\}}+x_{\{2,4\}} x_{\{1\}}=0, \\
& x_{\{1,3\}} x_{\{4\}}-x_{\{1,4\}} x_{\{3\}}+x_{\{3,4\}} x_{\{1\}}=0, \\
& x_{\{2,3\}} x_{\{4\}}-x_{\{2,4\}} x_{\{3\}}+x_{\{3,4\}} x_{\{2\}}=0, \\
& x_{\{2,3\}} x_{\{1,4\}}-x_{\{2,4\}} x_{\{1,3\}}+x_{\{3,4\}} x_{\{1,2\}}=0, \\
& x_{\{2,3,4\}} x_{\{1\}}-x_{\{1,3,4\}} x_{\{2\}}+x_{\{1,2,4\}} x_{\{3\}}-x_{\{1,2,3\}} x_{\{4\}}=0, \\
& x_{\{1,3,4\}} x_{\{1,2\}}-x_{\{1,2,4\}} x_{\{1,3\}}+x_{\{1,2,3\}} x_{\{1,4\}}=0, \\
& x_{\{2,3,4\}} x_{\{1,2\}}-x_{\{1,3,4\}} x_{\{2,3\}}+x_{\{1,2,3\}} x_{\{2,4\}}=0, \\
& x_{\{2,3,4\}} x_{\{1,3\}}-x_{\{1,3,4\}} x_{\{2,3\}}+x_{\{1,2,3\}} x_{\{3,4\}}=0, \\
& x_{\{2,3,4\}} x_{\{1,4\}}-x_{\{1,3,4\}} x_{\{2,4\}}+x_{\{1,2,4\}} x_{\{3,4\}}=0 .
\end{aligned}
$$

## §4. Classifications of the Equations Defining Flag Varieties

In this section, we give the classifications of the relations in a complete geometric graphs.

Theorem 4.1 Given $\Lambda_{\sigma, \tau} \in \nabla$, if $\sigma \cap \tau \neq \emptyset$, then $\sigma$ and $\tau$ have at most $n-3$ points of intersection and $3 \leq|\sigma|+|\tau| \leq 2 n-3$.

Proof Given any relation in $\Lambda_{\sigma, \tau}$ such $\alpha, \tau \subset[n]$ then $1 \leq|\sigma| \leq n-2$ and $2 \leq|\tau| \leq n-1$. If $\alpha \cap \tau \neq \emptyset$ and $\tau \nsubseteq \sigma$, then there is at least one point in $\sigma$ not in $\tau$. Therefore $n-3$ possible points of intersection. It also follows from the bound on $|\sigma|$ and $|\tau|$ that $3 \leq|\sigma|+|\tau| \leq 2 n-3$.

The number of terms in any relation in $\mathcal{K}_{n}$ is bounded below by the size of $C_{3}$ and above by $n$, which is capture in Theorem 4.2 following.

Theorem 4.2 In a complete geometric digraph $\mathcal{K}_{n}$, there are at least three terms and at most $n$ terms in any relations.

Proof This follows from Theorems 2.8 and 2.14.
$\mathcal{K}_{3}$ has one relation which contain three terms, $\mathcal{K}_{4}$ has ten relations out of which nine relations have three terms each and one relation has four terms and $\mathcal{K}_{5}$ has sixty-six relations out of which forty-five relations have three terms each, fifteen relation have four terms each and one relation has five terms.

Theorem 4.3 In a complete geometric digraph $\mathcal{K}_{n}$, if the elements of $F_{m}$ form a relation then

$$
f_{m} \geq\binom{ n}{n-2}
$$

Proof Given a complete geometric digraph, $\mathcal{K}_{n}$. Suppose the elements of $F_{m}$ form relations then by Theorem 4.1, $m \leq n-2$, which implies that

$$
f_{m} \geq\binom{ n}{n-2}
$$

Consider the complete geometric digraph, $\mathcal{K}_{3}$, it contains no relations between lines and lines since $f_{2}=3$ but $\mathcal{K}_{4}$ contains one relation between lines and lines since $f_{2}=6$.

Suppose we wish to classify the relations in $\mathcal{K}_{n}$ as points and lines relations, lines and lines relations, points and $C_{3}$ relations, lines and $C_{3}$ relations, and so on. For any $\mathcal{K}_{n}$, the number of relations in any of such classification is given by the following theorem.

Theorem 4.4 In a complete geometric digraph $\mathcal{K}_{n}$, for any $E_{\sigma, \tau} \subset \nabla$, the cardinality of $E_{\sigma, \tau}$ $\left(E_{i, j}=\# E_{\sigma, \tau}\right)$ is given by

$$
E_{i, j}= \begin{cases}\binom{n}{i-1}\binom{n}{j+1}, & \text { if } i<j \\ \binom{n}{i-2}\binom{n}{j+2}, & \text { if } i=j\end{cases}
$$

for $|\sigma|=i$ and $|\tau|=j$.
Proof Given $E_{\sigma, \tau} \subset \nabla$ in $\mathcal{K}_{n}$ such that $\sigma=\left\{\sigma_{1}, \cdots, \sigma_{i}\right\}$ and $\tau=\left\{\tau_{1}, \cdots, \tau_{i}\right\}$ for $\sigma, \tau \subseteq[n]$ and $\sigma \nsubseteq \tau$. Let $E_{i, j}=\# E_{\sigma, \tau}$, there exist two cases for $E_{i, j}$.

Case 1. If $i<j$, then either $\sigma \cap \tau \neq \emptyset$ or $\sigma \cap \tau=\emptyset$. Suppose $\sigma \cap \tau \neq \emptyset$, then $i+j \geq n$. Since $\sigma \nsubseteq \tau$, then there is a distinct element in $\sigma$ not in $\tau$. This element is moved to $\tau$, thereby increasing $|\tau|$ by 1 and reducing $|\sigma|$ by 1 . Then the choice of selection of $\sigma \tau$ is $\binom{n}{i-1}\binom{n}{j+1}$. But if $\sigma \cap \tau=\emptyset$, then $i+j \leq n$. So a distinct element of $\sigma$ is moved to $\tau$, thereby increasing $|\tau|$ by 1 and reducing $|\sigma|$ by 1 . Hence the choice of selection of $\sigma \tau$ is $\binom{n}{i-1}\binom{n}{j+1}$.
Case 2. If $i=j$, then either $\sigma \cap \tau \neq \emptyset$ or $\sigma \cap \tau=\emptyset$. Suppose $\sigma \cap \tau \neq \emptyset$, then $i+j \geq n$. Since $\sigma \nsubseteq \tau$, then there are two distinct elements in $\sigma$ not in $\tau$. These elements are moved to $\tau$, thereby increasing $|\tau|$ by 2 and reducing $|\sigma|$ by 2 . Then the choice of selection of $\sigma \tau$ is $\binom{n}{i-2}\binom{n}{j+2}$. But if $\sigma \cap \tau=\emptyset$, then $i+j \leq n$. So, the two distinct elements of $\sigma$ are moved to $\tau$, thereby increasing $|\tau|$ by 2 and reducing $|\sigma|$ by 2 . Hence the choice of selection of $\sigma \tau$ is $\binom{n}{i-2}\binom{n}{j+2}$. This completes the proof.

Example 4.5 Consider relations of $\mathcal{K}_{4}, E_{\{1,2\}}=\binom{4}{0}\binom{4}{3}=4, E_{\{2,2\}}=\binom{4}{0}\binom{4}{4}=1$, $E_{\{1,3\}}=\binom{4}{0}\binom{4}{4}=1$ and $E_{\{2,3\}}=\binom{4}{1}\binom{4}{4}=4$.

Theorem 4.4 gives the number of relations in any class $\left(E_{\sigma, \tau}\right)$. The following theorem gives a generating functions classifying the relations in $\mathcal{K}_{n}$.

Theorem 4.6 In a complete geometric digraph $\mathcal{K}_{n}$, for any $E_{\sigma, \tau} \subset \nabla$ such that $|\sigma|=r$ and
$|\tau|=m$, then the cardinality of $E_{\sigma, \tau}$ in $\nabla$ for a fixed $m$ is given by

$$
\gamma_{n}^{\{m\}}(q)=\sum_{r=1}^{m-1}\binom{n}{m+1}\binom{n}{r-1} q^{(r, m)}+\binom{n}{m+2}\binom{n}{m-2} q^{(m, m)}
$$

for $2 \leq m \leq n-1, n \geq 3$.
Proof Given a complete geometric digraph, $\mathcal{K}_{n}$. For $E_{\sigma, \tau} \subset \nabla$ such that $|\sigma|=r$ and $|\tau|=m$. Then, either $r<m$ or $r=m$ in $\nabla$. So, from Theorem 4.4, by fixing $m$ and $1 \leq r \leq m$ we can express the number of relation $q^{(r, m)}$ as a generating function $\gamma_{n}^{\{m\}}(q)$ for integers $2 \leq m \leq n-1$.

Example 4.7 In $\mathcal{K}_{3}, n=3, m=2$, then we have

$$
\gamma_{3}^{\{2\}}(q)=q^{(1,2)}
$$

In $\mathcal{K}_{4}, n=4, m=2,3$, then we have

$$
\begin{aligned}
& \gamma_{4}^{\{2\}}(q)=4 q^{(1,2)}+q^{(2,2)} \\
& \gamma_{4}^{\{3\}}(q)=q^{(1,3)}+4 q^{(2,3)}
\end{aligned}
$$

In $\mathcal{K}_{5}, n=5, m=2,3,4$, then we have

$$
\begin{aligned}
\gamma_{5}^{\{2\}}(q) & =10 q^{(1,2)}+5 q^{(2,2)} \\
\gamma_{5}^{\{3\}}(q) & =5 q^{(1,3)}+25 q^{(2,3)}+5 q^{(3,3)} \\
\gamma_{5}^{\{4\}}(q), & =q^{(1,4)}+5 q^{(2,4)}+10 q^{(3,4)}
\end{aligned}
$$

Total number of relations in $\mathcal{K}_{n}$, for $n=3,4$ and 5 are 1,10 and 66 respectively.

Theorem 4.8 In a complete geometric digraph $\mathcal{K}_{n}$, for any $E_{\sigma, \tau} \subset \nabla$ such that $|\sigma|=i$ and $|\tau|=j$, then the cardinality of $E_{\sigma, \tau}$ in $\nabla$ is given by

$$
M_{n}(q)=\sum_{j=2}^{n-1} \sum_{i=1}^{j-1}\binom{n}{i-1}\binom{n}{j+1} q^{(i, j)}+\sum_{r=2}^{n-2}\binom{n}{r-2}\binom{n}{r+2} q^{(r, r)}
$$

for $n \geq 3$.
Proof Given a complete geometric digraph, $\mathcal{K}_{n}$, for any $E_{\sigma, \tau} \subset \nabla$ and $n \geq 3$. By Theorem 4.6, the sum over all possible $\gamma_{n}^{\{i\}}(q)$ equals $M_{n}(q)$ for $n \geq 3$.

Example 4.9 In $\mathcal{K}_{3}, n=3$,

$$
M_{3}(q)=q^{(1,2)}
$$

In $\mathcal{K}_{4}, n=4$,

$$
M_{4}(q)=4 q^{(1,2)}+q^{(1,3)}+4 q^{(2,3)}+q^{(2,2)}
$$

In $\mathcal{K}_{5}, n=5$,

$$
M_{5}(q)=10 q^{(1,2)}+5 q^{(1,3)}+25 q^{(2,3)}+q^{(1,4)}+5 q^{(2,4)}+10 q^{(3,4)}+5 q^{(2,2)}+5 q^{(3,3)} .
$$

Theorem 4.10 In a complete geometric digraph $\mathcal{K}_{n}$, the number of classes in $\mathcal{K}_{n}$ is two less than the size of $\mathcal{K}_{n}$ for $n \geq 3$.

Proof Given $\mathcal{K}_{n}$, from Theorem 4.8 the number of terms in $M_{n}(q)$ gives the number of classes in $\mathcal{K}_{n}$. The number of terms is $\frac{n(n-1)}{2}-2$ which is less than the size of $\mathcal{K}_{n}$.

Remark 4.11 (i) The coefficient of $q^{(k, k)}$ equals $q^{(k-1, k+1)}$ for $k \geq 2$. Also $q^{(i+r, i+m)}$ and $q^{(r, m)}$ have equal coefficient for $m+r<n$ and $1 \leq i \leq n-3$.
(ii) The number of equations defining flag varieties $\mathcal{F} \ell_{n}(\mathbb{C})$ is given by

$$
M_{n}=\sum_{j=2}^{n-1} \sum_{i=1}^{j-1}\binom{n}{i-1}\binom{n}{j+1}+\sum_{r=2}^{n-2}\binom{n}{r-2}\binom{n}{r+2}
$$

with values for small number $n$ in Table 2 .

| Order(n) | Size | Number of relations $\left(M_{n}\right)$ | Number of Classes |
| :---: | :---: | :---: | :---: |
| 3 | 3 | 1 | 1 |
| 4 | 6 | 10 | 4 |
| 5 | 10 | 66 | 8 |
| 6 | 15 | 365 | 13 |
| 7 | 21 | 1835 | 19 |
| 8 | 28 | 8705 | 26 |
| 9 | 36 | 39748 | 34 |
| 10 | 45 | 176740 | 43 |
| 11 | 55 | 770914 | 53 |
| 12 | 66 | 3314601 | 64 |
| 13 | 78 | 14094822 | 76 |
| 14 | 91 | 248756927 | 89 |
| 15 | 105 | 1035577973 | 103 |
| 16 | 120 | 17713099208 | 1186292 |
| 17 | 136 | 72878464142 | 134 |
| 18 | 153 | 299021980928 | 151 |
| 19 | 171 | 190 |  |

Table 2. Statistics of a complete geometric digraph
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#### Abstract

An ( $a, d$ )-edge-antimagic graceful labeling is a bijection $g$ from $V(G) \cup E(G)$ into $\{1,2, \cdots,|V(G)|+|E(G)|\}$ such that for each edge $x y \in E(G),|g(x)+g(y)-g(x y)|$ form an arithmetic progression starting from $a$ and having a common difference $d$. An $(a, d)$ -edge-antimagic graceful labeling is called super $(a, d)$-edge-antimagic graceful if $g(V(G))=$ $\{1,2, \cdots,|V(G)|\}$. A graph that admits an super ( $a, d$ )-edge-antimagic graceful labeling is called a super ( $a, d$ )-edge-antimagic graceful graph. In this paper, we prove the super ( $a, d$ ) edge antimagic gracefulness of regular graphs. Later, we study the non-regular graph is super ( $a, 1$ )-edge-antimagic graceful graph. Finally, we find super edge-antimagic graceful labeling of some classes of graphs.


Key Words: Labelling, ( $a, d$ )-edge-antimagic total labeling, Smarandachely edgeantimagic total labeling, ( $a, d$ )-edge-antimagic graceful labeling, super $(a, d)$-edge-antimagic graceful labeling.
AMS(2010): 05C78.

## §1. Introduction

Throughout this paper, we only concern with connected, undirected simple graphs of order p and size q. We denote by $V(G)$ and $E(G)$ the set of vertices and the set of edges of a graph G, respectively.

Let $|V(G)|=p$ and $|E(G)|=q$ be the number of vertices and the number of edges of G , respectively. General references for graph-theoretic notions are [1,10].

A labeling of a graph is any map that carries some set of graph elements to numbers. Hartsfield and Ringel [4] introduced the concept of an antimagic labeling and they defined an antimagic labeling of a $(p, q)$ graph $G$ as a bijection $f$ from $E(G)$ to the set $\{1,2, \cdots, q\}$ such that the sums of label of the edges incident with each vertex $v \in V(G)$ are distinct.

An $(a, d)$-edge-antimagic total labeling was introduced by Simanjuntak, Bertault and Miller in [9]. This labeling is the extension of the notions of edge-magic labeling, see [5,6].

For a graph $G=(V, E)$, a bijection $g$ from $V(G) \cup E(G)$ into $\{1,2, \cdots,|V(G)|+|E(G)|\}$ is called an $(a, d)$-edge-antimagic total labeling of $G$ if the edge-weights $w(x y)=g(x)+g(y)+$ $g(x y), x y \in E(G)$, form an arithmetic progression starting from $a$ and having a common differ-

[^6]ence $d$. Generally, let $H \prec G$ be a typical subgraph of $G$ with $|V(G-H)|=a^{\prime},|E(G-H)|=b^{\prime}$. If there is an $\left(a^{\prime}, d^{\prime}\right)$-edge-antimagic total labeling $g^{\prime}$ on $G-H$, such a labeling $g^{\prime}$ is called a Smarandachely edge-antimagic total labeling. Particularly, let $H=\emptyset$ or a typical graph in $K_{2}$, $P_{3}, C_{3}$ or $S_{1,3}$. We get the ( $a, d$ )-edge-antimagic total labeling or nearly $(a, d)$-edge-antimagic total labeling of $G$.

The ( $a, 0$ )-edge-antimagic total labelings are usually called edge-magic in the literature. An $(a, d)$-edge antimagic total labeling is called super if the smallest possible labels appear on the vertices.

In [7] Marimuthu et al. introduced an edge magic graceful labeling of a graph. They presented some properties of super edge magic graceful graphs and proved some classes of graphs are super edge magic graceful. In [8] Marimuthu and Krishnaveni introduced super edge antimagic graceful labeling.

An $(a, d)$-edge-antimagic graceful labeling is defined as a one-to-one mapping from $V(G) \cup$ $E(G)$ into the set $\{1,2,3, \cdots, p+q\}$ so that the set of edge-weights of all edges in $G$ is equal to $\{a, a+d, a+2 d, \cdots, a+(q-1) d\}$, for two integers $a \geq 0$ and $d>0$.

An $(a, d)$-edge-antimagic graceful labeling $g$ is called super $(a, d)$-edge-antimagic graceful if $g(V(G))=\{1,2, \cdots, p\}$ and $g(E(G))=\{p+1, p+2, \cdots, p+q\}$. A graph $G$ is called $(a, d)$-edgeantimagic graceful or super ( $a, d$ )-edge-antimagic graceful if there exists an $(a, d)$-edge-antimagic graceful or a super ( $a, d$ )-edge-antimagic graceful labeling of $G$.

Baca et al. [2] proved super ( $a, 1$ )-edge-antimagic total labeling of regular graphs. In [3] Baca et.al proved some classes of graphs like Frienship graphs, Fan graphs and Wheel graphs has super edge-antimagic graceful labeling. In this paper, we study super ( $a, d$ )-edge-antimagic graceful labeling of regular graphs. We also prove some classes of graphs, including friendship graphs, cycles and fan graphs has super ( $a, d$ )-edge-antimagic graceful labeling.

## §2. Main Results

Theorem 2.1 If $G$ is a connected super $(a, d)$-edge-antimagic graceful graph, then $d \leq 2$.
Proof Let $G$ be a connected super $(a, d)$-edge-antimagic graceful graph. Suppose that $d \geq 3$. There exists a bijection $g: V(G) \cup E(G) \rightarrow\{1,2, \cdots, p+q\}$ which is a super $(a, d)$-edgeantimagic graceful labeling with the set of edge-weights.

$$
\begin{aligned}
W & =\{w(x y): w(x y)=|g(x)+g(y)-g(x y)|, x y \in E(G)\} \\
& =\{a, a+d, a+2 d, \cdots, a+(q-1) d\} .
\end{aligned}
$$

It is easy to see that the minimum possible edge-weight in a super $(a, d)$-edge-antimagic graceful labeling is at least $|1+p-(p+1)|=0$.

We observe that $a \geq 0$. On the other hand, the maximum edge-weight is no more than $|1+2-(p+q)|=p+q-3$. Therefore, $a+(q-1) d \leq p+q-3$. This shows that $(q-1) d \leq p+q-3$.

Hence,

$$
\begin{aligned}
& d \leq \frac{p+q-3}{q-1} \Rightarrow 3 \leq d \leq \frac{p+q-3}{q-1} \\
& \Rightarrow 3 \leq \frac{p+q-3}{q-1} \Rightarrow 3 \leq \frac{p-2}{q-1}+1 \Rightarrow 2 \leq \frac{p-2}{q-1} \\
& \Rightarrow 2 \leq \frac{p-2}{p-1-1}(\text { since the size of every connected graph of order } p \text { is at least } p-1) \\
& \Rightarrow 2 \leq 1
\end{aligned}
$$

a contradiction. Hence, $d \leq 2$.

Theorem 2.2 Let $G$ be a connected $(p, q)$-graph which is not a tree. If $G$ has a super $(a, d)$ -edge-antimagic graceful labeling then $d=1$.

Proof Assume that $G$ has a super ( $a, d$-edge-antimagic graceful labeling $f: V(G) \cup$ $E(G) \longrightarrow\{1,2, \cdots, p+q\}$ and $\{w(u v): u v \in E(G)\}=\{a, a+d, a+2 d, \cdots, a+(q-1) d\}$ is the set of edge-weights. The minimum possible edge-weight $a \geq 0$. The maximum edge-weight is no more than $p+q-3$. Thus $a+(q-1) d \leq p+q-3$. and

$$
\begin{equation*}
d \leq \frac{p+q-3}{q-1} . \tag{2.1}
\end{equation*}
$$

But, $p \leq q$ (Since $G$ is not a tree T). Then, (2.1) gives $d<2$.

## §3. Super $(a, d)$-Edge-Antimagic Graceful Labeling of Regular Graphs

Proposition 3.1(Petersen theorem) Let $G$ be a $2 r$-regular graph. Then there exists $a 2-$ factor in $G$.

Notice that after removing edges of the $2-f$ factor guaranteed by the Petersen theorem we have again an even regular graph. Thus, by induction, an even regular graph has a 2 -factorization.

The construction in the following theorem allows us to find a super ( $a, 1$ ) - edge-antimagic graceful labeling of any even regular graph. Notice that the construction does not require the graph to be connected. In the following theorem we denote $[a, b]$ is the set of consecutive integers $\{a, a+1, \cdots, b\}$.

Theorem 3.2 Let $G$ be a graph on $p$ vertices that can be decomposed into two factors $G_{1}$ and $G_{2}$. If $G_{1}$ is edge-empty or if $G_{1}$ is a super (0,1)-edge-antimagic graceful graph and $G_{2}$ is a $2 r$-regular graph then $G$ is super ( 0,1 )-edge-antimagic graceful.

Proof First we start with the case when $G_{1}$ is not edge-empty. Since $G_{1}$ is a super (0,1)-edge-antimagic graceful graph with $p$ vertices and $q$ edges, there exists a total labeling $f$ : $V\left(G_{1}\right) \cup E\left(G_{1}\right) \longrightarrow[1, p+q]$ such that $\{|f(x)+f(y)-f(x y)|: x y \in E(G)\}=\{0,1,2 \cdots, q-1\}$.

By the Petersen theorem there exists a 2 -factorization of $G_{2}$. We denote the 2 -factors by $F_{j}$, $j=1,2, \cdots, r$. Let $V(G)=V\left(G_{1}\right)=V\left(F_{j}\right)$ for all $j$ and $E(G)=U_{j=1}^{r} E\left(F_{j}\right) \bigcup E\left(G_{1}\right)$. Each factor $F_{j}$ is a collection of cycles. We order and orient the cycles arbitrarily. Now by the symbol $e_{j}^{\text {out }}\left(v_{i}\right)$ we denote the unique outgoing arc from the vertex $v_{i}$ in the factor $F_{j}$. We define a total labeling g of $G$ in the way that $g(v)=f(v)$ for $v \in V(G), g(e)=f(e)$ for $e \in E\left(G_{1}\right)$ and $g(e)=q+j p+f\left(v_{i}\right)$ for $e=e_{j}^{o u t}\left(v_{i}\right)$. Then, the vertices are labeled by the first $p$ integers. The edges of $G_{1}$ by the next $q$ labels and the edges of $G_{2}$ by consecutive integers starting at $p+q+1$. Thus $g$ is a bijection $V(G) \cup E(G) \longrightarrow\{1,2 \cdots, p+q+p r\}$ Since $|E(G)|=q+p r$. It is not difficult to verify that $g$ is a super $(0,1)$-edge-antimagic graceful labeling of $G$. The weights of the edges $e$ in $E\left(G_{1}\right)$ is $w_{g}(e)=w_{f}(e)$. The weights form the progression $0,1,2, \cdots, q-1$. For convenience, we denote by $v_{k}$ the unique vertex such that $v_{i} v_{k}=e_{j}^{o u t}\left(v_{i}\right)$ in $F_{j}$. The weights of the edges in $F_{j}, j=1,2, \cdots, r$ are

$$
\begin{aligned}
w_{g}\left(e_{j}^{\text {out }}\left(v_{i}\right)\right) & =w_{g}\left(v_{i} v_{k}\right)=\left|g\left(v_{i}\right)-\left(q+j p+f\left(v_{i}\right)\right)+g\left(v_{k}\right)\right| \\
& =\left|f\left(v_{i}\right)-\left(q+j p+f\left(v_{i}\right)\right)+f\left(v_{k}\right)\right|=\left|-q-j p+f\left(v_{k}\right)\right| \\
& =\left|-\left(q+j p-f\left(v_{k}\right)\right)\right|
\end{aligned}
$$

for all $i=1,2, \cdots, p$ and $j=1,2, \cdots, r$. Since $F_{j}$ is a factor, the set $\left\{f\left(v_{k}\right): v_{k} \in F_{j}\right\}=$ $[1, p]$. Hence we have that the set of edge-weights in the factor $F_{j}$ is $[q+(j-1) p, q+j p-1]$ and thus the set of all edge-weights in $G$ is $[0, q+r p-1]$. If $G_{1}$ is edge-empty it is enough to take $q=0$. and proceed with the labeling of factors $F_{j}$.

By taking an edge-empty graph $G_{1}$ we have the following theorem.

Theorem 3.3 All even regular graphs of order $p$ with at least one edge are super $(0,1)$-edgeantimagic graceful.

The disjoint union of $m \geq 1$ copies of a graph $G$ is denoted by $m G$.

Theorem 3.4 Let $k, m$ be positive integers. Then the graph $k P_{2} \cup m K_{1}$ is super $(0,1)$-edgeantimagic graceful.

Proof We denote the vertices of the graph $G \cong k P_{2} \cup m K_{1}$ by the symbols $v_{1}, v_{2}, \cdots, v_{2 k+m}$ in such a way that $E(G)=\left\{v_{i} v_{k+m+i}: i=1,2, \cdots, k\right\}$ and the remaining vertices are denoted arbitrarily by the unused symbols. We define the labeling $f: V(G) \cup E(G) \longrightarrow\{1,2, \cdots, 3 k+m\}$ in the following way $f\left(v_{j}\right)=j$ for $j=1,2, \cdots, 2 k+m, f\left(v_{i} v_{k+m+i}\right)=2 k+m+i$ for $i=$ $1,2, \cdots, k$. It is easy to see that $f$ is a bijection and that the vertices of $G$ are labeled by the smallest possible numbers. For the edge-weights we get $w_{f}\left(v_{i} v_{k+m+i}\right)=\mid f\left(v_{i}\right)+f\left(v_{k+m+i}\right)-$ $f\left(v_{i} v_{k+m+i}\right) \mid=\mathrm{k}$-i for $i=1,2, \cdots, k$. Thus, $f$ is a super ( 0,1 )-edge-antimagic graceful labeling of $G$.

Now by taking $m=0$ and observing that the number of vertices in $k P_{2}$ is $2 k$, then we immediately obtain the following corollary.

Corollary 3.5 If $G$ is an odd regular graph on $p$ vertices that has $a 1-$ factor then $G$ is super
$(0,1)$-edge-antimagic graceful.

## §4. Friendship Graphs

The friendship graph $\mathbf{F}_{\mathbf{n}}$ is a set of $n$ triangles having a common center vertex and otherwise disjoint. Let $c$ denote the center vertex. For the $i^{\text {th }}$ triangle, let $x_{i}$ and $y_{i}$ denote the other two vertices.

Theorem 4.1 Every friendship graph $\mathbf{F}_{\mathbf{n}}, n \geq 1$, has super (a,1)-edge-antimagic graceful labeling.

Proof Label the vertices and edges of $\mathbf{F}_{\mathbf{n}}$ by the following functions $g_{1}$ and $g_{2}$ respectively.

$$
\begin{aligned}
& g_{1}(c)=n+1, \quad g_{1}\left(x_{i}\right)=i, \quad g_{1}\left(y_{i}\right)=2 n+2-i \text { for } 1 \leq i \leq n \\
& g_{2}\left(x_{i} c\right)=3 n+2 i, \quad g_{2}\left(y_{i} c\right)=5 n+3-2 i, \quad g_{2}\left(x_{i} y_{i}\right)=2 n+1+i
\end{aligned}
$$

Notice that, in this labeling $a=0$. It is easy to verify that the set of edge-weights consists of the consecutive integers $\{0,1,2, \cdots, 3 n-1\}$ and we arrive at the desired result.

Figure 1 illustrates the proof of Theorem 4.1.


Figure 1. A $(0,1)$-super edge-antimagic graceful labeling of $\mathbf{F}_{\mathbf{4}}$.

## §5. Cycles

Theorem 5.1 For $n \geq 3$, the cycle $C_{n}$ has super ( $a, 1$ )-edge-antimagic graceful labeling.
Proof Let a cycle $C_{n}$ be defined as follows:

$$
\begin{aligned}
& V\left(C_{n}\right)=\left\{p_{1}, p_{2}, \cdots, p_{n}\right\} \text { and } \\
& E\left(C_{n}\right)=\left\{p_{i} p_{i+1}: i=1,2, \cdots, n-1\right\} \cup\left\{p_{n} p_{1}\right\} .
\end{aligned}
$$

Also, define the vertex labeling $f_{1}: V\left(C_{n}\right) \rightarrow\{1,2, \cdots, n\}$ and the edge labeling $f_{2}$ : $E(C n) \rightarrow\{n+1, n+2, \cdots, n+n\}$ in the following way.

$$
\begin{aligned}
f_{1}\left(v_{i}\right) & =i, \quad 1 \leq i \leq n \\
f_{2}\left(v_{i} v_{i+1}\right) & =n+1+i \text { for } 1 \leq i \leq n-1 \\
f_{2}\left(v_{n} v_{1}\right) & =n+1
\end{aligned}
$$

Combining the vertex labeling $f_{1}$ and the edge labeling $f_{2}$ given above, we obtain a total labeling. The set of edge-weights consists of the consecutive integers $\{0,1,2, \cdots, n-1\}$.

An illustration of Theorem 5.1 is given in Figure 2.


Figure 2. $\mathrm{A}(0,1)$-super edge-antimagic graceful labeling of $C_{5}$.

## §6. Fans

A fan $\mathcal{F}_{n}, n \geq 2$ is a graph obtained by joining all vertices of path $P_{n}$ to a further vertex called the center. Thus $\mathcal{F}_{n}$ contains $n+1$ vertices, say, $c, x_{1}, x_{2}, \cdots, x_{n}$ and $2 n-1$ edges say $c x_{i}, 1 \leq i \leq n$ and $x_{i} x_{i+1}, 1 \leq i \leq n-1$.

Theorem 6.1 The fan $\mathcal{F}_{n}$ is super $(a, 1)$-edge-antimagic graceful if $2 \leq n \leq 6$ and $d=1$.
Proof Label the vertices of $\mathcal{F}_{n}$ by $g: V\left(\mathcal{F}_{n}\right) \rightarrow\{1,2, \cdots, n+1\}$ as follows:
If $n=2$, let the labels of vertices be $g\left(x_{1}\right)=1, g\left(x_{2}\right)=2$ and $g(c)=3$; If $n=3$, let the labels be $g\left(x_{1}\right)=1, g\left(x_{2}\right)=2, g\left(x_{3}\right)=4$ and $g(c)=3$; If $n=4$, let the labels be $g\left(x_{1}\right)=1, g\left(x_{2}\right)=2, g\left(x_{3}\right)=4, g\left(x_{4}\right)=5$ and $g(c)=3$; If $n=5$, let the labels be $g\left(x_{1}\right)=2, g\left(x_{2}\right)=1, g\left(x_{3}\right)=3, g\left(x_{4}\right)=5, g\left(x_{5}\right)=6$ and $g(c)=4$, and if $n=6$, let the labels be $g\left(x_{1}\right)=2, g\left(x_{2}\right)=1, g\left(x_{3}\right)=3, g\left(x_{4}\right)=5, g\left(x_{5}\right)=7, g\left(x_{6}\right)=6$ and $g(c)=4$. Generally, let $W_{g}=\left\{w_{g}\left(q_{i}\right)=2+i: 1 \leq i \leq 2 n-1\right\}$ be the set of edge-weights of edges $q_{i} \in \mathcal{F}_{n}$ and label the edges of $\mathcal{F}_{n}$ by $g_{1}: E\left(\mathcal{F}_{n}\right) \rightarrow\{n+2, n+3, \cdots, 3 n\}$ where

$$
g_{1}\left(q_{i}\right)= \begin{cases}n+1+\frac{i+1}{2} & \text { if } i \text { is odd } \\ 2 n+1+\frac{i}{2} & \text { if } i \text { is even }\end{cases}
$$

Combining the vertex labeling $g$ and the edge labeling $g_{1}$ gives a super ( $a, 1$ )-edge-antimagic
graceful labeling where

$$
W=\left\{\left|w_{g}\left(q_{i}\right)-g_{1}\left(q_{i}\right)\right|: 1 \leq i \leq 2 n-1\right\}
$$

is the set of edge-weights.
A $(0,1)$-super edge-antimagic graceful labeling of the fan $\mathcal{F}_{3}$ is given in Figure 3.


Figure 3. A $(0,1)$-super edge-antimagic graceful labeling of $\mathcal{F}_{3}$.
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#### Abstract

We derive some congruences for $r_{k}(n)$ and $t_{k}(n)$ using their generating functions, where $r_{k}(n)$ and $t_{k}(n)$ denote the number of representations of $n$ as a sum of $k$ squares and number of representations of $n$ as a sum of $k$ triangular numbers, respectively.
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## §1. Introduction

The sum of squares function, denoted by $r_{k}(n)$, gives the number of representations of $n$ as a sum of $k$ squares, where zeros and distinguishing signs and order are allowed. For example, 5 can be written as a sum of two squares in the following ways

$$
\begin{aligned}
5 & =(-2)^{2}+(-1)^{2}=(-2)^{2}+(1)^{2} \\
& =(2)^{2}+(-1)^{2}=(2)^{2}+(1)^{2} \\
& =(-1)^{2}+(-2)^{2}=(-1)^{2}+(2)^{2} \\
& =(1)^{2}+(-2)^{2}=(1)^{2}+(2)^{2} .
\end{aligned}
$$

## So, $r_{2}(5)=8$.

The generating function for $r_{k}(n)$ is given by

$$
\begin{equation*}
\theta(q)^{k}=\sum_{n=0}^{\infty}(-1)^{n} r_{k}(n) q^{n}, \tag{1.1}
\end{equation*}
$$

[^7]where
$$
\theta(q):=\sum_{n=-\infty}^{\infty}(-1)^{n} q^{n^{2}} \quad(|q|<1)
$$

By Gauss's formula [1, formula 7.324], we know that

$$
\begin{equation*}
\theta(q)=\prod_{j=1}^{\infty} \frac{1-q^{j}}{1+q^{j}}=\prod_{n \geq 1}\left(1-q^{2 n}\right)\left(1-q^{2 n-1}\right)^{2} \quad(|q|<1) \tag{1.2}
\end{equation*}
$$

For any positive integer $n$, the numbers $n(n+1) / 2$ are the triangular numbers. The sum of triangular numbers function, denoted by $t_{k}(n)$, gives the number of representations of $n$ as a sum of $r$ triangular numbers where representations with different orders are counted as unique. For instance, $t_{2}(7)=2$ since $7=1+6=6+1$.

The generating function for $t_{k}(n)$ is given by

$$
\begin{equation*}
\Psi^{k}(q)=\sum_{n=0}^{\infty} t_{k}(n) q^{n} \tag{1.3}
\end{equation*}
$$

where

$$
\Psi(q):=\sum_{n=0}^{\infty} q^{n(n+1) / 2}=1+q+q^{3}+q^{6}+\cdots \quad(|q|<1) .
$$

By Gauss's formula [1, Eq.7. 321 on p.6], we have

$$
\begin{equation*}
\Psi(q)=\prod_{j=1}^{\infty} \frac{\left(1-q^{2 j}\right)^{2}}{\left(1-q^{j}\right)}=\prod_{j=1}^{\infty}\left(1+q^{j}\right)^{2}\left(1-q^{j}\right) \quad|q|<1 . \tag{1.4}
\end{equation*}
$$

2. Some Congruences for $r_{k}(n)$ and $t_{k}(n)$

Lemma 2.1 Let $S_{1}(n)=\sum_{\text {odd d|n }} \frac{2}{d}$, where $\sum_{\text {odd } d \mid n}$ denotes the sum over all odd divisors $d$ of $n$. Then

$$
\begin{equation*}
r_{k}(n)=\frac{-k}{n} \sum_{j=1}^{n}(-1)^{j} j S_{1}(j) r_{k}(n-j) \quad(k, n \geq 1) \tag{2.1}
\end{equation*}
$$

Proof Taking logarithm on both sides of equation (1.2), we have

$$
\begin{aligned}
\log \theta(q) & =\sum_{j=1}^{\infty} \log \left(1-q^{j}\right)-\sum_{j=1}^{\infty} \log \left(1+q^{j}\right) \\
& =-\sum_{j=1}^{\infty} \sum_{l=1}^{\infty} \frac{q^{l j}}{l}+\sum_{j^{\prime}=1}^{\infty} \sum_{l^{\prime}=1}^{\infty} \frac{q^{l^{\prime} j^{\prime}}(-1)^{l^{\prime}}}{l^{\prime}} \\
& =-\sum_{n=1}^{\infty} q^{n}\left(\sum_{d \mid n} \frac{1-(-1)^{d}}{d}\right)
\end{aligned}
$$

From the equation (1.1), we get

$$
\log \left\{\sum_{n=0}^{\infty}(-1)^{n} r_{k}(n) q^{n}\right\}=-k \sum_{n=1}^{\infty} S_{1}(n) q^{n}
$$

Differentiating the preceding equation with respect to $q$ gives

$$
\sum_{n=1}^{\infty}(-1)^{n} r_{k}(n) n q^{n-1}=-k \sum_{n=1}^{\infty} S_{1}(n) n q^{n-1} \sum_{n=0}^{\infty}(-1)^{n} r_{k}(n) q^{n}
$$

Comparing coefficients of $q^{n}$ on both sides of the above equation we get equation (2.1).

Lemma 2.2 Let $S_{2}(n)=\sum_{d \mid n} \frac{1+2(-1)^{d}}{d}$, where $\sum_{d \mid n}$ denotes sum over all divisors $d$ of $n$. Then

$$
\begin{equation*}
t_{k}(n)=\frac{-k}{n} \sum_{j=1}^{n} j S_{2}(j) t_{k}(n-j) \quad(k, n \geq 1) \tag{2.2}
\end{equation*}
$$

Proof Taking logarithm on both sides of equation (1.4), we have

$$
\begin{aligned}
\log (\Psi(q)) & =\sum_{j=1}^{\infty} 2 \log \left(1+q^{j}\right)+\sum_{j=1}^{\infty} \log \left(1-q^{j}\right) \\
& =-\sum_{j=1}^{\infty} \sum_{l=1}^{\infty} 2 \frac{(-1)^{l} q^{l j}}{l}-\sum_{j^{\prime}=1}^{\infty} \sum_{l^{\prime}=1}^{\infty} \frac{q^{l^{\prime} j^{\prime}}}{l^{\prime}} \\
& =-\sum_{n=1}^{\infty} q^{n} \sum_{d \mid n} \frac{1+2(-1)^{d}}{d} .
\end{aligned}
$$

Then, we proceed as in the proof of the preceding lemma to arrive at equation (2.2).
From equations (2.1) and (2.2), we deduce the following theorem.

Theorem 2.3 Let $n$ and $k$ be integers such that $(n, k)=1$. Then

$$
\begin{equation*}
r_{k}(n) \equiv 0(\bmod k) \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{k}(n) \equiv 0(\bmod k) \tag{2.4}
\end{equation*}
$$

From equations (1.2) and (1.4), we deduce the following theorem.

Theorem 2.4 For all primes $p$, we have

$$
\begin{equation*}
r_{k p}(n p) \equiv r_{k}(n)(\bmod p) \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{k p}(n p) \equiv t_{k}(n)(\bmod p) \tag{2.6}
\end{equation*}
$$

Theorem 2.5 If $p$ is a prime number, then

$$
\begin{equation*}
r_{p+1}(n) \equiv \sum_{j} r_{1}(t)(\bmod p) \tag{2.7}
\end{equation*}
$$

where $j$ is an integer and $t=\left(n-j^{2}\right) / p$ is integer.
Proof Using

$$
\theta(q):=\sum_{n=-\infty}^{\infty}(-1)^{n} q^{n^{2}} \quad(|q|<1)
$$

we have

$$
\sum_{n=0}^{\infty}(-1)^{n} r_{p+1}(n) q^{n}=\sum_{n=0}^{\infty}(-1)^{n} r_{p}(n) q^{n} \sum_{n=-\infty}^{\infty}(-1)^{n} q^{n^{2}}
$$

Comparing coefficients of $q^{n}$ on both sides in the above equation, we have

$$
r_{p+1}(n)=\sum_{j} r_{p}\left(n-j^{2}\right)
$$

Now from equation (2.3), we know that $r_{p}\left(n-j^{2}\right) \equiv 0(\bmod p)$ if $p$ and $n-j^{2}$ are co-prime. Also, from equation (2.5), when $\left(n-j^{2}\right)$ is divisible by $p$, we have

$$
r_{p}\left(n-j^{2}\right) \equiv r_{1}(t)(\bmod p)
$$

where $t=\left(n-j^{2}\right) / p$.
Proceeding as in the proof of above theorem, we deduce the following theorem.

Theorem 2.6 If $p$ is a prime number, then

$$
\begin{equation*}
t_{p+1}(n) \equiv \sum_{j} t_{1}(t)(\bmod p) \tag{2.8}
\end{equation*}
$$

where $j$ is positive integer and $t=\left(n-\frac{j(j+1)}{2}\right) / p$ is integer.
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#### Abstract

In this paper we investigate the pair difference cordial labeling behaviour of double cone,double step grid,sun flower, shell graph and double arrow graph.
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## §1. Introduction

In this paper we consider only finite, undirected and simple graphs. Cordial labeling was introduced by Cachit [1] in the year 1987. Also cordial related labeling technique was studied in $[1,2,3,4,5,6,7,8,9,10,11]$. In this sequal the notion of pair difference cordial labeling of a graph was introduced in [14], which is defined as follows:

Let $G=(V, E)$ be a $(p, q)$ graph and let

$$
\rho= \begin{cases}\frac{p}{2}, & \text { if } p \text { is even } \\ \frac{p-1}{2}, & \text { if } p \text { is odd }\end{cases}
$$

and $L=\{ \pm 1, \pm 2, \pm 3, \cdots, \pm \rho\}$ be the set of labels. Consider a mapping $f: V \longrightarrow L$ by assigning different labels in $L$ to the different elements of $V$ when $p$ is even and different labels in $L$ to $p-1$ elements of $V$ and repeating a label for the remaining one vertex when $p$ is odd. Such a labeling is said to be a pair difference cordial labeling if for each edge $u v$ of $G$ there exists a labeling $|f(u)-f(v)|$ such that $\left|\Delta_{f_{1}}-\Delta_{f_{1}^{c}}\right| \leq 1$, where $\Delta_{f_{1}}$ and $\Delta_{f_{1}^{c}}$ respectively denote the number of edges labeled with 1 and number of edges not labeled with 1. A graph $G$ for which there exists a pair difference cordial labeling is called a pair difference cordial graph.

[^8]Generally, let $H \prec G$ be a typical subgraph of $G$. If there is a pair difference cordial labeling on graph $G-H$. Then, we say $G$ is Smarandachely pair difference cordial labeling on $H$ and $G$ is called a Smarandachely pair difference cordial labeling graph on $H$. Particularly, if $H=\emptyset$ such a Smarandachely pair difference cordial labeling is nothing else but a pair difference cordial labeling on $G$.

The pair difference cordial labeling behavior of several graphs like path, cycle, star, wheel, triangular snake, alternate triangular snake, butterfly etc have been investigated in [14-24]. In this paper we investigate the pair difference cordial labeling behavior of double cone, double step grid,sun flower, shell graph and double arrow graph. Terms not defined here are follow from Gallian [12] and Harary [13].

## §2. Preliminaries

Definition 2.1([13]) The subdivision graph $S(G)$ of a graph $G$ is obtained by replacing each edge uv by a path uvw.

Definition 2.2([12]) Take the tha paths $P_{n}, P_{n}, P_{n-1}, \cdots, P_{2}$ on $n, n, n-2, n-4, \cdots, 4,2$ vertices and arrange them centrally horizontal where $n$ is even and $n \neq 2$. A graph obtained by joining vertical vertices of given successive paths is known as a double step grid of size $n$. It is denoted by $D S t_{n}$.

For illustration, $D S t_{n}$ is shown in Figure 1.


## Figure 1

Definition 2.3([13]) Double arrow graphs obtained from $P_{n} \times P_{n}$ by joinin two vertices $u, v$ with first and last copy of the path $P_{n}$. Let $a_{i, j}$ be the vertices of prism $P_{n} \times P_{n}$.

Definition 2.4([12]) The graph $C_{n}+2 K_{1}$ is called the double cone graph.
Definition 2.5([12]) The sunflower graph $S F_{n}$ is obtained by taking a wheel $W_{n}=C_{n}+K_{1}$ where $C_{n}$ is the cycle $a_{1} a_{2} a_{3} \cdots a_{n} a_{1}, V\left(K_{1}\right)=\{a\}$ and the new vertices $b_{1}, b_{2}, b_{3}, \cdots, b_{n}$ where $b_{i}$ is join by the vertices $b_{i} b_{i+1}(\operatorname{modn})$.

Definition 2.6([12]) A shell graph is defined as a cycle $C_{n}: a_{1} a_{2} a_{3} \cdots a_{n} a_{1}$ with $(n-3)$ chords
sharing a common end point called the apex. Shell graph are denoted as $C_{(n, n-3)}$. A shell $S_{n}$ is also called fan $F_{n-1}$.

Definition $2.7([25])$ An ice cream graph is obtained by combining a shell graph and a path $P_{2}$ graaph keeping $a_{1}$ and $a_{n}$ common where $n>3$ sharing common end point called the apex vertex $a_{0}$. It is denoted by $I C_{n}$.

## §3. Main Results

Theorem 3.1 A double step grid $D S t_{n}$ is pair difference cordial for all even values of $n \geq 4$.
Proof First we consider the paths $P_{2}, P_{3}, P_{4}, \cdots, P_{\frac{n}{2}}$ from left to right. Assign the labels 1,2 respectively to the vertices of the path $P_{2}$ from top to bottom and assign the labels $3,4,5$ respectively to the vertices of the path $P_{3}$ from bottom to top. Now assign the labels $6,7,8,9$ to the vertices of the path $P_{4}$ from top to bottom and assign the labels $10,11,12,13,14$ to the vertices of the path $P_{5}$ from bottom to top. Proceeding like this until we reach the path $P_{\frac{n}{2}}$.

Next, we consider the paths $P_{2}, P_{3}, P_{4}, \cdots, P_{\frac{n}{2}}$ from right to left. Assign the labels $-1,-2$ respectively to the vertices of the path $P_{2}$ from top to bottom and assign the labels $-3,-4,-5$ respectively to the vertices of the path $P_{3}$ from bottom to top. Now assign the labels $-6,-7,-8,-9$ to the vertices of the path $P_{4}$ from top to bottom and assign the labels $-10,-11,-12,-13,-14$ to the vertices of the path $P_{5}$ from bottom to top. Proceeding like this until we reach the path $P_{\frac{n}{2}}$.

For illustration, $D S t_{8}$ is shown in Figure 2.


Figure 2
This completes the proof.
Theorem 3.2 A double cone graph $D C_{n}$ is not pair difference cordial for all values of $n \geq 3$.
Proof There are two cases arises.
Case 1. $n$ is even.
The maximum possible number of edges get the label 1 is $\Delta f_{1}=\frac{n}{2}+2+2$ where $\frac{n}{2}$ edges from cycle, 2 edges from edges end with $K_{1}$ and next 2 edges from edges end with another $K_{1}$.

Therefore $\Delta f_{1}=\frac{n}{2}+4$ and $\left|E\left(D C_{n}\right)\right|=3 n$. This implies that $\Delta f_{1}{ }^{c}=3 n-\frac{n}{2}+4=\frac{5 n+8}{2}$. Hence $\left|\Delta f_{1}-\Delta f_{1}{ }^{c}\right|=2 n>1$, which is a contradiction.

Case 2. $n$ is odd.
The maximum possible number of edges get the label 1 is $\Delta f_{1}=\frac{n+1}{2}+2+2$ where $\frac{n+1}{2}$ edges from cycle, 2 edges from edges end with $K_{1}$ and next 2 edges from edges end with another $K_{1}$. Therefore $\Delta f_{1}=\frac{n+1}{2}+4$ and $\left|E\left(D C_{n}\right)\right|=3 n$. This gives that $\Delta f_{1}{ }^{c}=3 n-\frac{n+1}{2}+4=\frac{5 n+9}{2}$. Hence $\left|\Delta f_{1}-\Delta f_{1}{ }^{c}\right|=2 n>1$, which is a contradiction.

Hence, a double cone graph $D C_{n}$ is not pair difference cordial for all values of $n \geq 3$.
Theorem 3.3 A double arrow graph $D A_{n}$ is pair difference cordial for all values of $n \geq 2$.
Proof Take the vertex set and edge set from Definition 2.3. There are two cases arises.
Case 1. $n$ is even.
Consider the $\frac{n}{2}^{\text {th }}$ row. That is consider the vertices $a_{\frac{n}{2}, 1}, a_{\frac{n}{2}, 2}, a_{\frac{n}{2}, 3}, \cdots, a_{\frac{n}{2}, n}$. Assign the labels $1,2,3, \cdots, n$ to the vertices $a_{\frac{n}{2}, 1}, a_{\frac{n}{2}, 2}, a_{\frac{n}{2}, 3}, \cdots, a_{\frac{n}{2}, n}$ respectively and next consider the $\frac{n-2}{2}^{\text {th }}$ row. Assign the labels $n+1, n+2, n+3, \cdots, 2 n$ to the vertices $a_{\frac{n-2}{2}, 1}, a_{\frac{n-2}{2}, 2}$, $a_{\frac{n-2}{2}, 3}, \cdots, a_{\frac{n-2}{2}, n}$. Now assign the labels $2 n+1,2 n+2,2 n+3, \cdots, 3 n$ to the vertices $a_{\frac{n-4}{2}, 1}$, $a_{\frac{n-4}{2}, 2}, a_{\frac{n-4}{2}, 3}, \cdots, a_{\frac{n-4}{2}, n}$ respectively. Proceeding like this until we reach the first row. Note that the vertices $a_{1,1}, a_{1,2}, a_{1,3}, \cdots, a_{1, n}$ gets the labels $\frac{n}{2}+1, \frac{n}{2}+2, \frac{n}{2}+3, \cdots, \frac{n}{2}+n$.

Consider the $\frac{n+2}{2}^{\text {th }}$ row. That is consider the vertices $a_{\frac{n+2}{2}, 1}, a_{\frac{n+2}{2}, 2}, a_{\frac{n+2}{2}, 3}, \cdots, a_{\frac{n+2}{2}, n}$. Assign the labels $-1,-2,-3, \cdots,-n$ to the vertices $a_{\frac{n+2}{2}, 1}, a_{\frac{n+2}{2}, 2}, a_{\frac{n+2}{2}, 3}, \cdots, a_{\frac{n+2}{2}, n}$ respectively and next consider the $\frac{n+4}{2}^{\text {th }}$ row. Assign the labels $-(n+1),-(n+2),-(n+3), \cdots,-2 n$ to the vertices $a_{\frac{n+4}{2}, 1}, a_{\frac{n+4}{2}, 2}, a_{\frac{n+4}{2}, 3}, \cdots, a_{\frac{n+4}{2}, n}$. Now assign the labels $-(2 n+1),-(2 n+$ 2), $-(2 n+3), \cdots,-3 n$ to the vertices $a_{\frac{n+6}{2}, 1}, a_{\frac{n+6}{2}, 2}, a_{\frac{n+6}{2}, 3}, \cdots, a_{\frac{n+6}{2}, n}$ respectively. Proceeding like this until we reach the $n^{t h}$ row. Note that the vertices $a_{n, 1}, a_{n, 2}, a_{n, 3}, \cdots, a_{n, n}$ gets the labels

$$
-\left(\frac{n}{2}+1\right),-\left(\frac{n}{2}+2\right),-\left(\frac{n}{2}+3\right), \cdots,-\left(\frac{n}{2}+n\right)
$$

and finally assign the labels $\frac{n}{2}+n,-\left(\frac{n}{2}+n\right)$ to the vertices $u, v$ respectively.
Case 2. $n$ is odd.
Consider the $\frac{n-1}{2}^{\text {th }}$ row. That is consider the vertices $a_{\frac{n-1}{2}, 1}, a_{\frac{n-1}{2}, 2}, a_{\frac{n-1}{2}, 3}, \cdots, a_{\frac{n-1}{2}, n}$. Assign the labels $1,2,3, \cdots, n$ to the vertices $a_{\frac{n-1}{2}, 1}, a_{\frac{n-1}{2}, 2}, a_{\frac{n-1}{2}, 3}, \cdots, a_{\frac{n-1}{2}, n}$ respectively and next consider the $\frac{n-3}{2}^{\text {th }}$ row. Assign the labels $n+1, n+2, n+3, \cdots, 2 n$ to the vertices $a_{\frac{n-3}{2}, 1}, a_{\frac{n-3}{2}, 2}, a_{\frac{n-3}{2}, 3}, \cdots, a_{\frac{n-3}{2}, n}$. Now assign the labels $2 n+1,2 n+2,2 n+3, \cdots, 3 n$ to the vertices $a_{\frac{n-5}{2}, 1}, a_{\frac{n-5}{2}, 2}, a_{\frac{n-5}{2}, 3}, \cdots, a_{\frac{n-5}{2}, n}$ respectively. Proceeding like this until we reach the first row. Note that the vertices $a_{1,1}, a_{1,2}, a_{1,3}, \cdots, a_{1, n}$ gets the labels

$$
\frac{n}{2}+1, \frac{n}{2}+2, \frac{n}{2}+3, \cdots, \frac{n}{2}+n
$$

Consider the $\frac{n+1}{2}^{\text {th }}$ row. That is consider the vertices $a_{\frac{n+1}{2}, 1}, a_{\frac{n+1}{2}, 2}, a_{\frac{n+1}{2}, 3}, \cdots, a_{\frac{n+1}{2}, n}$. Assign the labels $-1,-2,-3, \cdots,-n$ to the vertices $a_{\frac{n+1}{2}, 1}, a_{\frac{n+1}{2}, 2}, a_{\frac{n+1}{2}, 3}, \cdots, a_{\frac{n+1}{2}, n}$ respec-
tively and next consider the $\frac{n+3}{2}^{\text {th }}$ row. Assign the labels $-(n+1),-(n+2),-(n+3), \cdots,-2 n$ to the vertices $a_{\frac{n+3}{2}, 1}, a_{\frac{n+3}{2}, 2}, a_{\frac{n+3}{2}, 3}, \cdots, a_{\frac{n+3}{2}, n}$. Now assign the labels $-(2 n+1),-(2 n+$ $2),-(2 n+3), \cdots,-3 n$ to the vertices $a_{\frac{n+5}{2}, 1}, a_{\frac{n+5}{2}, 2}, a_{\frac{n+5}{2}, 3}, \cdots, a_{\frac{n+5}{2}, n}$ respectively. Proceeding like this until we reach the $(n-1)^{t h}$ row. Note that the vertices $a_{n-1,1}, a_{n-1,2}$, $a_{n-1,3}, \cdots, a_{n-1, n}$ gets the labels $-\left(\frac{n-1}{2}+1\right),-\left(\frac{n-1}{2}+2\right),-\left(\frac{n-1}{2}+3\right), \cdots,-\left(\frac{n-1}{2}+n\right)$. Finally assign the labels

$$
\begin{aligned}
& \left(\frac{n-1}{2}+n+1\right),\left(\frac{n-1}{2}+n+2\right),\left(\frac{n-1}{2}+n+3\right), \cdots,\left(\frac{n-1}{2}+\frac{n-1}{2}\right) \\
& -\left(\frac{n-1}{2}+n+1\right),-\left(\frac{n-1}{2}+n+2\right),-\left(\frac{n-1}{2}+n+3\right), \cdots,-\left(\frac{n-1}{2}+\frac{n-3}{2}\right)
\end{aligned}
$$

respectively and assign the labels $\frac{n}{2}+n-1,-\left(\frac{n-1}{2}+\frac{n-1}{2}\right)$ to the vertices $u, v$.
Table 1 given below establishes that this vertex labeling is a pair difference cordial labeling of $D A_{n}$ for all values of $n \geq 2$.

| Nature of $n$ | $\Delta_{f_{1}}$ | $\Delta_{f_{1}^{c}}$ |
| :---: | :---: | :---: |
| $n$ is even | $n^{2}$ | $n^{2}$ |
| $n$ is odd | $n^{2}$ | $n^{2}$ |

Table 1
For illustration, $D A_{5}$ is shown in Figure 3.


Figure 3
This completes the proof.

Theorem 3.4 A sunflower graph $S F_{n}$ is pair difference cordial for all values of $n \geq 3$.
Proof Take the vertex set and edge set from Definition 2.5. There are two cases arises.

Case 1. $n$ is even.
Assign the label 2 to the vertex $a$. Next assign the labels $1,3,5, \cdots, n-1$ to the vertices $a_{1}, a_{2}, a_{3}, \cdots, a_{\frac{n}{2}}$ respectively and assign the labels $2,4,6, \cdots, n$ respectively to the vertices $b_{1}, b_{2}, b_{3}, \cdots, b_{\frac{n}{2}}$.

Now we assign the labels $-1,-3,-5, \cdots,-(n-1)$ to the vertices $a_{\frac{n+2}{2}}, a_{\frac{n+4}{2}}, a_{\frac{n+6}{2}}, \cdots, a_{n}$ respectively and assign the labels $-2,-4,-6, \cdots,-n$ respectively to the vertices $b_{\frac{n+2}{2}}, b_{\frac{n+4}{2}}$, $b_{\frac{n+6}{2}}, \cdots, b_{n}$.
Case 2. $n$ is odd.
Assign the label 2 to the vertex $a$. Next assign the labels $1,3,5, \cdots, n$ to the vertices $a_{1}, a_{2}, a_{3}, \cdots, a_{\frac{n+1}{2}}$ respectively and assign the labels $2,4,6, \cdots, n-1$ respectively to the vertices $b_{1}, b_{2}, b_{3}, \cdots, b_{\frac{n-1}{2}}$.

Now we assign the labels $-1,-3,-5, \cdots,-(n)$ to the vertices $a_{\frac{n+3}{2}}, a_{\frac{n+5}{2}}, a_{\frac{n+7}{2}}, \cdots, a_{n}$ respectively and assign the labels $-2,-4,-6, \cdots,-(n-1)$ respectively to the vertices $b_{\frac{n+1}{2}}$, $b_{\frac{n+3}{2}}, b_{\frac{n+5}{2}}, \cdots, b_{n}$.

Notices that Table 2 given below establishes that this vertex labeling is a pair difference cordial labeling of $S F_{n}$ for all values of $n \geq 3$.

| Nature of $n$ | $\Delta_{f_{1}}$ | $\Delta_{f_{1}^{c}}$ |
| :---: | :---: | :---: |
| $n$ is even | $2 n$ | $2 n$ |
| $n$ is odd | $2 n$ | $2 n$ |

Table 2
This completes the proof.

Theorem 3.5 $A$ shell graph $C_{(n, n-3)}$ is pair difference cordial for all values of $n \geq 3$.
Proof Let us take vertex set and edge set from Definition 2.6 Assign the labels $1,2,3, \cdots, \frac{n}{2}$ respectively to the vertices $a_{1}, a_{2}, a_{3}, \cdots, a_{\frac{n}{2}}$ and assign the labels $-1,-2,-3, \cdots,-\frac{n}{2}$ to the vertices $a_{\frac{n+2}{2}}, a_{\frac{n+4}{2}}, a_{\frac{n+6}{2}}, \cdots, a_{n}$ respectively.

Theorem 3.6 A butterfly graph with shell order $m$, $m$ is pair difference cordial for all values of $m \geq 3$.

Proof Assign the labels $1,2,3, \cdots, n$ respectively to the vertices $a_{1}, a_{2}, a_{3}, \cdots, a_{n}$ and assign the labels $-1,-2,-3, \cdots,-n$ to the vertices $a_{1}, a_{2}, a_{3}, \cdots, a_{n}$ respectively.

Theorem 3.7 A graph obtained by joining two copies of shell graph by a path of arbitrary length is pair difference cordial.

Proof Let $G$ be the graph obtained by joining two copies of shell graph by a path of length. Let $a_{1}, a_{2}, a_{3}, \cdots, a_{n}$ be the successive vertices of $1^{\text {st }}$ copy of shell graph and let $b_{1}, b_{2}, b_{3}, \cdots, b_{n}$ be the successive vertices of $2^{\text {nd }}$ copy of shell graph. Let $c_{1}, c_{2}, c_{3}, \cdots, c_{k}$ be the successive vertices of path $P_{k}$ with $c_{1}=a_{1}$ and $c_{k}=b_{1}$.

There are two cases arises.
Case 1. $k$ is odd.
Assign the labels $1,2,-1,-2$ respectively to the vertices $c_{1}, c_{2}, c_{3}, c_{4}$ and assign the labels $3,4,-3,-4$ to the vertices $c_{5}, c_{6}, c_{7}, c_{8}$ respectively. Next assign the labels $1,2,-1,-2$ respectively to the vertices $c_{9}, c_{10}, c_{11}, c_{12}$ and assign the labels $5,6,-5,-6$ to the vertices $c_{13}, c_{14}, c_{15}, c_{16}$ respectively. Proceeding like this until we reach $c_{n-1}$.

Now, we assign the labels

$$
\frac{k+1}{2}, \frac{k+3}{2}, \frac{k+5}{2}, \cdots, \frac{2 n+k-1}{2}
$$

respectively to these vertices $a_{2}, a_{3}, a_{4}, \cdots, a_{n-1}$ and

$$
-\frac{k+1}{2},-\frac{k+3}{2},-\frac{k+5}{2}, \cdots,-\frac{2 n+k-1}{2}
$$

respectively to the vertices $b_{2}, b_{3}, b_{4}, \cdots, b_{n-1}$. Finally assign the label $-\frac{k-1}{2}$ to the vertex $c_{n}$.
Case 2. $k$ is even.
Assign the labels $1,2,-1,-2$ respectively to the vertices $c_{1}, c_{2}, c_{3}, c_{4}$ and assign the labels $3,4,-3,-4$ to the vertices $c_{5}, c_{6}, c_{7}, c_{8}$ respectively. Next assign the labels $1,2,-1,-2$ respectively to the vertices $c_{9}, c_{10}, c_{11}, c_{12}$ and assign the labels $5,6,-5,-6$ to the vertices $c_{13}, c_{14}, c_{15}, c_{16}$ respectively. Proceeding like this until we reach $c_{n}$.

Now, we assign the labels

$$
\frac{k+2}{2}, \frac{k+4}{2}, \frac{k+6}{2}, \cdots, \frac{2 n+k-2}{2}
$$

respectively to these vertices $a_{2}, a_{3}, a_{4}, \cdots, a_{n-1}$ and

$$
-\frac{k+2}{2},-\frac{k+4}{2},-\frac{k+6}{2}, \cdots,-\frac{2 n+k-2}{2}
$$

respectively to the vertices $b_{2}, b_{3}, b_{4}, \cdots, b_{n-1}$ and get the result.
Theorem 3.8 An ice cream graph $I C_{n}$ is pair difference cordial for $n \geq 3$.
Proof Take the vertex set and edge set from Definition 2.5. There are two cases arises.
Case 1. $n$ is even.
Assign the labels

$$
1,2,3, \cdots, \frac{n}{2}
$$

to the vertices $a_{1}, a_{2}, a_{3}, \cdots, a_{\frac{n}{2}}$ and assign the labels

$$
-1,-2,-3, \cdots,-\frac{n}{2}
$$

to the vertices $a_{\frac{n+2}{2}}, a_{\frac{n+4}{2}}, a_{\frac{n+6}{2}}, \cdots, a_{n}$. Finally assign the labels $\frac{n+2}{2},-\frac{n+2}{2}$ to the vertices
$v_{0}, v$.
Case 2. $n$ is odd.
Assign the labels

$$
1,2,3, \cdots, \frac{n+1}{2}
$$

to the vertices $a_{1}, a_{2}, a_{3}, \cdots, a_{\frac{n+1}{2}}$ and assign the labels

$$
-1,-2,-3, \cdots,-\frac{n-1}{2}
$$

to the vertices $a_{\frac{n+3}{2}}, a_{\frac{n+5}{2}}, a_{\frac{n+7}{2}}, \cdots, a_{n}$. Finally assign the labels $\frac{n+1}{2}, 1$ to the vertices $v_{0}, v$.
For illustration, $I C_{5}$ is shown in Figure 4.


Figure 4
This completes the proof.
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#### Abstract

The stenosis and non-Newtonian property of the fluid in the blood flow represent the behavior of Herschel- Buckley fluid. In a tapered tube model all the vessels which carry blood towards the tissues are considered as long, slowly tapering cones rather than cylinders. Since the blood flow consist of two regions in which one is central region, consist of concentrated blood cells and its behavior is non-Newtonian and other region is peripheral layer of plasma which represent the Newtonian behavior of fluid motion. In present paper, we have considered the flow of blood through a uniform tapered tube which obeys the Bingham fluid model and obtained the condition for the wall shear stress and pressure gradient. Further in various graphs we represent the variation of shear stress at the wall and pressure gradient with respect to suspension concentration and tapered angle over the flow rate range 0.01 to $0.1 \mathrm{cc} / \mathrm{sec}$.
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## §1. Introduction

Womersley [14] introduced the concept of a tapered tube model for blood vessel and considered that all the vessels which carry blood towards the tissues should be long, slowly tapering cones rather than cylinders. Further Charm and Kurland [4] have examined the nature of blood flow in non-uniform capillary tubes which are relatively large diameter where the influence of a marginal gap is negligible, experimental values agree well with the anticipated value. But in cylindrical tubes where the influence of a marginal gap becomes important, the calculated and anticipated values diverge unless the probable gap width based on formulas validated in straight tubes. This conditions strongly suggests that marginal layers develop in tapered tubes similar to those in straight tubes.

Oka [9] has calculated the pressure development in a non-Newtonian flow through a tapered tube and obtained the distribution of pressure through tapered tube for Power law, Bingham

[^9]body and Casson fluids. Chaturani and Pralhad [5] and Kumar and Kumar [5] have studied a steady laminar flow of blood in a uniform tapered tube by assuming blood as a polar fluid and obtained the analytical expressions for wall shear stress, pressure drop, total angular and axial velocities. Bagchi [1], Bugliarello and Sevilla [2], Chan [3], Chaturani and Palanisamy [6], Jianncing [7], Pappu and Bagchi [10], Pries and Secomb [11], Sakamoto et al. [12] and Singh and Kumar [13] have discussed the role of plasma peripheral layer on blood flow in capillaries.

In the present paper we have considered an anomalous behavior of blood flow through uniform tapered tubes and to understanding the complex rheological characteristics of blood flow we also considered Bingham blood model and obtained the expressions for the wall shear stress and pressure gradient. Further in various graphs we represent the variation of shear stress at the wall and pressure gradient with respect to suspension concentration and tapered angle over the flow rate range 0.01 to $0.1 \mathrm{cc} / \mathrm{sec}$.

## §2. The Mathematical Model

We considered a steady laminar flow of incompressible viscous non-Newtonian fluid model in a uniformly tapered tube of circular cross-section and the problem investigated under following assumptions:
(i) Taper angle is very small;
(ii) The motion is steady axisymmetric and in the z-direction;
(iii) No body forces act in the fluid;
(iv) The motion is so slow that inertia term can be neglected;
$(v)$ Pressure gradient is a function of axial co-ordinates only.
Further a section of tapered vessel is shown in Figure 1.


Figure 1. Geometry of the vessel
The radius of the tapered tube $R(z)$ is given by

$$
R(z)=R_{\theta}-z \tan \phi
$$

where $R_{\theta}$ is the tube radius at $z=0, \phi$ is the tapered angle and z the axis of the tapered tube.
2.1. Governing Equations. The governing equations in cylindrical co-ordinate system $(r, z, \theta)$, which mathematically describe the laminar flow problem of an incomressible fluid are given by the continuity equation

$$
\begin{equation*}
\frac{\partial V_{z}}{\partial z}+\frac{\partial V_{r}}{\partial r}+\frac{V_{r}}{r}+\frac{1}{r} \frac{\partial V_{\theta}}{\partial \theta}=0 \tag{2.1}
\end{equation*}
$$

and the momentum equations

$$
\begin{gather*}
\rho \frac{D V_{z}}{D t}=-\frac{\partial p}{\partial z}+\frac{\partial}{\partial z}\left(2 \mu \frac{\partial V_{z}}{\partial z}\right)+\frac{1}{r} \frac{\partial}{\partial \theta}\left[\mu\left(\frac{1}{r} \frac{\partial V_{z}}{\partial \theta}+\frac{\partial V_{\theta}}{\partial z}\right)\right]+ \\
\frac{\partial}{\partial r}\left[\mu\left(\frac{\partial V_{r}}{\partial z}+\frac{\partial V_{z}}{\partial r}\right)\right]+\frac{\mu}{r}\left(\frac{\partial V_{r}}{\partial z}+\frac{\partial V_{z}}{\partial r}\right), \tag{2.2}
\end{gather*}
$$

where $\frac{D}{D t}=\frac{\partial}{\partial t}+V_{r} \frac{\partial}{\partial r}+V_{z} \frac{\partial}{\partial z}+\frac{V_{\theta}}{r} \frac{\partial}{\partial \theta}$.
Making use of the assumptions (ii), we have

$$
\begin{equation*}
\frac{\partial}{\partial t}=0, \quad \frac{\partial}{\partial \theta}=0, \quad V_{r}=V_{\theta}=0, \quad V_{z}=V(r) \tag{2.3}
\end{equation*}
$$

Using equation (2.3) in equation (2.2), we find the equations of motion and continuity for fully developed steady viscous incompressible laminar flow under no-body forces as

$$
\begin{gather*}
0=-\frac{\partial p}{\partial z}+\frac{1}{r} \frac{\partial}{\partial r}\left(r \tau_{r z}\right),  \tag{2.4}\\
0=\frac{\partial p}{\partial r}  \tag{2.5}\\
\frac{\partial V}{\partial z}=0 \tag{2.6}
\end{gather*}
$$

where $p$ is the pressure, $V$ is the axial velocity and $\tau_{r z}=\left(\mu \frac{\partial V}{\partial r}\right)$ the shear stress normal to $r$ in $z$-direction.
2.2. Constitutive Equation. The constitutive equation for the shear stress $\tau$ and strain rate $\dot{\gamma}$ is given by

$$
\begin{equation*}
\tau=\tau_{0}+\mu \dot{\gamma} ; \quad \tau \geq \tau_{0}, \quad \text { and } \quad \dot{\gamma}=0 ; \quad \tau \leq \tau_{0} \tag{2.7}
\end{equation*}
$$

where $\tau_{0}$ is the yield stress, $\mu$ the coefficient of viscosity and $\dot{\gamma}$ the shear strain rate.
2.3. Boundary Conditions. The appropriate boundary conditions are given by

$$
\begin{align*}
& V=0 \text { at } \quad r=R(z),  \tag{2.8}\\
& \tau_{r z}=\tau_{w} \quad \text { at } \quad r=R(z),  \tag{2.9}\\
& V=V_{p} \quad \text { at } \quad r=R_{p},  \tag{2.10}\\
& \tau_{r z} \text { is finite at } r=0 \text {, } \tag{2.11}
\end{align*}
$$

where $R_{p}$ is the plug radius and $V_{p}$ the plug velocity.

### 2.4. Solution for Velocities, Volume Flow Rate and Wall Shear Stress.

(1) Velocities. Integrating equation (2.4) with the boundary condition (2.11), we get

$$
\begin{equation*}
\tau_{r z}=\frac{r}{2} \frac{\partial p}{\partial z} \tag{2.12}
\end{equation*}
$$

Making use of the equation (7) in equation (12), we have velocity equations as

$$
\begin{gather*}
\frac{d V}{d r}=\frac{1}{\mu}\left(\frac{\partial p}{\partial z} \frac{r}{2}-\tau_{0}\right) ; \quad R_{p} \leq r \leq R(z)  \tag{2.13}\\
\frac{d V_{p}}{d r}=0 ; \quad 0 \leq r \leq R_{p} \tag{2.14}
\end{gather*}
$$

The plug flow exists whenever the shear stress does not exceed yield stress. Solving equations (2.13) and (2.14) with boundary conditions (2.8) to (2.10), we get

$$
\begin{gather*}
V=\frac{\tau_{w}(z)}{2 \mu} R(z)\left[1-\frac{r^{2}}{R^{2}(z)}-2 \beta\left(1-\frac{r}{R(z)}\right)\right]  \tag{2.15}\\
V_{p}=\frac{\tau_{w}(z)}{2 \mu} R(z)(1-\beta)^{2}, \tag{2.16}
\end{gather*}
$$

where $\beta=\frac{\tau_{0}}{\tau_{w}(z)}$.
(2) Volume Flow Rate and Wall Shear Stress. The volume flow rate $Q$ is given by

$$
\begin{equation*}
Q=Q_{1}+Q_{2} \tag{2.17}
\end{equation*}
$$

where $Q_{1}$ and $Q_{2}$ are given by

$$
\begin{gather*}
Q_{1}=\int_{0}^{R_{p}} 2 \pi V_{p} r d r=\pi V_{p} R_{p}^{2}  \tag{2.18}\\
Q_{2}=\int_{R_{p}}^{R(z)} 2 \pi V r d r \tag{2.19}
\end{gather*}
$$

Now substituting the values of $V_{p}$ and $V$ from equations (2.15) and (2.16) in equations (2.18) and (2.19), we obtain

$$
\begin{gather*}
Q_{1}=\frac{\pi}{2} \frac{\tau_{w}(z)}{\mu} R^{3}(z)(1-\beta)^{2}  \tag{2.20}\\
Q_{2}=\frac{\pi}{2 \mu} \tau_{w}(z) R^{3}(z)\left[\frac{1}{2}-\frac{2}{3} \beta-\beta^{2}+2 \beta^{3}-\frac{5}{6} \beta^{4}\right] . \tag{2.21}
\end{gather*}
$$

Using equations (2.20) and (2.21) in equation (2.17), we have

$$
\begin{equation*}
Q=\frac{\pi}{4 \mu} \tau_{w}(z) R^{3}(z)\left(1-\frac{4}{3} \beta\right) \tag{2.22}
\end{equation*}
$$

in where higher order of $\beta$ are neglected.
Now from equation (2.12) and (2.22) with boundary condition (2.9), the pressure gradient
is obtained as

$$
\begin{equation*}
\frac{\partial p}{\partial z}=\frac{8 \mu Q}{\pi R^{4}(z)}\left(1+\frac{4}{3} \beta\right) . \tag{2.23}
\end{equation*}
$$

From equation (2.22) we have the shear stress at the wall as

$$
\begin{equation*}
\tau_{w}(z)=\frac{4 \mu Q}{\pi R^{3}(z)}\left(1+\frac{4}{3} \beta\right) \tag{2.24}
\end{equation*}
$$

Now using equations (2.23) and (2.24), we have

$$
\begin{equation*}
\tau_{w}(z)=\frac{R(z)}{2} \frac{\partial p}{\partial z} \tag{2.25}
\end{equation*}
$$

Therefore, by the equations (2.23) and (2.24) we obtain that the pressure and the shear stress at the wall increases when $R(z)$ decreases.

## §3. Results and Discussion

The pressure gradient and shear stress at the wall are given by the equation (2.23) and (2.25) respectively in which we observe that $\tau_{w} z$ and $\partial p / \partial z$ changes with $z$ (along the tube axis), i.e. pressure gradient and wall shear stress increases with decrease in the radius of the tapered tube. Therefore we should not take the pressure gradient to be constant. Some authors have proposed a micro polar fluid model for blood flow through a small tapered tube and have assumed pressure gradient to be constant throughout the investigation, which is not true.

We consider the radius of tapered vessel $R_{\theta}=100 \mu \mathrm{~m}$. The variation of pressure gradient and shear stress at the wall are calculated, with the help of equations (2.23) and (2.24) for the flow rate over the range 0.02 to $0.10 \mathrm{cc} / \mathrm{sec}$, for different tapered angles $\left(1^{0} \leqslant \theta \leqslant 2^{0}\right)$ and the suspension concentrations $20 \%, 30 \%$ and $40 \%$.


Figure 2. Variation of pressure gradient with flow rate for different suspension concentrations

$$
\left(Z=0.10 \mathrm{~cm}, \phi=1.4^{0}, R_{\theta}=0.01 \mathrm{~cm}\right)
$$

Figures 2, 3 and 4 show the variation of pressure gradient with flow rate for different suspension concentration, different tapered angle and different axial distance. From these Figures it is clear that pressure gradient increases with increase in axial distance, tapered angle and suspension concentration.


Figure 3. Variation of pressure gradient with flow rate for different tapered angles

$$
\left(H=4 \%, R_{\theta}=0.01 \mathrm{~cm}, z=0.10 \mathrm{~cm}\right)
$$



Figure 4. Variation of pressure gradient with axial distance for different flow rates

$$
\left(R_{\theta}=0.01 \mathrm{~cm}, H=40 \%, \phi=1.4^{0}\right)
$$

Now, Figures 5, 6 and 7 show the variation of shear stress at the wall with flow rate $Q$ for different angles, axial distances and concentrations.


Figure 5. Variation of wall shear stress with flow rate for different tapered angles


Figure 6. Variation of wall shear stress with axial distance for different flow rates

$$
\left(H=40 \%, \phi=1.4^{0}, R_{\theta}=0.01 \mathrm{~cm}\right)
$$



Figure 7. Variation of wall shear stress with flow rate for different hematocrit

$$
\left(\phi=1.4^{0}, z=0.1 \mathrm{~cm}, R_{\theta}=0.01 \mathrm{~cm}\right)
$$

From the above figures, it is clear that shear stress at wall increases with suspension concentration and tapered angles. $\tau_{w} z$ is an increasing function of axial distance. Thus, for known flow rate, the shear stress can be calculated at any point of the tapered tube. These fluid dynamics results could be very useful in understanding the vascular fluid mechanics. Now from Figures 8,9 and 10 we have, for Newtonian fluid $\beta=0$, the variation of pressure gradient with flow rate Q for different suspension concentrations, tapered angles and axial distances. We observe that the values of pressure gradient are less than those for Bingham fluid model. From these Figures, the same trends for pressure gradient are obtained as for Bingham fluids.


Figure 8. Variation of pressure gradient with flow rate different suspension concentration (Newtonian fluid with $\phi=1.4^{0}, z=0.10 \mathrm{~cm}, R_{\theta}=0.01 \mathrm{~cm}, \beta=0.0$ )


Figure 9. Variation of pressure gradient with flow rate for different tapered angles (Newtonian fluid with $H=40 \%, R_{\theta}=0.01 \mathrm{~cm}, z=0.10 \mathrm{~cm}, \beta=0.0$ )


Figure 10. Variation of pressure gradient with axial distance for different flow rates (Newtonian fluid with $H=40 \%, R_{\theta}=0.01 \mathrm{~cm}, \phi=1.4^{0}, \beta=0.0$ )

## References

[1] Bagchi P., Mesoscale simulation of blood flow in small vessels, J. Biophysics 92(6) (2007), 1858 C 1877, doi: 10.1529/biophysj.106.095042.
[2] Bugliarello G. and Sevilla J., Velocity distribution and other characteristics of steady and pulsatile blood flow in fine glass tubes, Biorheology, 7(2)(1970), 85 C 107, doi: 10.3233/BIR-1970-7202.
[3] Chan W. Y., Simulation of Arterial Stenosis Incorporating Fluid Structural Interaction and Non-Newtonian Blood Flow, Masters Thesis, RMIT University, Australia, 2006.
[4] Charm S. E. and Kurland G. S., Blood flow in non-uniform tapered capillaries tubes, Biorheology, 4(4)(1967), 175-183, doi:10.3233/bir-1967-4404.
[5] Chaturani P. and Pralhad R. N., Blood flow in tapered tube with bio-rheological spplications, Biorheology, 22(4)(1985), 303-314.
[6] Chaturani P. and Palanisamy V., Casson fluid model for pulsatile flow of blood with periodic body acceleration, Biorheology, 27(5)(1990), 619 C 630, doi:3233/bir1990-27501.
[7] Jiannong Fang and Owens R. G., Numerical simulation of pulsatile blood flow using a new constitutive model, Biorheology, 43(5)(2006), 637 C 660.
[8] Sanjeev Kumar and Sanjeet Kumar, A mathematical model for Newtonian and nonNewtonian flow through tapered tubes,Indian Journal of Biomechanics, Special Issue (NCBM 7-8) (2009), 191-195.
[9] Oka S., Pressure development in a non-Newtonian flow through a tapered tube, Biorheology, 10(2)(1973), 207-212.
[10] Pappu V. and Bagchi P., Hydrodynamic interaction between erythrocytes and leukocytes affects rheology of blood in microvessels, Biorheology, 44(3)(2007), 191-215.
[11] Pries A. R. and Secomb T. W., Resistance to blood flow in vivo, from poiseuille to the in vivo viscosity law, Biorheology, 34(4)(1997), 369-373.
[12] Sakamoto K., Sunaga R., Nakamara K. and Sato Y., Study of the relation between fluid distribution change in tissue and impedance change in during hemodialysis by frequency characteristics of the flowing blood, Annals N. Y. Acad. Sci., 873(1) (1999), 77-88, doi: 10.1111/j.1749-6632.1999.tb09452.x.
[13] Singh N. L. and Kumar J., Mathematical study of steady blood flow in narrow vessel with plasma layer near the wall, Indian Journal Theoretical Physics, 50(2002), 155-160.
[14] Womersley J. R., Method for the calculation of velocity rate of flow and viscous drug in the arteries when the pressure gradient is known, J. Physiol, 127(3)(1955), 553-563, doi: 10.1113/jphysiol.1955.sp005276.

## Papers Published in IJMC, 2023

Vol.1,2023

1. Grassmannians in the Lattice Points of Dilations of the Standard Simplex Praise Adeyemo ..... 01
2. Some New Ramanujan Type Series for $1 / \pi$ Vijaya Shankar A. I. ..... 21
3. Some Generalized Inequalities for Functions of Bounded Variation Involving Weighted Area Balance FunctionsHüseyin Budak39
4. Monophonic Graphoidal Covering Number of Corona Product Graph of Some StandardGraphs with the WheelP. Titus, S. Santha Kumari and M. Sambasivam54
5. On Skew Randić Sum Eccentricity Energy of Digraphs
H. E. Ravi ..... 62
6. Note on Full Signed Graphs and Full Line Signed Graphs Swamy, P. Khaled A. A. Alloush ..... 74
7. On Nano $\lambda \psi g$-Irresolute Functions in Nano Topological Spaces N.R.Santhi Maheswari and P.Subbulakshmi ..... 81
8. Bounds of the Radio Number of Stacked-Book Graph with Odd Paths Tayo Charles Adefokun and Deborah Olayide Ajayi ..... 87
9. On Laplacian of Skew-Quotient of Randić and Sum-Connectivity Energy of Digraphs By Puttaswamy and R. Poojitha ..... 98
10. On Line-Block Signed Graphs
Swamy, K. V. Madhusudhan and Khaled A. A. Alloush ..... 111
11. Pair Difference Cordial Labeling of Subdivision of Wheel and Comb Graphs
R. Ponraj, A. Gayathri and M. Sivakumar ..... 116
Vol. 2,2023
12. Some Common Fixed Point Theorems for Contractive Type Conditions in Complex Valued S-Metric Spaces
G. S. Saluja ..... 01
13. On the Core of Second Smarandache Bol Loops
B. Osoba and Y. T. Oyebo ..... 18
14. Trees with Large Roman Domination Number C.Sivagnanam ..... 31
15. On the M-Polynomials and Degree-Based Topological Indices of an Important Class ofGraphsShilpa H. C, Gayathri K, Nagesh H. M and Narahari N38
16. Further Results on 4-Total Mean Cordial Graphs
By R. Ponraj, S.Subbulakshmi and M. Sivakumar ..... 51
17. On Full Block Signed Graphs ..... 59
18. Pair Difference Cordial Labeling of Some Trees and Some Graphs Derived From CubeGraph
R. Ponraj, A. Gayathri and S. Somasundaram ..... 65
19. A Note on Product Irregularity Strength of Graphs Umme Salma and H. M. Nagesh ..... 74
20. Cube Sum Labeling (Taxi-Cab Labeling) of Graphs
Mitesh J. Patel and G. V. Ghodasara ..... 78
21. An Atlas of Roman Domination Polynomials of Graphs of Order at Most Six Deepak G., Manjunath N., Manjunatha R., Shashidhara J.M. and Akram Alqesmah ..... 87
Vol. 3,2023
22. Combinatorial Science-How Science Leads Humans with the Nature in Harmony Linfan MAO ..... 01
23. Some New Inequalities for N-Times Differentiable Strongly Godunova-Levin Functions Huriye Kadakal and Mahir Kadakal ..... 16
24. On Lorentzian Sasakian Space Form with Respect to Generalized Tanaka Connection and Some Solitons
Sibsankar Panda, Kalyan Halder and Arindam Bhattacharya ..... 30
25. A Note on Laplacian Coefficients of the Characteristic Polynomial of L-Matrix of a Marked Graph
B. Prashanth, K. Nagendra Naik and Rajanna K.R ..... 48
26. Pairwise Balanced Designs Arising from Minimum Covering and Maximum Independent
Sets of Circulant Graphs
Veena Bankapur, Shaikh Ameer Basha and B. Chaluvaraju ..... 57
27. Edge $C_{k}$ Symmetric $n$-Sigraphs
P. Somashekar, S. Vijay and C. N. Harshavardhana ..... 66
28. Perfect Roman Domination of Some Cycle Related Graphs Abolape Deborah Akwu ..... 72
29. On Equitable Associate Symmetric $n$-Sigraphs
K. M. Manjula, C. N. Harshavardhana and S. Vijay ..... 89
30. PD-Divisor Labeling of Graphs
K. Kasthuri, K. Karuppasamy and K. Nagarajan95
31. A QSPR Analysis for Square Root Stress-Sum Index
K.B. Mahesh, R. Rajendra and P. Siva Kota Reddy ..... 105
32. Gallai and Anti-Gallai Symmetric $n$-Sigraphs
S. Vijay, C. N. Harshavardhana and P. Somashekar ..... 110
33. Open Neighborhood Coloring of a Generalized Antiprism Graph Narahari N.S., Badekara S. and Nagesh H. M. ..... 118
Vol. 4,2023
34. *-Ricci Tensor on Generalized Sasakian-Space-Form P.G.Angadi, R.Rajendra, P.Siva Kota Reddy, G.S.Shivaprasanna, G.Somashekhara ..... 01
35. Number of Spanning Trees of Sequence of Some Families of Graphs That Have the Same Average Degree and Their EntropiesS. N. Daoud and Mohammed Aljohani14
36. A Study on Constant and Regular Hesitancy Fuzzy Soft Graphs
L.Subha lakshmi and N.R.Santhi Maheswari ..... 33
37. On Infinitesimal Transformation in a Finsler Space Rajesh Kr. Srivastava ..... 44
38. An Explicit Formula for the Number of Subgroup Chains of the Group $Z_{p^{n}} \times A_{3}$ Mike Ogiugo, M. EniOluwafe, Amit Sehgal, S. A. Adebisi and P. A. Adetunji ..... 54
39. Classification of the Defining Equations of Flag Varieties $\mathcal{F} \ell_{n}(\mathbb{C})$ Musa Makanjuola and Praise Adeyemo ..... 63
40. Further Results on Super $(a, d)$ Edge-Antimagic Graceful Labeling of Graphs P.Krishnaveni ..... 75
41. A Note on Congruences for the Sum of Squares and Triangular Numbers Sumit Kumar Jha, J. López-Bonilla, R. Rajendra and P. Siva Kota Reddy ..... 82
42. Pair Difference Cordial Labeling of Double Cone, Double Step Grid, Double Arrow andShell Related Graphs
R. Ponraj and A. Gayathri ..... 86
43. A Mathematical Modal for Bingham Flow Properties of Blood in Narrow Tapered Tube Arun Kumar Pandey and V. K. Chaubey ..... 95

## Famous Words

The combinatorial conjecture for mathematical science is not so much a mathematical conjecture name as a philosophical thought corresponding to the combinatorial notion of things, aiming at promoting human recognition of things in the universe and developing science.

By Linfan MAO, a Chinese mathematician, philosophical critic.

## Author Information

Submission: Papers only in electronic form are considered for possible publication. Papers prepared in formats latex, eps, pdf may be submitted electronically to one member of the Editorial Board for consideration in the International Journal of Mathematical Combinatorics (ISSN 1937-1055). An effort is made to publish a paper duly recommended by a referee within a period of $2-4$ months. Articles received are immediately put the referees/members of the Editorial Board for their opinion who generally pass on the same in six week's time or less. In case of clear recommendation for publication, the paper is accommodated in an issue to appear next. Each submitted paper is not returned, hence we advise the authors to keep a copy of their submitted papers for further processing.


#### Abstract

Authors are requested to provide an abstract of not more than 250 words, latest Mathematics Subject Classification of the American Mathematical Society, Keywords and phrases. Statements of Lemmas, Propositions and Theorems should be set in italics and references should be arranged in alphabetical order by the surname of the first author in the following style:


## Books

[4]Linfan Mao, Combinatorial Geometry with Applications to Field Theory, InfoQuest Press, 2009.
[12]W.S.Massey, Algebraic topology: an introduction, Springer-Verlag, New York 1977.

## Research papers

[6]Linfan Mao, Mathematics on non-mathematics - A combinatorial contribution, International J.Math. Combin., Vol.3(2014), 1-34.
[9]Kavita Srivastava, On singular H-closed extensions, Proc. Amer. Math. Soc. (to appear).
Figures: Figures should be drawn by TEXCAD in text directly, or as JPG, EPS file. In addition, all figures and tables should be numbered and the appropriate space reserved in the text, with the insertion point clearly indicated.

Copyright: It is assumed that the submitted manuscript has not been published and will not be simultaneously submitted or published elsewhere. By submitting a manuscript, the authors agree that the copyright for their articles is transferred to the publisher, if and when, the paper is accepted for publication. The publisher cannot take the responsibility of any loss of manuscript. Therefore, authors are requested to maintain a copy at their end.

Proofs: One set of galley proofs of a paper will be sent to the author submitting the paper, unless requested otherwise, without the original manuscript, for corrections after the paper is accepted for publication on the basis of the recommendation of referees. Corrections should be restricted to typesetting errors. Authors are advised to check their proofs very carefully before return.
Contents
*-Ricci Tensor on Generalized Sasakian-Space-Form
By P.G.Angadi, R.Rajendra, P.Siva Kota Reddy, G.S.Shivaprasanna, G.Somashekhara. ..... 01
Number of Spanning Trees of Sequence of Some Families of Graphs That Have the Same Average Degree and Their EntropiesS. N. Daoud and Mohammed Aljohani14
A Study on Constant and Regular Hesitancy Fuzzy Soft Graphs L.Subha Lakshmi and N.R.Santhi Maheswari ..... 33
On Infinitesimal Transformation in a Finsler Space By Rajesh Kr. Srivastava ..... 44
An Explicit Formula for the Number of Subgroup Chains of the Group $Z_{p^{n}} \times A_{3}$By Mike Ogiugo, M. EniOluwafe, Amit Sehgal, S. A. Adebisi and P. A. Adetunji54
Classification of the Defining Equations of Flag Varieties $\mathcal{F} \ell_{n}(\mathbb{C})$
By Musa Makanjuola and Praise Adeyemo ..... 63
Further Results on Super $(a, d)$ Edge-Antimagic Graceful Labeling of Graphs By P.Krishnaveni ..... 75
A Note on Congruences for the Sum of Squares and Triangular Numbers By Sumit Kumar Jha, J. López-Bonilla, R. Rajendra and P. Siva Kota Reddy ..... 82
Pair Difference Cordial Labeling of Double Cone, Double Step Grid, Double Arrow and Shell Related Graphs R. Ponraj and A. Gayathri ..... 86
A Mathematical Modal for Bingham Flow Properties of Blood in Narrow Tapered Tube By Arun Kumar Pandey and V. K. Chaubey ..... 94
Papers Published in IJMC, 2023 ..... 105


[^0]:    ${ }^{1}$ Received July 23, 2023, Accepted December 3, 2023.
    ${ }^{2}$ Corresponding author: P. Siva Kota Reddy, pskreddy@jssstuniv.in

[^1]:    ${ }^{1}$ Received September 9, 2023, Accepted December 5, 2023.

[^2]:    ${ }^{1}$ Received September 20, 2023, Accepted December 6, 2023.

[^3]:    ${ }^{1}$ Received September 9, 2023, Accepted December 8, 2023.

[^4]:    ${ }^{1}$ Received September 5, 2023, Accepted December 9, 2023.

[^5]:    ${ }^{1}$ Received July 25, 2023, Accepted December 10, 2023.

[^6]:    ${ }^{1}$ Received June 12, 2023, Accepted December 10, 2023.

[^7]:    ${ }^{1}$ Received September 30, 2023, Accepted December 11, 2023.
    ${ }^{1}$ Corresponding author: pskreddy@jssstuniv.in; pskreddy@sjce.ac.in

[^8]:    ${ }^{1}$ Received April 28, 2023, Accepted December 12, 2023.

[^9]:    ${ }^{1}$ Received July 1, 2023, Accepted December 14, 2023.

