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Abstract  

Face-on-Face interaction constitutes an integral part of the classroom atmosphere as it provides 

teachers with an opportunity to understand their students intimately. Hence, this study deals with 

attribute based double bounded rough neutrosophic set driven random forests using Gini Impurity 

based split to arrive at a decision regarding the teaching-learning efficiency. A mathematical model 

is constructed using double bounded rough neutrosophic set which is utilised to evaluate the 

expression of the students with the help of a real-time data by capturing the images of the students 

against different subjects. The decisions made are then used to fit a random forest model to 

establish inferences regarding the teaching-learning efficiency for different subjects. The 

constructed model is then validated using newly added test objects. 

.   
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1. Introduction  

“Actions speak louder than words” 

The notion that facial expressions make-up the roads leading to several significant observations, 

both psychological and physical trace back to the pioneer of facial expression detection, Paul 

Ekman [1]. Ekman, a contemporary psychologist is known well to have established the concept of 

facial expressions as a universal phenomenon. In 1973, he along with Tomkins [2], Gellhorn [3], 

Izard [4] popularised the facial feedback theory [5] put forward by James [6], almost a century 

back before the theory revolutionised psychology.  

The idea was further shaped and bettered by Buck [7] to pave the stepping stones towards 

providing much serious considerations towards facial expression detection models. The facial 

feedback theory suggests that an individual’s experience of emotions is often influenced by 

feedback from their facial movements. With increasing developments in the study of the facial 

feedback hypothesis, researchers suggest that observations play a pivotal role in contributing 

towards target affective judgements and expression manipulation [8]. Hence, it can be said that the 

excitement behind face recognition and expression analysis has successfully initiated a crossover 

between facial feedback theory in psychology and expression recognition [11,12,13,14]. 

Drawing on these conclusions, the authors have utilised the same concepts to construct a model 

that’d help derive decisions from the observations a student makes while listening to a subject and 

making judgements to manipulate their expressions and evaluate the purity of each decision made. 

The proposed model would be an extension of the attribute based double-bounded rough 

neutrosophic set [9] system for decision making wherein a random forest [10] is utilised to 

establish the purity/count of every attribute against the subject for which the image was taken. 

1. Double Bounded Rough Neutrosophic Set Driven Random Forest in Deriving Inferences 

In this section, a mathematical model is developed by combining the Double Bounded Rough 

Neutrosophic Set Theory [9] and random forest techniques to arrive at the conclusion and draw 

inferences from the decisions made for the objects present in the approximation space. 

 

 

1.1. The Double Bounded Rough Neutrosophic Set For an N-information System 

Throughout this section, there is consideration of a covering-based N-information system 

given by 𝐼 = (𝑈, 𝐴, 𝐹, 𝑁) where 𝑈 defines the universe and is a non-empty finite set of 

objects. 𝐴 signifies the non-empty finite set of fuzzy attributes defined by the mapping 

𝜇a: 𝑈 → [0,1] ∀𝑎 ∈ 𝐴 

while 𝐹 is a function defined by the mapping 𝐹: 𝐴 → 𝜌(𝑈) ∀ 𝑎 ∈ 𝐴 such that 𝐹(𝑎) ⊆
𝑈 would contain those elements of 𝑈 that possess the attribute 𝑎 with the assumption that 

𝑈 𝐹(𝑎) = 𝑈, 𝑎 ∈ 𝐴. 
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Equation 2.1.1: For every 𝑎 ∈ 𝐴 and 𝑥 ∈ 𝑋, the evaluation of 𝐹 is carried out by the 

equation given by 

𝛼i=  
(∑ (𝑤(𝑎𝑗)∗𝜇𝑝(𝑥𝑖))𝑛

𝑖=1

∑ 𝑤(𝑘
𝑗=1 𝑎𝑗)

 

𝐹(𝑎) = {𝑥 ∈ 𝑋|𝛼i ≤  𝛿} 

Here, 𝑛 denotes the number of elements in 𝑈, 𝑘 denotes the number of attributes in the 

universe, 𝑤(𝑎j) signifies the weights assigned to the attributes that lies in the range [0,1], 
𝜇(𝑝𝑖) denotes the mean of the feature points that describe the dataset, and 𝛿 signifies the 

threshold to group the attributes by making the choice of an appropriate interval spacing. 

Algorithm 2.1.1: Consider a set 𝑋 defined by 𝑋 ⊆ 𝑈. For any 𝑥 ∈ 𝑋, the neighbourhood 

function 𝑁(𝑥) could be defined by 𝑈 𝑁(𝑥) and is computed using the shortest distance by 

computing the mean algorithm [9] given by 

1. Let 𝑠 denote the object chosen and 𝑆 be the set of all objects in U 

2. This object is identified by the value it possesses against every parameter 𝑃𝑖 that can 

be represented by 𝑡. 

3. Taking the absolute difference between the 𝑡 for every 𝑠 against the mean of every 

parameter 𝑃𝑖 will be represented by 𝑏.  

4. The absolute difference between the 𝑡′ for every 𝑠′ ∈ 𝑆 against the mean of every 

parameter 𝑃𝑖 will be represented by 𝑐. 

5. Whenever the absolute difference between 𝑏 and 𝑐 is greater than a threshold, the count 

variable for every object would be incremented for every iteration.  

6. The objects in 𝑠′ whose count is greater than a chosen threshold given by 𝛿′ would be 

declared as the neighbours of the chosen object 𝑠  

Both the functions 𝐹 and 𝑁 would be constructed from the scenario or systems under 

consideration with expert knowledge and interference. Sometimes, the neighbourhood 

function could also be devised using any relation that has been observed while studying 

the data in hand amongst the elements of 𝑈. 

For any set 𝑃′ given by P’ ⊆ 𝐴 and fuzzy membership function 𝜇𝑎, a double bounded 

rough set that has three distinct elements in the set namely the lower approximation, the 

right upper approximation and the left upper approximation can be constructed. Here, the 

lower approximation set would be composed of the elements in 𝑃′ that have an 𝐼-

relationship defined with both 𝑥 and 𝑦 while the right and the left upper approximations 

would deal with the elements in P that have an 𝐼-relationship with either 𝑥 or 𝑦 [19]. 

The subset 𝑋 of 𝑈 defines the double bounded rough set 𝐷𝑅𝑆(𝑎~𝑋) as the collection of 

the lower approximation 𝐷𝑅_(𝑎~𝑋), right upper approximation 𝐷𝑅−(𝑎~𝑋) and left 

upper approximation  −𝐷𝑅 (𝑎~𝑋) of 𝑋 with respect to the attribute 𝑎. Here, the lower, left 

upper, and right upper approximations are defined by 

𝐷𝑅_(𝑎~𝑋) = 𝑁(𝐹(𝑎) ∩ 𝑁(𝑥)) 
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 −𝐷𝑅(𝑎~𝑋) = 𝑁(𝑋) ∪ (𝑁(𝐹(𝑎)) ∩ 𝑁(𝑋)) 

𝐷𝑅−(𝑎~𝑋) = 𝑁(𝐹(𝑎)) ∪ (𝑁(𝐹(𝑎)) ∩ 𝑁(𝑋)) 

Conclusively, the double bounded rough set 𝐷𝑅𝑆(𝑎~𝑋) is given by  

𝐷𝑅𝑆(𝑎~𝑋) = (𝐷𝑅_(𝑎~𝑋),  −𝐷𝑅 (𝑎~𝑋), 𝐷𝑅−(𝑎~𝑋))  

The double bounded rough set provides the definite, possible, plausible, unascertainable 

elements of 𝑋 that possess the attribute 𝑎. It must be noted that for every 𝑎 ∈
𝐴, 𝐷𝑅𝑆(𝑎~𝑋) can be achieved.  

For the set 𝑃′, assuming ∀ 𝑝 ∈ 𝑃′, define a fuzzy set 𝜇𝑃 given by the mapping 𝜇𝑃: 𝑈 →
[0,1] that provides the degree of membership of a parameter on the elements of 𝑈. 

Developing on the knowledge of indeterminacy, one can define a neutrosophic set for 

every double bounded rough set by  

𝐷𝑅 = {𝐷𝑅𝑆(𝑎~𝑋)| 𝑋 ⊆ 𝑈, 𝑎 ∈ 𝐴} 

𝐷𝑅_ = {𝐷𝑅_(𝑎~𝑋| ⊆ 𝑈, 𝑎 ∈ 𝐴} 

𝐷𝑅− = {𝐷𝑅−(𝑎~𝑋| ⊆ 𝑈, 𝑎 ∈ 𝐴} 

 −𝐷𝑅 = { −𝐷𝑅(𝑎~𝑋| ⊆ 𝑈, 𝑎 ∈ 𝐴} 

With the definitions of the DBRS established, a fuzzy set 𝜇∞: 𝐷𝑅_ → [0,1]  can be defined 

for the lower approximation, right upper approximation, and left upper approximation as 

𝜇_(𝐷𝑅(𝑎~𝑋)) = max{min(𝜇p(𝑥))}  𝑥 ∈ 𝐷𝑅_(𝑎~𝑋) 

𝜇−(𝐷𝑅(𝑎~𝑋)) = max{min(𝜇p(𝑥))}  𝑥 ∈ 𝐷𝑅−(𝑎~𝑋) 

 −𝜇(𝐷𝑅(𝑎~𝑋)) = max{min(𝜇p(𝑥))}  𝑥 ∈  −𝐷𝑅(𝑎~𝑋) 

Definition 2.1.1: To construct a double bounded rough neutrosophic set, one needs to 

handle the three fundamental functions that define any neutrosophic set namely the truth 

membership, the indeterminacy and the non-membership which are almost always 

independently related.  

A neutrosophic set takes the form  

𝑁 = {(𝑥, 𝛼𝑁(𝑥), 𝛽𝑁(𝑥), 𝛾𝑁(𝑥)|𝑥 ∈ 𝑋} 

where 𝛼𝑁, 𝛽𝑁 𝑎𝑛𝑑 𝛾𝑁 represent the three membership functions identified by the 

mapping  𝑋 →]0 − ,1 + [ which possess a sum that falls in the range defined by →]0−≤
𝛼𝑁(𝑥) + 𝛽𝑁(𝑥) + 𝛾𝑁(𝑥) ≤ 3 + [. 

A neutrosophic fuzzy set defined in the 𝑁 information space over the relation �̅�: 𝐷𝑅 →
[0,1] 𝑋 [0,1] 𝑋 [0,1]  can be given by 
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�̅�(𝐷𝑅𝑆(𝑎~𝑋)) = (𝜇_(𝐷𝑅(𝑎~𝑋)), 𝜇−(𝐷𝑅(𝑎~𝑋)), −𝜇(𝐷𝑅(𝑎~𝑋))) 

Hence, the double bounded rough neutrosophic set  �̅�(𝐷𝑅𝑆(𝑎~𝑋)) in an 𝑁-information 

system identified by 𝐼 = (𝑈, 𝐴, 𝐹, 𝑁) can be utilised to evaluate any attribute 𝑎 ∈ 𝐴 

defined for any dataset with no requirement of a training dataset to fit the model for 

validation and testing and can be given by 

Equation 2.1.2: 

𝑉(𝑎) = 2(𝑚𝑎𝑥 ((
𝑇𝑎 + 𝐼𝑎

2
) , (

1 + 𝐼𝑎 − 𝐹𝑎

2
)) − 𝑚𝑖𝑛 ((

𝑇𝑎 + 𝐼𝑎

2
) , (

1 + 𝐼𝑎 − 𝐹𝑎

2
))) 

      where   𝑇𝑎 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑠   𝜇_(𝐷𝑅(𝑎~𝑋)) 

                                𝐼𝑎 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑒𝑠  𝜇−(𝐷𝑅(𝑎~𝑋)) 

                               𝐹𝑎 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑠 −𝜇(𝐷𝑅(𝑎~𝑋)))  

Here, 𝑉(𝑎) is computed for every 𝑎 ∈ 𝐴 and the values of all the attributes for a single 

object constitute a list given by 𝑉. The final decision corresponding to the object would be 

the maximum of all the elements present in 𝑉 given by: 

𝑉 = [𝑉(𝑎1), 𝑉(𝑎2), … , 𝑉(𝑎𝑘)] 

𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑥) = max(𝑉) ∀𝑥 ∈ 𝑋 

Here, 𝑉 is a fuzzy set obtained using the attribute based double bounded rough 

neutrosophic set method defined by the function 𝜇v : 𝑉 → [0,1].   

In a similar fashion, the decision is evaluated for every object in the universe 𝑈 and the 

collection of decisions are defined by the set 𝐷 given by 

𝐷 = {max(𝑣1) , max(𝑣2) , … , max(𝑣𝑛)} 

which is then appended to a relational universe 𝑈′ that has the same number of objects as 

in 𝑈 and shares a link with the set 𝑈 that was utilised to compute the attribute values. The 

relational universe 𝑈′ would then be fit into a random forest for evaluating newly added 

objects and draw inferences 

1.2.Attribute Driven Random Forest in an N-Information System 

 

In this section, a random forest is constructed for the 𝑁-information system defined by 

𝐼′ = (𝑈  , 𝐴′). Here, 𝐴′ denotes the set of attributes that would describe the decisions made 

using the double bounded rough neutrosophic set model to generate inferences regarding 

the decisions made and evaluate a new object being added to the information system. 
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Moving forward, the set of unique decisions from the set of decisions 𝐷 that was 

constructed using the double bounded neutrosophic set model would constitute the set 𝑆 

that defines the state any element 𝑥 ∈ 𝑋 is in at any given time 𝑡 where 𝑋  ⊆ 𝑈.     

𝑆 = {𝑆1, 𝑆2, … , 𝑆m} 

where 𝑚 denotes the number of unique decisions in 𝐷.  

 

The objective of this section is to predict the state of each object and evaluate any new 

object added in the given 𝑁-information system using Random Forest Technique [18]. 

The construction of the individual decision trees that would be bagged and aggregated 

would be performed using Gini Impurity Indexing.  

 

Equation 2.2.1: For any 𝑎′ ∈ 𝐴′ and 𝑠 ∈ 𝑆, the Gini Impurity is given by the expression 

 

𝐺(𝑎′′i ) = ∑ ((𝑛𝑛
𝑗=1 j/𝑛) ∗ (1 − 𝑃(𝑎′′i|𝑠)2);  𝑖 = 1,2, … , 𝑘 

 

where 𝑛 denotes the number of elements in 𝑈.  

 

Here, 𝑃(𝑎i|𝑠) denotes the probability of the number of objects in 𝑈 possessing the attribute 

𝑎′i with respect to the decision 𝑑. The root nodes and subsequent nodes with the best split 

would then be given by: 

𝐺bestSplit = min(𝐺(𝑓1), 𝐺(𝑓2), … , 𝐺(𝑓𝑙)) 

 

With respect to the information system, the process to identify the best node from the set 

of attributes in 𝑈 by estimating the best split using Gini impurity indexing takes the form: 

 

def gini_impurity (val): 

      n = val.sum() 

      p_sum = 0 

      for key in val.keys(): 

          p_sum = p_sum  +  (val[key] / n ) * (val[key] / n )  

          gini = 1 - p_sum 

return gini 

 

Finally, the leaf node present at the maximum depth of the tree would contain the number 

of states an attribute 𝑎′ is in.  

 

In a similar fashion, several decision trees may be constructed which are then bagged i.e., 

bootstrapped and aggregated to give rise to a random forest. This attribute based 

neutrosophic rough set driven random forest model can now be utilised to validate the 

decision of any newly added object in the relational universe 𝑈′.  
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2. Application of The ADBRS Driven Random Forest Model to Draw Inferences Regarding 

the Teaching-Learning Efficiency Using Student Expressions 

Objective: To implement the attribute based double bounded rough neutrosophic set driven 

random forest model to analyse the facial expressions of students while in class with reference 

to different subjects and infer the efficiency of the teaching-learning process by evaluating the 

various expressions displayed by the object against the different subjects for which the images 

were taken and validate the decision for a newly added object.  

Data: The paper utilises real-time data for analysis by capturing the photographs of students 

while in class against four subject periods. There were 100 images in the dataset chosen with 

explicit age variation present between the different images chosen so as to increase the 

diversity in establishing the efficiency of the teaching learning process. 

Facial Key Points: An online face detector and key point marker titled makesense.ai [20] was 

employed to evaluate the feature points for determining the attributes. Since the dataset is 

relatively smaller when compared against a dataset with 1000 entries, but large enough to 

train, validate, test, and make satisfactory predictions, manual marking of the 15 essential 

facial key points was employed.  

The fifteen feature points were marked on the pivotal points of the face. These fifteen features 

were divided into their respective x and y coordinates to get 30 parameter values and would 

constitute the parameter set P.  

 

fig1: A sample to indicate how the facial points were chosen 

The fifteen facial feature points thus constructed are as follows:  

Table1: Facial Feature Points 

Point Co-ordinates Parameters 

0 (left_eye_center_x, left_eye_center_y) (P1,P2) 

1 (right_eye_center_x, right_eye_center_y) (P3,P4) 



Neutrosophic Sets and Systems, Vol.55, 2023                                                                                                                            20 

         

 
Praba B, Balambal Suryanarayanan, D.Nagarajan, Broumi Said, Analysis of Teaching-Learning Efficiency Using Attribute 
Based Double Bounded Rough Neutrosophic Set DrivenRandom Forests 
  

 

2 (right_eye_inner_corner_x, 

right_eye_inner_corner_y) 

(P5,P6) 

3 (right_eye_outer_corner_x,right_eye_outer_corner_y (P7,P8) 

4 (left_eye_inner_corner_x, left_eye_inner_corner_y) (P9,P10) 

5 (left_eye_outer_corner_x, left_eye_outer_corner_y) (P11,P12) 

6 (right_eyebrow_inner_x, right_eyebrow_inner_y) (P13,P14) 

7 (right_eyebrow_outer_x,right_eyebrow_outer_y) (P15,P16) 

8 (left_eyebrow_inner_x, left_eyebrow_inner_y) (P17,P18) 

9 (left_eyebrow_outer_x, left_eyebrow_outer_y) (P19,P20) 

10 (nose_tip_x,nose_tip_y) (P21,P22) 

11 (mouth_left_corner_x, mouth_left_corner_y) (P23,P24) 

12 (mouth_right_corner_x, mouth_right_corner_y) (P25,P26) 

13 (mouth_center_top_lip_x, mouth_center_top_lip_y) (P27,P28) 

14 (mouth_center_bottomlip_x, 

mouth_center_bottomlip_y) 

(P29,P30) 

 

The diversity of the dataset with respect to the ages of the individuals chosen could be 

presented through the following chart  

 

fig2: Age of the students vs. count: Linear and Bar Graph Representation 

Throughout this section, there is consideration of a covering based 𝑁-information system 𝐼 

defined by 𝐼 = (𝑈, 𝐴, 𝐹, 𝑁) where 𝑈 describes the universe and is a collection of the 100 

images in the dataset given by  
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𝑈 = {0,1, … , 100} 

𝐴 is the collection of the attributes given by  

𝐴 = {𝐶, 𝐵, 𝐸, 𝑆, 𝑈} 

where:  C denotes concentrating 

B denotes bored 

E denotes excited 

S denotes sleepy 

U denotes uncertainty 

The fuzzy set for 𝐴, 𝐴fuzzy is given by:  

{(concentrating, μconcentrating), (bored, μbored), (excited, μexcited), (sleepy, μsleepy

), (uncertainty, μuncertainty)} 

𝐴fuzzy= {(𝐶, 0.45), (𝐵, 0.22), (𝐸, 0.36), (𝑆, 0.54), (𝑈, 0.53)} 

Where: 

𝜇concentrating = w(concentrating) = 0.45  

𝜇bored = w(bored) = 0.22  

         𝜇excited = w(excited) = 0.36 

         𝜇sleepy = w(sleepy) = 0.54 

        𝜇uncertainty = w(uncertainty) = 0.53  

𝐹 is a function defined by the mapping 𝐹: 𝐴 → 𝜌(𝑈) ∀ 𝑎 ∈ 𝐴 such that 𝐹(𝑎) ⊆ 𝑈 would 

contain those elements of 𝑈 that possess the attribute 𝑎 with the assumption that 𝑈 𝐹(𝑎) =
𝑈, 𝑎 ∈ 𝐴. To estimate 𝐹(𝑎), the mean of each of the objects were evaluated following which 

the individual means were multiplied against the individual weights of the attributes. 

The sum of the product of the object-mean and attribute weights were divided against the sum 

of the attribute weights. The result was compared against the threshold which is the median 

of the dataset chosen. To give an idea regarding the process followed in equation 2.1.1, an 

example has been provided with respect to the first object in the dataset.  

Table2: Computation of F using 𝜶𝒊 for the first attribute 
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𝝁p(𝒙1) 𝝁p(𝒙1) 

* 

w(a1) 

𝝁p(𝒙1)  

* 

w(a2) 

𝝁p(𝒙1)  

* 

w(a3) 

𝝁p(𝒙1) 

* 

w(a4) 

𝝁p(𝒙1) 

* 

w(a1) 

∑(𝑤(

𝑘

𝑗=1

(𝑎𝑗))

∗ 𝜇𝑝(𝑥1))) 

∑ 𝑤(

𝑘

𝑗=1

𝑎𝑗) 

𝜶𝒊 

158.82 71.475 34.94333 57.18 85.77 84.18167 333.5397 2.1 155.23 

 

Similarly, the object-mean and attribute weight product was computed and its ratio against the 

sum of the attribute weights was compared against the threshold. The threshold for 𝛼𝑖 has 

been chosen to be the median of the dataset by dividing it into appropriate partitions according 

to the attribute weights.  

With these definitions, the categorisation of the 100 images in the dataset has been done into 

the five attributes chosen namely C(concentrating), B(bored), S(sleepy), E(excited), and 

U(uncertainty).  

Table3: F(a) vs A 

 

𝑁 

denotes the neighbourhood function and is more than often defined by the mapping 𝑁: 𝑈 →
𝜌(𝑈) which associates every 𝑥 ∈ 𝑈 to a subset 𝑁(𝑥) and would contain the neighbours of the 

object 𝑥. 

The neighbours of 𝑥 are then evaluated using the algorithm 2.1.1. The value of the threshold 

to declare an 𝑥𝑚 as a neighbour of 𝑥𝑛 has been calculated through thorough experimentation 

and has been decided upon as 25. The neighbours of  𝑥𝑛 are defined by 𝑁(𝑥) which is a subset 

of the universal set 𝑈.  

a F(a) 

C [0, 2, 3, 6, 13, 14, 15, 16, 17, 18, 20, 27, 39, 42, 43, 45, 46, 47, 48, 50, 

54, 56, 57, 58, 59, 60, 62, 64, 67, 68, 70, 73, 75, 77, 80, 82, 89, 92, 96, 

98, 99] 

B [7, 9] 

E [10, 11, 12, 23, 25, 38, 65, 72, 74, 78, 84, 87, 88] 

S [4, 5, 8, 26, 29, 30, 31, 32, 33, 35, 49, 51, 52, 53, 61, 63, 69, 76, 79, 81, 

83, 85, 86, 90, 91, 93, 94, 95, 97] 

U [1, 19, 21, 22, 24, 28, 34, 36, 37, 40, 41, 44, 55, 66, 71] 
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Depending on the system under study, the value of the threshold can suitably vary. To give an 

idea about the computation followed, there is consideration of the first ten images in the 

dataset. 

Table4: Neighbours of xn 

Object (xi) N(xi) 

x0 [0, 1, 6, 13, 14, 15, 16, 17, 18, 20, 27, 32, 42, 43, 48, 52, 54, 56, 

57, 59, 61, 62, 63, 64, 67, 68, 69, 70, 73, 75, 93, 94, 98, 99] 

x1 [0, 1, 2, 3, 5, 6, 14, 15, 16, 17, 18, 20, 21, 22, 24, 27, 28, 32, 35, 

42, 43, 48, 49, 50, 51, 52, 56, 57, 59, 60, 61, 62, 64, 66, 68, 69, 

70, 71, 77, 93, 94, 95, 97, 98, 99] 

x2 [1, 2, 6, 14, 15, 16, 17, 18, 27, 42, 43, 48, 54, 56, 57, 58, 59, 60, 

63, 64, 67, 68, 70, 75, 77, 85, 86, 90, 91, 95 

x3 [1, 3, 10, 11, 12, 14, 16, 18, 21, 22, 24, 27, 28, 32, 35, 48, 49, 51, 

52, 53, 56, 57, 61, 62, 64, 69, 70, 72, 93, 94, 97, 99] 

x4 [4, 53, 96] 

x5 [1, 5, 10, 11, 12, 19, 21, 22, 24, 28, 32, 33, 35, 36, 40, 44, 46, 49, 

50, 51, 53, 60, 66, 71, 72, 77, 80, 82, 93, 94, 97, 99] 

x6 [0, 1, 2, 6, 13, 14, 15, 16, 17, 18, 20, 27, 42, 43, 48, 52, 54, 56, 

57, 58, 59, 60, 61, 62, 63, 64, 67, 68, 69, 70, 73, 75, 77, 85, 86, 

90, 91, 93, 95, 98] 

x7 [7] 

x8 [8, 15, 17, 21, 22, 24, 28, 31, 45, 48, 56, 57, 60, 63, 77, 99] 

x9 [9, 38, 65] 

x10 [3, 5, 10, 11, 12, 19, 21, 22, 24, 28, 32, 33, 35, 49, 51, 53, 71, 72, 

93, 94, 97] 

 

Next, there is construction of the double bounded neutrosophic rough set to estimate the 

decisions for every 𝑥 ∈ 𝑈. As the computation of 100 images may crowd the region here, an 

image is chosen to give an illustration of the procedure.  
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figure3: Image Considered For Evaluation 

The index of the image chosen is 20. The neighbours of the chosen image, 𝑁(20) are given 

by  

{0, 1, 6, 13, 14, 15, 16, 17, 18, 20, 27, 32, 35, 42, 43, 48, 51, 52, 

 54, 56, 57, 59, 61, 62, 64, 67, 68, 69, 70, 73,75, 93, 94, 98, 99} 

After construction of the double bounded rough set using the equations given in section 3.1, 

the neutrosophic values of the image chosen are computed using the equation 2.1.2. 

𝑉(𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑛𝑔) = 0.525 

𝑉(𝑏𝑜𝑟𝑒𝑑) = 0.54 

𝑉(𝑠𝑙𝑒𝑒𝑝𝑦) = 0.525 

𝑉(𝑒𝑥𝑐𝑖𝑡𝑒𝑑) = 0.459 

𝑉(𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦) = 0.495 

Hence, the expression detected in the face is given by 

𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛(20) = max (𝑉(𝑐𝑜𝑛𝑐𝑒𝑡𝑟𝑎𝑡𝑖𝑛𝑔), 𝑉(𝑏𝑜𝑟𝑒𝑑), 𝑉(𝑠𝑙𝑒𝑒𝑝𝑦), 𝑉(𝑒𝑥𝑐𝑖𝑡𝑒𝑑), 𝑉(𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦)) 

Therefore, the expression detected is bored. 

In a similar fashion, the expressions are detected for all the images in the dataset and the 

decisions made are appended to the dataset containing the scores for the subject IDs and image 

IDs for which the images were captured. This dataset, also known as the relational dataset, 

was taken from Kaggle [21].  

By utilising the subject IDs, essential parameters like gender and age of the student, and the 

decisions made using attribute based DBRS, the following data frame was constructed.  
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Table5: Constructed data frame for the first ten entries 

StudentId SubjectId Gender Age Marks SubjectExpression 

0 A Female 16 72 excited 

1 A Male 16 69 excited 

2 B Female 16 72 excited 

3 C Female 16 74 bored 

4 D Female 16 97 attentive 

5 A Female 21 90 bored 

6 A Female 21 47 excited 

7 B Female 21 95 attentive 

8 A Female 21 76 uncertain 

9 A Male 16 71 attentive 

 

The Gini Index was computed for the attributes 𝑎′ ∈ 𝐴′ given by the list [‘SubjectId’, 

‘Gender’, ‘Age’, ‘Marks’] against the individual student expression that was evaluated using 

the formula 𝑉(𝑎) and by computing the formula 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑥) = min (𝑉) ∀𝑥 ∈ 𝑋 using the 

equation 2.2.1. 

The Gini values to estimate the root node that were obtained are as follows: 

𝐺𝑖𝑛𝑖 𝑓𝑜𝑟 𝑆𝑢𝑏𝑗𝑒𝑐𝑡𝐼𝑑 = 0.759 

𝐺𝑖𝑛𝑖 𝑓𝑜𝑟 𝐺𝑒𝑛𝑑𝑒𝑟 = 0.745 

𝐺𝑖𝑛𝑖 𝑓𝑜𝑟 𝐴𝑔𝑒 = 0.709 

𝐺𝑖𝑛𝑖 𝑓𝑜𝑟 𝑀𝑎𝑟𝑘𝑠 = 0.341 

Even though the Gini for the feature ‘Marks’ is minimum, the choice was made to construct 

a random forest using individual decision trees with the root as the feature ‘Age’ which has 

the next minimum in the list. The reason for dropping the feature ‘Marks’ and proceeding to 

construct a decision tree with the other feature lay in the lack of distinction the 

corresponding feature provided. Constructing a decision tree with a feature that has minimal 

distinction might not be the suitable solution in a system where we seek to use as many 

minimum decision trees as possible to draw the inferences.  

So, the root of the decision tree chosen would be the feature ‘Age’ with an impurity index of 

0.709 and a maximum entropy of 0.291.  The evaluation of the subsequent nodes was 
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performed in reference to the root node against the decision made. In the next depth, division 

was carried out with the Gini for Gender as 0.542 and for SubjectID as 0.531. In this 

fashion, several decision trees were aggregated and boosted i.e., bagged to give rise to a 

random forest. The tree in the forest with the most likely interference was chosen for three 

cases: The overall dataset, the 16-18 age group, and the 20-21 age group.  

The results and inferences drawn from the construction of the ADBRS driven random forest 

are presented in detail in Section 4 with an illustration of applying a new object to validate 

its decision utilising the model constructed.  

The greatest advantage of the model proposed comes down to its ability to make decisions 

without any prior knowledge of the decisions with respect to the object involved and to 

validate a newly added observation using the already existing model without the need to 

handle the photographs of the newly added object against the existing DBRNS. 

3. Results 

3.1. Data was taken from the images and the expressions of the students against different 

subject durations for which the photos were taken were computed 

Table6-1: Images and The Corresponding decisions made 

Image Values 

evaluated 

Maximum 

Value 

Expression 

Detected 

 

 

𝑉(𝐴) = 0.525 

𝑉(𝐵) = 0.525 

𝑉(𝐸) = 0.540 

𝑉(𝑆) = 0.459 

𝑉(𝐶) = 0.495 

 

 

 

𝑉(𝐸) 

 

 

 

The person is 

excited to be 

in class 

 

 

𝑉(𝐴) = 0.525 

𝑉(𝐵) = 0.525 

𝑉(𝐸) = 0.495 

𝑉(𝑆) = 0.540 

𝑉(𝐶) = 0.459 

 

 

 

𝑉(𝑆) 

 

 

 

The person is 

feeling sleepy 

in class 
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𝑉(𝐴) = 0.679 

𝑉(𝐵) = 0.555 

𝑉(𝐸) = 0.545 

𝑉(𝑆) = 0.540 

𝑉(𝐶) = 0.525 

 

 

 

𝑉(𝐴) 

 

 

 

The person is 

attentive in 

class 

 

 

𝑉(𝐴) = 0.525 

𝑉(𝐵) = 0.615 

𝑉(𝐸) = 0.495 

𝑉(𝑆) = 0.585 

𝑉(𝐶) = 0.525 

 

 

 

𝑉(𝐵) 

 

 

 

The person is 

bored in the 

class 

 

 

𝑉(𝐴) = 0.540 

𝑉(𝐵) = 0.492 

𝑉(𝐸) = 0.540 

𝑉(𝑆) = 0.525 

𝑉(𝐶) = 0.615 

 

 

 

𝑉(𝐶) 

 

 

The person is 

uncertain of 

the things 

being taught 

in the class 

 

Due to the relatively larger size of the dataset, few images have been utilised in the table 

illustrated above to give an idea about the process executed 

3.2. Construction of the individual decision trees to be bagged to draw inferences 

regarding the teaching-learning process efficiency.  

Gini Index Impurity based split was employed to construct the individual decision trees 

that constitute the random forest. The visualization of the individual decision tree has been 

done by considering the following three cases. 

Case 1: Individual decision tree for the dataset as a whole 
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fig4-1: Individual Decision Tree From The Random Forest: Without Age 

Distinction 

 

fig4-2: Distribution of the various expressions observed across the dataset against the 

subject for which the expressions were computed. 
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There is construction of individual decision tree for the dataset as a whole without age 

distinction and the inferences can be visualized using the following tree from the random 

forest which has been evaluated to be the most likely estimation. 

Inference: Across the age groups, subject A has the highest excitement levels. Subject B 

and C have comparable excitement levels and almost equal number of students who fell 

asleep in class hours. Hence, it can be concurred that special measures from the teacher’s 

side can improve the reception for both the subjects mentioned. Subject D indicates high 

boredom levels and it can be concluded that either the subject is too dry or the learning 

process isn’t efficient. 

Case 2: Individual Decision Tree for the age group 16-18 

 

fig5-3: Individual Decision Tree from the Random Forest for the age group 16-18 
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fig5-2: Distribution of the various expressions observed for the age group [16-18] 

against the subject for which the expressions were computed. 

Inference: For High Schoolers, Subjects A and D seem to have the highest count of people 

who were either bored or uncertain. Hence, it can be concurred that either the subject is 

too dry or the teaching-learning flow was inefficient. Subjects B and C, on the other, have 

higher counts of people who are attentive or bored and excited or sleepy respectively. This 

could mean that if the teacher looks into the matter, they can try and engage more people 

to like the subject.  

Case 3: Individual Decision Tree for the age group 20-21 
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fig6-1: Individual Decision Tree from the Random Forest for the age group 20-21 

 

 

 

 

fig6-2: Distribution of the various expressions observed for the age group [20-21] 

against the subject for which the expressions were computed. 
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Inferences: For University Sophomores, Subjects A and C have a minimum distribution 

with respect to the uncertainty, boredom, and sleepy faces of the student. This means that 

the teaching-learning process is efficient. Subjects B and D, on the other, have equal 

distributions of boredom, excitement, and sleepiness with respect to the student. This 

could mean that if the teacher looks into the matter, they can improve the engageability 

and interactivity of the classroom atmosphere.  

Case 4: Evaluation of a new object using the ADBNS-driven-random forest model 

Let there be addition of a new object 𝑎 given by [2,1,17,76]. The list 𝑎 is encoded, meaning 

the first index indicates that the subjectID is B (as there are four subject IDs, A, B, C and 

D, encoding them would give values of 0,1,2,3,4), the second indicates that the person is 

male (as there is presence of two sexes, male and female, encoding would give values of 

1 and 0), the third indicates that the new object’s age is 17 and the fourth index indicates 

that the person has scored 76 marks in subject B 

Decision Evaluated: The person is uncertain about the subject studied. 

Inference: The person has scored higher marks, but hasn’t had an excellent grasp of the 

subject due to his expressions of uncertainty during that period. There is a need to establish 

better learning efficiency for the student mentioned. 

4. Applications 

The model constructed is extremely advantageous in the sense that it doesn’t require prior 

information with respect to the decisions made for the dataset. With existing features, 

ADBRNS can help determine the decision and the decisions made can be utilised to both 

evaluate the impurity and draw inferences as well as fit into a classifier for training any similar 

models for future use. 

Combined with frequency estimation algorithms like Apriori, FP Growth, and ECLAT, the 

model can help teachers and schools make early estimates on students who suffer from 

attention deficiency, belong to the spectrum, or display signs of ADHD and provide them with 

the adequate help they need.  

The constructed model may also be used to approximately narrow down convicts who are 

guilty of committing a crime by simply utilising their mugshots, thereby saving the task of 

having to investigate a bigger crowd.  

5. Results 

The facial expressions of various students were detected using attribute based double-bounded 

rough neutrosophic set method. The decisions made were used against the scores of every 

student to evaluate the decision impurity and draw inferences regarding the teaching-learning 

efficiency.  

6. Acknowledgement 

 



Neutrosophic Sets and Systems, Vol.55, 2023                                                                                                                            33 

         

 
Praba B, Balambal Suryanarayanan, D.Nagarajan, Broumi Said, Analysis of Teaching-Learning Efficiency Using Attribute 
Based Double Bounded Rough Neutrosophic Set DrivenRandom Forests 
  

 

The authors thank the management and Principal, Sri Siva Subramaniya Nadar College of 

Engineering for their support and encouragement and the test subjects who enthusiastically 

agreed to let the authors use their photographs to construct the model, draw inferences, and 

helped in the successful completion of the paper. 

7. References 

[1] Ekman, P., & Friesen, W. V. (1971). Constants across cultures in the face and emotion. 

Journal of Personality and Social Psychology, 17(2), 124–129.  

[2] Shmurak, Steven H. “Demystifying Emotion: Introducing the Affect Theory of Silvan 

Tomkins to Objectivists.” The Journal of Ayn Rand Studies 8, no. 1 (2006): 1–18.  

[3] Herrando C and Constantinides E (2021) Emotional Contagion: A Brief Overview and 

Future Directions. Front. Psychol. 12:712606.  

[4] Izard, C.E. (1977). Differential Emotions Theory. In: Human Emotions. Emotions, 

Personality, and Psychotherapy. Springer, Boston, MA.  

[5] McIntosh, D.N. Facial feedback hypotheses: Evidence, implications, and directions. Motiv 

Emot 20, 121–147 (1996).  

[6] Shigeo Yoshida, Tomohiro Tanikawa, Sho Sakurai, Michitaka Hirose, and Takuji Narumi. 

2013. Manipulation of an emotional experience by real-time deformed facial feedback. In 

Proceedings of the 4th Augmented Human International Conference (AH '13). Association for 

Computing Machinery, New York, NY, USA, 35–42.  

[7] Buck, R. (1980). Nonverbal behavior and the theory of emotion: The facial feedback 

hypothesis. Journal of Personality and Social Psychology, 38(5), 811–824.  

[8] Coles, Nicholas & March, David & Ramos, Fernando & Arinze, Nwadiogo & Ndukaihe, 

Izuchukwu & Özdoğru, Asil & Aczel, Balazs & Hajdu, Nandor & Nagy, Tamás & Som, 

Bidisha & Basnight-Brown, Dana & Zambrano Ricaurte, Danilo & Alvarez, Daniela & 

Foroni, Francesco & Willis, Megan & Pfuhl, Gerit & Kaminski, Gwenaël & Ehrengarth, Tracy 

& IJzerman, Hans & Liuzza, Marco Tullio. (2020). A Multi-Lab Test of the Facial Feedback 

Hypothesis by The Many Smiles Collaboration.  

[9] B, Praba; Pooja S; and Nethraa Sivakumar. "Attribute based Double Bounded Rough 

Neutrosophic Sets in Facial Expression Detection." Neutrosophic Sets and Systems 49, 1 

(2022) 

[10] Mariana Belgiu, Lucian Drăguţ, “Random Forest in remote sensing: A review of 

applications and future directions”, ISPRS Journal of Photogrammetry and Remote Sensing, 

Volume 114, 2016, Pages 24-31, ISSN 0924-2716 

[11] S. Nikkath Bushra and K. Uma Maheswari, "Crime Investigation using DCGAN by 

Forensic Sketch-to-Face Transformation (STF)- A Review," 2021 5th International 



Neutrosophic Sets and Systems, Vol.55, 2023                                                                                                                            34 

         

 
Praba B, Balambal Suryanarayanan, D.Nagarajan, Broumi Said, Analysis of Teaching-Learning Efficiency Using Attribute 
Based Double Bounded Rough Neutrosophic Set DrivenRandom Forests 
  

 

Conference on Computing Methodologies and Communication (ICCMC), 2021, pp. 1343-

1348 

[12] M. B. Bahadure and M. A. Shah, "Recognition of face photos on the basis of sketch using 

deep CNN and transfer learning," 2019 International Conference on Intelligent Computing 

and Control Systems (ICCS), 2019, pp. 1163-1165 

[13] R. Kokila, M. S. Sannidhan and A. Bhandary, "A novel approach for matching composite 

sketches to mugshot photos using the fusion of SIFT and SURF feature descriptor," 2017 

International Conference on Advances in Computing, Communications and Informatics 

(ICACCI), 2017, pp. 1458-1464 

[14] S. Setumin, M. F. C. Aminudin and S. A. Suandi, "Canonical Correlation Analysis 

Feature Fusion with Patch of Interest: A Dynamic Local Feature Matching for Face Sketch 

Image Retrieval," in IEEE Access, vol. 8, pp. 137342-137355, 2020 

[17] Praba, B., and R. Mohan. "Rough lattice." International Journal of Fuzzy Mathematics 

and System 3, no. 2 (2013): 135-151. 

[18] Ali, Jehad & Khan, Rehanullah & Ahmad, Nasir & Maqsood, Imran. (2012). Random 

Forests and Decision Trees. International Journal of Computer Science Issues (IJCSI). 9. 

[19] Kundu, S., & Pal, S. K. (2018). Double Bounded Rough Set, Tension Measure, and Social 

Link Prediction. IEEE Transactions on Computational Social Systems, 1–13. 

[20] https://www.makesense.ai/ 

[21] https://www.kaggle.com/competitions/student-academic-performance/data 

 

 

 

Received: August 15, 2022.  Accepted: January 1, 2023 

https://www.makesense.ai/

