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Abstract

The investigation of a person’s symptoms can be evaluated through medical diagnosis to diagnose the diseases.
To medical clinicians, a large amount of data is available for diagnosis, which comprises uncertainty,
inconsistency, and indeterminacy. The field of medicine is one of the best areas of application for neutrosophic
set theory. The main intention of this article is to deal with some of the applications of neutrosophic sets and
their hybrid structures to solve medical diagnosis problems.

Keywords: Neutrosophic sets; interval valued neutrosophic sets, simplified neutrosophic sets;
medical diagnosis problem

I. Introduction

The concept of neutrosophic set theory was first developed by Smarandache [1]. Smarandache [1-2]
developed the notions of neutrosophic set (NS) and neutrosophic logic as a generalization of fuzzy
sets [3], intuitionistic fuzzy sets [4]. Certain kinds of uncertainty, such as incomplete, indeterminate,
and inconsistent information seen in the real world and not handled by fuzzy sets, as well as
intuitionistic fuzzy sets, can be easily handled by neutrosophic sets. Three independent membership
degrees characterize the concept of a neutrosophic set: truth-membership degree (T), indeterminacy-
membership degree (I), and falsity-membership degree (F).

Smarandache [5] developed the concept of a single-valued neutrosophic set (SVNS), which is a
subclass of neutrosophic sets in which the values of the three membership functions T, I, and F are in
the unit interval [0, 1]. Smarandache [6] extended the neutrosophic set to include neutrosophic
precalculus, neutrosophic calculus, neutrosophic measure, neutrosophic probability (chance that an
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event occurs, indeterminate-chance of occurrence of the event, and chance that the event does not
occur), and neutrosophic statistic (statistics that have indeterminacy) were carried out by
Smarandache [6]. Many researchers have proposed extensions to the notion of neutrosophic sets since
it was first introduced.interval-valued neutrosophic sets [7], simplified neutrosophic sets [8],
trapezoidal neutrosophic sets [9], single-valued neutrosophic hesitant sets [10], neutrosophic overset,
underset, and offset [11], bipolar neutrosophic sets [12], interval-valued bipolar neutrosophic sets
[13], single-valued neutrosophic multi-sets [14], rough neutrosophic sets [15], bipolar neutrosophic
refined sets [16] and refined neutrosophic sets [17]. All of the newly presented notions have been
thoroughly investigated, and attempts to apply them to multiple-attribute decision-making issues
and other disciplines have been explored.[18-30] contains a lot of study in this area. In clinical
medicine, medical diagnosis is critical in determining diseases based on a set of symptoms.Many
academics have undertaken studies linked to medical diagnosis difficulties in fuzzy and intuitionistic
fuzzy settings, according to the literature review [31-47]. Later, so many of the fuzzy models based
on soft sets were quickly investigated and applied to medical diagnosis issues [48-58].The purpose of
all investigations is to establish an adequate medical diagnosis method for determining whether a
patient has a specific disease. The medical diagnosis is determined in relation to a specific ailment
under certain assumptions. Due to the presence of indeterminacy data, the approaches employed to
solve the medical diagnosis problem in fuzzy environments and intuitionistic fuzzy environments
are not suitable to neutrosophic related problems.As a result, a number of methods and algorithms
for dealing with the medical diagnosis problem in a neutrosophic environment have been created.The
purpose of this paper is to show how the neutrosophic set and its hybrid structures can be used to
solve medical diagnosis issues.

The paper is organized as follows: Section 1 is introductory in nature. Section 2 deals with some
preliminary definitions that are required in subsequent sections. Section 3 gives a literature survey of
different neutrosophic models for solving a medical diagnosis problem, and Section 4 describes the
conclusions.

I1. Preliminaries

In this section, we mainly recall some notions related to neutrosophic sets, single valued
neutrosophic sets, interval valued neutrosophic sets, refined neutrosophic sets, soft sets, bipolar
neutrosophic refined sets and rough neutrosophic sets relevant to the present work. See especially [1,
2,5, 6,15,17, 48] for further details and background

Definition 2.1 [1-2]. Let X be a space of points (objects) with generic elements in X denoted by x;
then the neutrosophic set A (NS A) is an object having the form A ={<x: T,(x), I,(x), F,(x)> x €
X}, where the functions T, I, F: X—]0,1*[define respectively the truth-membership function, an
indeterminacy-membership function, and a falsity-membership function of the element x € X to the

set A with the condition:

0< T,(x)+ I,(x)+ F(x)<3 1)

The functions 7,(x), ,(x) and F,(x) are real standard or nonstandard subsets of ]-0,1*[.

Since it is difficult to apply NSs to practical problems, Smarandache [5] introduced the concept of a

SVNS, which is an instance of a NS and can be used in real scientific and engineering applications.

Said Broumi et al.,Medical Diagnosis Problems Based on Neutrosophic Sets and Their Hybrid Structures: A Survey



Neutrosophic Sets and Systems, Vol. 49, 2022 3

Definition 2.2 [5]. Let X be a space of points (objects) with generic elements in X denoted by x. A
single valued neutrosophic set A (SVNS A) is characterized by truth-membership function 7,(x), an
indeterminacy-membership function 7,(x), and a falsity-membership function F,(x). For each

pointxinX, T,(x), I,(x), F,(x) €0, 1]. ASVNS A can be written as
A=l<x T,(x), 1,(x), F,(x)>x €X) @)

0< T (x)+ I,(x)+ F(x)<3.
Definition 2.3 [6]. Let X be a space of points (objects) with generic elements in X denoted by x. An
interval-valued neutrosophic set A (IVNS A) is characterized by an interval truth-membership

function 7'4(x) = [T /ll’, T 2]} , an interval indeterminacy-membership function / 4(x) = [[ ﬁ’, I%:l ,

and an interval falsity-membership function F'4(x) = [Fj’,FU} . For each point x in X T,(x),

I,(x), F,(x) €[0,1]. An IVNS A can be written as

A={x: T,(x), 1,(x), F,(x)>x €X] (3)
In some practical situations, there is the possibility of each element having different membership,
indeterminacy and non-membership functions. For this purposeSmarandache [16] proposed the
concept of:
Definition 2. 4 [17] (neutrosophic refined sets)

Let E be a universe, a neutrosophic refined set (NRS) A on E can be defined as follows

< (T 0. T3 000 TE (0), (1, (00, T4 (0., TH (),

(FY (%), F3(x),... FE (%))

(4)

where T4(0, T30, TH () E —[0,1], 140,15, T (x):E >[0,1]and
Flx), F2(x),... FP (x): E —[0, 1] such that
A ) A ERAAE) A . ’

0< Th(x)+ I'y(x)+ Fi(x)<3(i=1,2,3,...,p)

Definition 2.5 [48] soft sets

Let U be an initial set and E be a set of parameters. Let P(U) denote the power set of U, and let A —
E. A pair (F, A) is called a soft set over U, where F is a mapping given by F: A— P(U).

Definition 2.6 [16] bipolar neutrosophic refined sets

Let E be a universe, A bipolar neutrosophic refined set (BNRS) A on E can be defined as follows
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<n (TR 0,5 ) TEH (0,7 (0,7 (0, TR (1),

A= 0.5 ) 01 (001 (0, 1))

(B (00, F2 T (00 FE (x), FL (0, FS (00 FE(x)) >t X

©)

Where
+ — — i
(T T @ TH (0. T (0,75 (0,0 TR ()1 B 10,1,
A ®), 5 ), 7T (%), 1 (%), 15 (X),..., 157 (x)): E =0, 1] and
(F} (%), F5" (%),... F2* (%), Fy (%), F; (%),..,F2"(x)): E —[0, 1] such that 0< Ti(x)+ I,(x)+ Fi(x)<3
(i=1,2,3,...,p)
(T4 (T (s TV ), Ty (), T (), T (X)) (6) (1 (0, 137 (%), s 12 (00,117 (30,15 (00 17 ()
()

FL 0, F5 (0, FA (00, FL (0, F3™ (%), FE ™ (%) ®)

is the truth membership sequence, indeterminacy membership sequence and falsity membership
sequence of the element, x respectively. Also, P is called the dimension of BNR-set. The set of all
bipolar neutrosophic refined sets on E is denoted by BNRS(E).

Definition 2.7 [15] rough neutrosophic sets.

Let Z be a non-null set and R be an equivalence relation on Z. Let P be a neutrosophic set in Z with

the membership function 7T, indeterminacy function /,and non-membership function F). The
lower and the upper approximations of P in the approximation (Z, R) denoted by N(P) and
N(P) are respectively defined as follows
<<x,TN(p)(x),I]i(p)(x),FN(p)(x)> /ze [x]R ,X € Z>

<<x, W(P)(x),IN(P)(x), FN(P)(x)> /ze [x]R ,X € Z> )

Where  Typ)(x) = A, Tp(z) €[ x] x o v =A0p(2) e [x] e Fvp () =AFp2)e [x] P
B py (0 =V Tp(2) e[x], , L5y () =V Ip(2) elx], Fyjpy(0) =V.Fp(2) € [x], So

0 <supTyp)(x)+suplyp(x)+supFyp) (x) <3 and 0<sup TN(P) (x)+ supIN(P) (x)+ supFW(P) (x)<3
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And Aand v denote “min” and “max” operators respectively, T,(z) , Ip(z) and Fp(z) are the

membership, indeterminacy and non-membership of Z with respect to P.

Thus NS mapping N ,N: N (Z) > N(Z) are, respectively, referred to as the lower and upper

rough neutrosophic approximation operators, and the pair ( N(P), N(P)) is called the rough

neutrosophic set in Z.

III. REVIEW OF LITTERATURE

In this section, medical diagnosis under different neutrosophic hybrid environments is discussed
since the medical field seems to be the most suitable for its applicability. Researchers concerned with
neutrosophic sets have found that they needed to be developed for solving complex problems that
occur most often in medical diagnosis. Some methods are as below:

3.1 Medical diagnosis using the single valued neutrosophic environment.

To achieve better results, Ansari et al. [59-60] introduced neutrosophic logic into the medical arena.
Kharal [61] expanded Sanchez's method of medical diagnosis to neutrosophic sets. The proposed
approach of diagnosis allows the decision maker to attribute ambiguous notions to degrees of
satisfiability, non-satisfiability, and indeterminacy of symptoms. Shahzadi et al.[84] developed two
algorithms for medical diagnosis based on distance and similarity measures in a neutrosophic
environment, and discovered that the results achieved using the suggested technique are identical to
those obtained using normalized Hamming and normalized Euclidean distance. Kharal [62]
suggested a multi-criteria decision-making system based on further extensions of neutrosophic sets
(MCDM).The mathematical aspects of the approach, as well as the vis neut-MCDM algorithm, are
investigated. The algorithm of viz. neut-MCDM is provided, along with some noteworthy
mathematical aspects of the method. The suggested method provides the MCDM community with
the principles of neutrosophic set theory. With the use of the neutrosophic membership values of
truth, indeterminacy, and falseness, De and Mishra [63] proposed a novel technique of decision
making. The major goal was to come to a reasonable conclusion about the illness of a patient who
was suffering from a condition utilizing neutrosophic notions. Sanchez's approach of medical
diagnostics in the arena of fuzzy neutrosophic composition relations was examined by Jenny and
Arockiarani [64]. The steps of proposed algorithm are as follows

Step 1: Determination of symptoms of the patients .i.e. the relation Q(R — S) between the patients
and symptoms are noted.

Step 2: The medical knowledge relating the symptoms with the set of diseases under consideration
are noted in table II i.e. the relation of symptoms and diseases R(S — D) are given.

Step 3: Compute the composition relation of patients and diseases T (P — D). Using the membership

function given by

ur(pid) = VS[#Q(PiaS)/\ﬂR(Sad)]r (10)

se

the indeterminacy membership function given by vr(pj,d)= v [VQ (pj,8) AVR(s,d )}
seS

(11)

and non- membership function given by
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or(pixd)= A | @(pis)vp(s,d) | (12
ses
and noted in Table III.

Step 4: Compute the value function using the
V) =pg+(1-vg)-wy (13)

for Table III and is given in Table IV.
Step 5: Compute the score function for the table III using the

82 = 1 —vioy (14)

and it is given in Table V.

Step 6: The higher the score, higher is the possibility of the patient affected with the respective
disease.

Ye [65] later produced the tangent function-based similarity measure for SVNSs and the weighted
tangent similarity measure for SVNSs, which were introduced by first assessing the relevance of each
element and then investigating their features.

The author developed a multi medical diagnosis technique based on the proposed similarity measure
and weighted aggregation of multi-period data.

The diagnosis steps are given as follows:

Stepl: Compute the similarity measure between a patients P, and the considered Diseases

D,(i =1,2,...,n)in each period ¢, (k =1,2,...,q) by the following formula:

TWl (PS’tk) =

. ] (15)
1= 8 tan] 2 (o =y 100 1+ - 5 |

=

Steps 2: Obtain the weighted aggregation values of M T; (Py) = % T, W; (Pg, 1) ox(ty)
k=1

(16)

Steps 3: Obtain a proper diagnosis for the patient P, according to the maximum weighted

aggregation value.

Step 4: Last step.

According to [69], the multi-period medical diagnosis method is superior to the single-period medical
diagnosis method because the latter can be difficult to give a proper diagnosis of a specific patient
with a specific disease in some situations, whereas the former must examine the patient over multiple
periods and take into account the weighted information aggregation of multiple periods in order to
reach a proper conclusion for the patient.

The concept of fuzzy ontology was expanded to neutrosophic ontology by Bhutani and Aggarwal
[66].0n the appendicitis dataset, the authors used Fuzzy Ontology and Neutosophic Ontology.
Furthermore, the authors determined that categorization using neutrosophic ontology, as opposed

to fuzzy ontology, produces more practical findings because it divides data into appendicitis, non-
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appendicitis, and uncertainty classes.
Prem Kumar Singh [67] has recently explored how the features of the three-way fuzzy idea lattice
and neutrosophic graph presented by Broumi et al [28] can be used to analyze uncertainty and
ambiguity in medical data sets. Using the vertices and edges of a neutrosophic graph, this study gave
a precise description of medical diagnosis difficulties. Furthermore, using neutrosophic graphs and
component-wise Godelresiduated lattice to enrich the knowledge, three-way fuzzy concept creation
and hierarchical order visualization in the idea lattice are provided. The proposed method is also
used to examine the multi-criteria decision-making process in one application.

3.2 Medical diagnosis under the interval neutrosophic environment.
The notion of interval neutrosophic linguistic numbers (INLNs) was developed by Ma et al. [68], and
certain related properties were examined.The authors selected medical therapies based on interval
neutrosophic linguistic information using interval neutrosophic linguistic prioritized harmonic.
In addition, the authors conclude that interval neutrosophic linguistic numbers can be utilized to
analyze information more successfully than fuzzy sets during the medical treatment selection
process.
3.3 Medical diagnosis under the simplified neutrosophic environment.
Ye [69] proposed an improved cosine similarity measure of simplified neutrosophic sets (SNSs) based
on the cosine function, including single-valued neutrosophic cosine similarity measures and interval
neutrosophic cosine similarity measures, to overcome some of the shortcomings of existing cosine
similarity measures of SNSs.
The author then presented a medical diagnosis approach for solving medical diagnosis problems
utilizing simplified neutrosophic information based on improved cosine similarity measurements.
To demonstrate the efficacy and rationale of the increased cosine similarity measures-based diagnosis
technique, two medical diagnosis challenges were supplied.
3.4. Medical diagnosis under the neutrosophic refined environment.
Broumi and Smarandache [70] examined some of the basic properties of a new distance measure
between neutrosophic refined sets based on the extended Hausdorff distance of a neutrosophic set.
A medical diagnosis problem is solved using the extended Hausdorff distance or similarity
measurements.
Broumi and Smarandache [71] extended the enhanced cosine similarity measure of single-valued
neutrosophic sets provided by Ye [21] to neutrosophic refined sets, and investigated some of their

basic features.

Said Broumi et al.,Medical Diagnosis Problems Based on Neutrosophic Sets and Their Hybrid Structures: A Survey



Neutrosophic Sets and Systems, Vol. 49, 2022 8

Furthermore, using the formulas below, the concept of similarity is applied to medical diagnosis

CNRS(4,B) =
00~ Thxp)|+ 1 xi) - )
problems: | 1 +Fﬁ(xi)_Fé(Xi) 17)
—zp_l —Z._lcos
p J= nT=E 6

Mondal and Pramanik [73] suggested a tangent similarity measure for the neutrosophic refined set,
and some of the features of tangent similarity measures were investigated. A tangent similarity
measure of single-valued neutrosophic refined sets is a variant of the tangent similarity measure of
single-valued neutrosophic sets. The proposed refined tangent similarity measure of single-valued
neutrosophic sets is applied to solve a problem in medical diagnosis.
The notion of neutrosophic refined sets (NRS) has been used in medical diagnostics by Deli et al. [14].
The symptoms of each disease can be used to determine the distance and similarity of each patient to
that disease.The suggested technique is unusual in that it takes into account multi-membership,
indeterminacy, and non-membership.There may be some inaccuracies in diagnosis if you only do a
one-time inspection.As a result, in the multi-time inspection procedure, obtaining samples from the
same patient at different periods yields the most accurate diagnosis.
3.5 Medical diagnosis under the bipolar neutrosophic refined environment
Deli and ubas [16] proposed the concept of a bipolar neutrosophic refined set, and further research
was conducted into some of the basic properties of this bipolar neutrosophic refined set that
generalize the fuzzy set, fuzzy multiset, bipolar fuzzy set, intuitionistic fuzzy multiset, and
neutrosophic multisets. Two bipolar neutrosophic refined sets are compared using the score certainty
and accuracy functions.Using bipolar neutrosophic refined sets, a new algorithm for solving a
medical diagnosis problem was developed.
Ngan et al.[94] established a new distance measure based on the H-max distance measure of
intuitionistic fuzzy sets and single valued neutrosophic sets, and then used the H-max distance
measure of bipolar neutrosophic sets to introduce a technique of medical diagnosis.

3.6 Medical diagnosis under the single valued neutrosophicmultisets environment.
As a generalization of intuitionistic fuzzy multisets (IFM), Ye et al. [74] proposed a new theory of
single-valued neutrosophic multisets (SVNMS), combining the concepts of single-valued
neutrosophic sets with the theory of multisets. Then the dice similarity measure between SVNMs is
discussed, and then the same measure is applied to medical diagnosis problems.
A generalized distance measure and similarity measures between single-valued neutrosophic
multisets (SVNMs) were proposed by Ye et al. [75]. Then the similarity measures obtained in the
process are applied to a medical diagnosis problem with incomplete, indeterminate, and inconsistent
information. The diagnosis method deals with the diagnosis problem with indeterminate and

inconsistent information, which cannot be handled by the diagnosis method based on intuitionistic
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fuzzy multisets (IFMs).

The notion of SVNMS is redefined by Chatterjee et al. [14] and several set theoretic and algebraic
operations on SVNMS are also discussed. Distance and similarity measures between two single-
valued neutrosophic multisets were introduced, and single-valued neutrosophic multisets were used
to solve medical diagnosis problems.

Samuel et al. [85] used cosine logarithmic distance among single-valued neutrosophic sets to
investigate relationships between sets of symptoms found in patients and sets of diseases affecting
patients.

In another work, Samuel et al. [86] provided a new approach called the tangent inverse similarity
measure by using single-valued neutrosophic sets and applied this newly introduced technique to
diagnose which patient is suffering from which disease.

3.7 Medical diagnosis under the rough neutrosophic set environment.

Medical diagnosis necessitates a great deal of data from modern medical technologies, and this data
is sometimes partial and inconclusive due to the complexities and ambiguity of disease symptoms.
A rough neutrosophic set has been shown to be effective in dealing with medical diagnosis, which
often comprises of imperfect and partial information.

Pramanik and Mondal [76] defined a rough cosine similarity measure between two rough
neutrosophic sets and investigated some of their basic features.

The following formula was used to apply these notions to a medical diagnosis problem:
CRNS(4,B) =

lzlﬂ:l
" OT AN + G4 + G AP O 5i) + (515570 + (0T p(x7))

ST 4(5)0T(x})+ 51 4 (x))51 (%) + SF 4 (x))5FB(x}) (18)

2

Where 5TA(Xi)—(Wj’ ‘SIA(XI'):[WW] )

SF 40x) = [FA(Xi)+FA(Xi)j

2

Pramanik and Mondal [77] established a rough cotangent similarity measure between two rough
neutrosophic sets. In 3D-vector space, the concept of a rough neutrosophic set is used as a vector
representation.The upper and lower approximation operators, as well as the pair of neutrosophic
sets, are used to represent the rating of all elements in a rough neutrosophic set, which are
characterized by truth-membership degree, indeterminacy-membership degree, and falsity-
membership degree.

Cotangent similarity was used to solve a medical diagnosis challenge by the author. Pramanik and
Mondal [78] introduced more rough dice and Jaccard similarity measures for rough neutrosophic
sets, as well as some of their basic features.

The following notions were then applied to a medical diagnosis problem, and an algorithm was
created to analyze the situation as follows:

Step1: Determination the relation between patients and symptoms

Step 2: Determination of the relation between Symptoms) and Diseases.
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Step 3: Determination the relation between patients and Diseases

DICpns(4,B)=

Tsn 20T 4(x;)0T(x;) + 01 4 (%) 1 p(x;) + SF 4 (x;)SFB ;) (19)

n =l 2 2 2 2 2 2
[<5TA(X,>> + (61,402 + (OF (x7) H(Mg(x,» +(61505)2 +(6Fp(x7) }

JACRNS(A4,B) =
{5TA(X1')5TB(X1') +01 4(x;)01g(x;)+ 5FA(X1')5FB(X1')}
| GTAC? +(BLaC) +(BFa(xi))” |+ 20)

1 n
il

[(5T3<xl~>)2 + (1) + (5F3(x,~)>2] -

[6T 4(x;)STp(x;)+ 61 4(x;)S1 g(x;) + SF 4(x;)SFpB(x;)]

Step 4: Ranking the alternative

The major feature of these proposed approaches is that they take a single time inspection to diagnose
the truth, indeterminate, and false membership of each element between two approximations of
neutrosophic sets.

The order function of rough neutrosophic sets is proposed in [87], and this method is then applied in
the field of medical diagnosis to determine the sickness affecting the patient in question.

In [88] the authors proposes and discusses tangent logarithmic distance and cosecant similarity
metrics between rough neutrosophic sets, as well as some of their features.

Following then, the use of this technology in medical diagnostics was discussed.Alias et al. [90]
proposed a distance-based similarity measure for approximate neutrosophic sets as a means of

medical diagnostics.

In [91], Olgun et al. presented 2-additive choquet similarity measures for multi-period medical
diagnosis in single-valued neutrosophic set settings.

Ye et al. [92] introduced a generalized distance measure and similarity measures between single-
valued neutrosophic multisets. This method of distance-based similarity measure of single-valued
neutrosophic multisets is then applied in medical diagnosis to find which patient is suffering from
which type of disease.

Habib et al. [93] presented a single-valued neutrosophic decision-making model for medical
diagnosis.

3.8 Medical diagnosis problems under the neutrosophic soft sets

The concept of a neutrosophic soft matrix was introduced by Basu and Mondal [79]. (NS-Matrix).
Different forms of NS-Matrices were also discussed, as well as numerous operations. To handle
neutrosophic soft set-based real-life group decision-making problems, a new methodology termed
the NSM-Algorithm based on certain of these matrix operations was introduced. The NSM-
Algorithm created can be used to solve problems with disease diagnosis based on a variety of

symptoms.
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Mukherjee and Sarkar [80] introduced a new approach for determining the degree of similarity and
weighted similarity between two neutrosophic soft sets, as well as some features of the similarity
measure.Similarity measures were used to construct further algorithms for pattern identification
problems in neutrosophic soft sets.The proposed method can be used in a variety of situations, such
as determining whether or not a sick person with obvious symptoms is suffering from cancer.

The following steps are required for the proposed algorithms.

Step1:Construction of NSS(s) A/, (i=1,2,3....... ,n)as ideal pattern(s).

Step2:Construction of NSS(s) A;I‘/ G=1, 2, 3...... , m) for sample pattern(s) which is/are to be

recognized.
Step3: Compute the similarity measure between NSS(s) for ideal pattern(s) and sample pattern(s)

using the following formulas:
Sim(Ny,Np) =

U [3fm e p =T el i e - vy (sideef | @

3mn =17/ ~{F (5 e )= Fivy (i) )

WSim(N1,Np) =

3 [T (ki) ) - Ty (ki )e )| [T (ki) = vy idee )| 22)

1 n m
3m X2 J=1"i

[y (xi)e )= Fvy (i)
Where w; €[0,1] .

Step 4: Consider sample pattern(s) under certain predefined conditions.
If the measure of similarities between the two NSSs considered is greater than or equal to 0.75 then
the ill person is possibly suffering from the diseases.

For fuzzy neutrosophic soft sets, Sumathi and Arockiarani [81] developed various types of matrix
operations. Furthermore, using fuzzy neutrosophic matrices, a composition approach for creating the
decision matrix for medical diagnosis is described.

The proposed method is composed of the following steps:

Step1: Input the fuzzy neutrosophic sets (F, S) over P (the set of m patients) where F is a mapping F:
S — FNS(P) gives a collection of an approximate description of patient symptoms and (G, D) over
S (the set of n symptoms) where G is a mapping G:D — FNS(S) gives a collection of an approximate

description of disease and their symptoms. In addition, find their corresponding fuzzy neutrosophic

soft matrices A and B.
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Step2: Compute max-min composition 4* B and max-min average composition Ay B of fuzzy

neutrosophic soft matrices A and B.

Where A* B =

max 4 min TA T ,max < min IA I )
j Jjk Jjk

J
) (23)
. A B
min me}x|:F;J ij]
J
Ay B =
A B A B A B
77T I -1 F5r - F,
max d _F "k - max UT]k _min UT]k (24)

Step3: Compute the score matrix S for 4 * B and Ay B using the following formulas:

i S1=T;—1;-F;

Step4: Identification of the maximum score S for each patient 5. Conclude that the patient P is

suffering from disease D .

With the goal of developing an expert system for patient diagnosis, Arockiarani [82] presented the
concept of fuzzy neutrosophic soft relations and the new score function. Some novel methodologies
and measures, such as hamming distances and similarity measures, have been proposed, and their
properties are now being investigated. A decision-making system based on similarity measures is
developed. The author next proceeds through the concept of mappings on fuzzy neutrosophic soft

sets and their characteristics.

Later, Celik [83] suggested a new method for medical diagnosis based on fuzzy neutrosophic soft sets
and established a mechanism for determining which patient has which illness.

Jafar et al. [89] employed neutrosophic soft matrices and their complements to determine which
patient was more likely to have which disease.

As an expansion of the neutrosophic soft matrix, Debnath [92] presented the notion of an interval
neutrosophic soft matrix and studied various algebraic operations.In addition, utilizing an interval
neutrosophic soft matrix, a new method to group decision-making problems has been proposed.
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IV. Conclusions

A medical diagnosis is the process of identifying diseases based on a person’s symptoms. To medical

clinicians, a large amount of data is available for diagnosis, which comprises uncertainty,

inconsistency, and indeterminacy. This paper emphasizes the use of neutrosophic sets and some of

their hybrid structures for medical diagnosis problems, with the expectation that they will provide

an effective method of diagnosing problem.
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Abstract: In this paper we introduce the notion of neutrosophic fuzzy bitopological ideals. The
concept of neutrosophic fuzzy pairwise local function is also introduced here by utilizing the
neutrosophic quasi-coincident neighbourhood (i.e. Nq —nbd) structure in a neutrosophic fuzzy
topological space. As well as, the concepts of neutrosophic fuzzy bitopologies and several relations
between different neutrosophic fuzzy bitopological ideals have been explored.

Keywords: Neutrosophic Fuzzy Bitopological Space; Neutrosophic Fuzzy Ideals; Neutrosophic

Fuzzy Pairwise Local Function.

1. Introduction: The concept of neutrosophic fuzzy sets and neutrosophic fuzzy set operations
was first introduced by Florentin [17]. Subsequently, Salama defined the notion of neutrosophic
fuzzy topology [1]. Since then various aspects of bitopological spaces were investigated and
carried out in neutrosophic fuzzy by several authors. The notions of neutrosophic fuzzy ideal
and neutrosophic fuzzy local function were introduced and studied in [2-8]. Salama was the first
researcher who initiated the study of neutrosophic fuzzy bitopological spaces where a
neutrosophic fuzzy set equipped with two neutrosophic fuzzy topologies is called a neutrosophic
fuzzy bitopological space. Concepts of the neutrosophic fuzzy ideals and the neutrosophic fuzzy

local function were introduced and studied in [9-13]. The purpose of this paper is to suggest the
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neutrosophic fuzzy ideals in neutrosophic fuzzy bitopological spaces. The concept of
neutrosophic fuzzy pairwise local function is also introduced here by utilizing the Ng-
neighborhood structure [20], for more details of these concepts and other concepts, the readers

can return to [14-19, 20,21].

2. Preliminaries
Throughout this paper, by (X, 71,72 ) we mean a neutrosophic fuzzy bitopological space (nfbts in
short) in the sense of Salama [6]. A neutrosophic fuzzy point in X with support x € X and the value
E<g, 65> (0<e<1)isdenoted by xe =< g, &, ;3 > [9]. A neutrosophic fuzzy point x¢ is said to be
contained in a neutrosophic fuzzy set pu =<y, ty, us3 > €I* iff & < p and this will be denoted by

xeinp [ 9] . For a neutrosophic fuzzy set u in a nfbts (X,71,7,), 1, — Ncl(u), 1, — NInt(u),i €

{1,2}, and pu° will respectively denote closure, interior and complement of u The constant

neutrosophic fuzzy sets that taking the values 0 and 1 on X are denoted by Oy, 1y respectively. A
neutrosophic fuzzy set u in nfts issaid to be neutrosophic quasi-coincident [9] with a neutrosophic
fuzzy set n =< ny,1,,13 >, denoted by u Nq 7, if there exists x in X such that u(x) + n(x) > 1.
A neutrosophic fuzzy set v =<wy,v,,v;> in a nfts(X,7) is called a Nq—nbd [1,9] of a
neutrosophic fuzzy point xe iff there exists a neutrosophic fuzzy open set pu such that xe Nqu v
we will denoted the set of all Nq —nbd of xe in (X,7) by N (X,7). A nonempty collection of
neutrosophic fuzzy sets L of a set X may be called neutrosophic fuzzy ideal [16,8,13] on X iff
()puin Land n € p = ninL (heredity),

(i) pinLandn in L > pVn in L (Finite additivity).

The neutrosophic fuzzy local function [8] u* € (L,7) of a neutrosophic fuzzy set [ may be the union

of all neutrosophic fuzzy points xe such that if vin N (xe) and p =< p;, p,, p3 > in L then there is
atleastone r in X for which v(r) + u(r) — 1 > p(r). For a nfts (X,t) with neutrosophic fuzzy ideal
Lncl*(u) = uvyu* " [8,16] for any neutrosophic fuzzy set u of X and t*(L) be the neutrosophic
fuzzy topology generated by ncl* [16].

3. Neutrosophic Fuzzy Pairwise Local Functions.
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Definition 3.1. A neutrosophic fuzzy set p =<, H,, 1z > in a nfbts (X,1;),i€{1,2} is called
neutrosophic Pairwise Quasi-coincident with a neutrosophic fuzzy set n =<n4,1,,73 > and is
denoted by P(u Nq 1), if there exists xeX such that, either type 1 conditions satisfy, p, (x) +n,(x) >
1,1, +n2(x) >1 ,p,(x) +n3(x) < 1. Or type 2 conditions satisfied, p, (x) +n:(x) > 1 ,p,(x) +
(X)) <1 ,1,(x)+n;x) <1

It is obviously that for any two neutrosophic fuzzy sets p and n, NP(uNqn) is identical to
NP(n Nq ).
Definition 3. 2. A neutrosophic fuzzy set p =<y, Uy, Uz > in a nfbts (X,1;),i€{1,2} is called
neutrosophic pairwise quasi-neighborhood of the point x.¢ ¢ ¢.» if and only if there exists a
neutrosophic fuzzy t;-open, ie{1,2} set p =< p;,p,,p3 > such that x.¢ ¢, .5 Ngp S pn. We will
denote the set of all pairwise Nq —nbd of X ¢ ¢,c.> in (X,7;),i€{1,2} by P(x<51,52_53>,‘ri), ie{1,2}.
Definition 3.3. Let (X, 7;),i€{1,2} be a nfbts with neutrosophic fuzzy ideal L on X, and p=<
Hi, Mz, Mg > in 1y. Then the neutrosophic fuzzy pairwise local function NPp*(L, t;),1€{1,2} of p =<
Hq, Mz, M3 > is the union of all neutrosophic fuzzy points X.¢, ¢, ¢.> such that for p =<p;,p, p; >
in NPN(X<51'52'53>, ‘Ei), ie{1,2} and Ain L then there is at least one rinX for which p, (r) + p; (r) — 1 >
AT, p,(0) + (1) =1 >A), py(1) +p3() =1 <A(r) or p, (1) + (1) — 1> A1), p,(r) +pp(r) -
1<A@), py(0) +u3(r) =1 <A(r) where NPN(xcg, ¢, 6.5, 1;),i€{1,2} is the set of all Nq —nbd of
X<g, 665>+ Lherefore, any Xcg e, .5 & NPU'(L, 7)), ie{1, 2}(for any X<g,,6,65> € W (any neutrosophic
fuzzy set) implies hereafter, x.¢, ¢, c,> maybe not contained in the neutrosophic fuzzy set y, i.e. x <
E1,E5,E3>> NP (x), p=<Wy,Hy,Hs > (x) implies there is at least one p in NPN(X<51,52,53>,TL-)
such that for every rinX, p,(r) + p(r) =1 <A@ , p,(r) + (1) =1 <A, p,(0) +ps(®) —1>
A(r), for some AinL. We will occasionally write NPu*or NPp*(L) for NPu*(L,t;).We define P*-
neutrosophic fuzzy closure operator, denoted by Npcl® for fuzzy bitopology t*;(L)finer than t; as
follows: Npcl*() = uvV NPp* for every fuzzy set p=<py, i,z > on X. When there is no
ambiguity, we will simply write the symbols NPp*and t*; for NPp*(L, T;)and (L), respectively.
Definition 3.4. Let (X,T;),1€{1,2} be a nfbts with neutrosophic fuzzy ideal L on X, a neutrtosophic

fuzzy pairwise local function NPu*(L, T, V T,),1€{1,2} of p =<, l,, 1z > in 1y is the union of all
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neutrosophic fuzzy points X.¢ ¢,e,> such that for p=<p;,p,; p3 > in NPN(Xcg, 6, 6.5, Ti) and
Ain L. Then there is at least one r in X may be for two types which:

typel, p,(®) + 1 (D) = 1> A1), p, () + (@) — 1> A, py () + () — 1 <A,

type2, p, () + (M) — 1 <AW), p,(0) + 1e() — 1 < AW, p, () + s (¥) — 1> A(H),

where NPN(xcg, ¢, ¢,> Ti) is the set of all Nq—nbd of x.¢ ¢, .5 in Ty VT (Where 1, VT, is the
neutrosophic fuzzy topology generated by T4, T, .

Example 3.1. One may easily noticed

i- Consider L = {0y}, then NPu*(L, 1) =1 — Ncl(u =<, Uz, U3 >), for any p=<py,Hy, 3 >€
1y, i{1,2}.

ii- Consider L = {1y}, then NPp*(L, t;) = Oy, for any p =< py, H,, 13 > € 1y,i{1,2}.

Note 3.1. In a nfbts (X, 1;),i€{1,2} with neutrosophic fuzzy ideal L on X, we will denote by
0 — Ncl(p =< py, Wy, u3 >) for the neutrosophic closure, and o — Nint(u) for the neutrosophic
interior of a neutrosophic fuzzy subset p =< py, 1, , gz > in 1y with respect to the neutrosophic fuzzy
topology o =1, V 1,.

The following theorems give some general properties of neutrosophic fuzzy pairwise-local function.
Theorem 3.1. Let (X,1;),i€{1,2} be a nfbts with neutrosophic fuzzy ideal L on X,u =< py, yt, , uz >
,n =< 11,2, M3 > in 1y. Then we have:

i- NPp*(L,0) € NP (L, 7;); ie{1,2}.

ii-If p=<py, Uy, 103 >E N =<nq,M,,n3 > then NPu*(L,0) € NPn*(L, t;); ie{1,2}.

iii- NPpu*(L,0) € 6 — Ncl(p) € 1; — Ncl(p).

iv- NPu** (L, 0) € NPp*(L, T;); ie{1,2}.

Proof

i~ Let Xcg, 6,6, & NPU(L, T;) ie.e =< &, &, €5 >> NP (X)S0 Xcg, ¢, e,> iSNOt contained in NPu*,
this implies there is at least one p =< p;,pz,p3 > € NPN(Xcg, ¢, ¢,5) in T such that for every rinX,
typel, p, (1) + () —1 <A, p,(0) +p2(0) =1 <A) , py(1) + p3(r) —1 > A(D),

type2, p, (1) + (1) =1 <A@ , p, (1) + 12 (1) = 1> AT, py(r) + p3(r) =1 > A®),
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for some AinL . Hence pinNPN(Xc¢ ¢,6,5,0) and so Xcg ¢, e.> € NPu'(L,0) . Therefore
NPp*(L,0) € NPp*(L, T)); ie{1,2}.
ii- Let Xc¢, ¢, c,> € NPN'(L, 13); i€{1,2}, . Thisimplies thereis at least one Nq —nbd p =< p;,pz,p3 >
in NPN(xcg, ¢, 6,5 Ti) such thatevery reX, p,(r) + n,(r) — 1 >A(r), p,(r) + n(r) — 1> A1), p,(r) +
() =1 <A, or p (M +m@) —1>A01), p,(0)+n(0) —1<A), py() +n3() —1<A(M),
AinL. Hence p =<pq,p; p3 > inNPN(Xeg 6, 6,5, 0). Since p =<y, 1y, U3 > S 1 =<14,7373>,
by the heredity property p,(r) +p(r) —1>A(), p,(r) + p(r) — 1 > A1), p,() +us() —1<
Ar) or  p M+ (@ —1>A01), p,() +p(0) =1 <AI), p,(r)+p3(r) —1 <A(r) . Therefore
X<g, 6,65> € NP (L, 0).
iii- ,(iv)Obvious .
Theorem 3.2. Let (X,1;),i€{1,2} be a nfbts with neutrosophic fuzzy ideal L on X,u =< py, g, , u3 >
,1 =<14,1,,M3 > are two neutrosophic fuzzy sets, if 1y € 1,, then
i- NPu*(L, ;) € NPu*(L, 1,), for every neutrosophic fuzzy set p,
ii- 1, C 1",
Proof. i- Since every Nq —nbd in1; of any neutrosophic fuzzy point X.¢, ¢, .~ maybe also Nq —
nbd in T,. Therefore, NPu*(L, T,) € NPu*(L, ;) as there may be other Nq —nbd in T, of Xc¢, ¢, e,
where is the condition for x.¢ ¢, ¢,>tobein NPu'(L,T,) may be not hold true, although
X<g, 65655 MNP (L, Ty)
ii- Clearly ,t;* € 1," as NPp*(L, ;) € NPu*(L, ty) .
Theorem 3.3. Let (X, t;),ie{1,2} be a nfbts and L,] be two neutrosophic fuzzy ideals with
neutrosophic fuzzy ideal L on X. Then for any neutrosophic fuzzy sets p =< p, i1, , 13 > and

p =< p1,pP2 P3 >. The following statements are satisfied:
i- u=<py,Hy, U3 >C p =<pq,pPz P3 > = NP (L, ;) € NPp*(L, T;),i€{1,2}.
ii- L& J]= NPu'(L,t;) € NPu(J, 1;),i€{1,2}.
iii- NPp* = t; — Ncl(NPu*) € t; — Ncl(p), ie{1,2}.
iv- NPu™ (L, t;) € NPu* (L, 1;), i€{1,2}.

v-NP(pUp)*(L, ;) = NPu*(L, ) Up™ (L, T;).
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vi- p=<pg,pzps > inL = NP(uUp)"(L,Tj) = NPp"(L, ty).

Proof.

i- Since pES p implies p < p for every x in X , therefore by Definition 3.1
X<ty 655> IN NP (L, T;) implies Xcg, ¢, c.> in NPp*(L, T;), which complete the proof of (i).

ii- Cleary, L €] = NPp*(L, ;) S NPu*(J, 7;),1€{1,2} as there may be other neutrosophic fuzzy sets
which belong toJso that for a neutrosophic fuzzy point x¢, ¢, e.> in NPP*(J, ;) but x.¢, ¢, c,> may
be not contained NPu*(L,t;),i€{1,2}.

iii- Since {Oy} €L for any neutrosophic fuzzy ideal L on X, Therefore by (ii) and Example 3.1,
NP (L, t;) € NPu*({On}, i) = 13 — Ncl( L=< Uy, Hy, U3 >) for any neutrosophic fuzzy set p=<
My, My, Mg > of X. Suppose, Xcg, ¢, e, IN T — Ncl( =<y, Hy, U3 >*), so there is at least one reX for
which NPu;" +v,(r) =1 > A(r), NPu," +v,(r) =1 >A(r), NPus*+v3(r) —1 <A(r) or NPu," +
vi(r) =1 >A(r), NPu,"+vy(r) —1<A(r), NPu3*+v3(r) —1<A(r) , for each Nq—nbdv =<
V1,V V3 > of Xeg e e Hence NPu™ # {Oy}. Let S = NPu*(r). Cleary ri—<,, > in NPu*(L, ;) and
t+vi()>1 t, +vy(r)>1, tg+vs(r) <lort; +vi(r) > 1, t; +v,(r) <1, t3 +v3(r) <1 sothere
is v=<vy,V,,v3 > is also Nq —nbd of ri—c ;> IN To NOW Toeq, r,1,> i NPU*(L, T;) , so there
may be at least one r/ inX for which N, () +u()-1>
A(r/), nz(r/) + uz(r/) -1> k(r/), T]3(I‘/) + u3(r/) -1< A(r/) or ul(r/) -1> A(r/), nz(r/) +
o (r/) = 1 < A(r), n3(r/) +p3(r/) =1 <A(r/) for each Nq — nbd 1 of Ti—<t, tyt;> and A in L.This
may be true for v =<vy,v,,v3 > so there is at least one r//inX such that v, (r//) +p,(r’/) - 1>
AT), v, () + () =1 > M), v () s (r//) =1 <A(@) or v (2/) +p(r/) -1 >
A )v, (07) + (/) =1 < A(x/), v (r’) + u3(r’/) =1 < A(x//)  for
each A inL. Since v=<vy,v,,v; > may be an arbitrary Nq —nbd of X ¢ ¢ ¢.>in T; therefore
X<ty 6565> N NPU' (L, T;) hence NPu* = t; — NcI(NPp*) € T; — Ncl(u ), ie{1,2},

iv- Clear

v- Suppose, Xcg e, 6> E NPW(LT) Up* (L) ie e= <&,&,& >,e> (NP VNPp)(x) =
max{NPp"(x), NPp*}. So X.¢, ¢, ¢,> is not contained in both NPp* and NPp*. This implies that there is

at least one Nq —nbd vyin Tj, of X¢, g, .5 such that for every rinX, v;(r) +p(r) — 1 < A,(r),
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Vi) + () =1 <A (r), vi(@) + pa(r) — 1> A (r), for some A in L and similarly, there is at least
one Nq—nbd v,of Xc¢ ¢, ¢,5 in T; such that, for every rinX,v,(r) + p;(r) =1 < 2A,(r) , vo(r) +
po(r) —1 < A,(r), va(r) + p3(r) — 1 > A,(r) for some A, in L. Also, there is at least one Nq — nbd
V3 of Xcg g,6,> 1IN T such that, for every rinX, v3(r) +n(0) —1<2A3(r) , vz(0) +n(r) —1<
A3(r), v3(r) +n3(r) —1 > A3(r) for some A;inL . Let v=v; Av, Avs, so v is also Nq —nbd of
Xegygpes> N T and v (1) + (i Vp )@ =1 < A4 VA VA, v,(1) + (M V)M —1< (A VAV
A3)(), vu(r) + (u3 V p3)(r) — 1 > (A VA, VA3)(1), for every rinX. Therefore, by finite additively of
neutrosophic fuzzy ideal as A VA, VA3inL,Xeg e, 6.5 € (L V p)". Hence PuUp)(LT) S
Pu*(L, t)) U p*(L, T;). Clearly, both pand p S p U p which implies NPu*(L, t;) U p*(L, T;) S NP(u =<
Uy, My, Uy >Up =< pg, Pz P3 >)*(L, T;) and this the proof .

vi- Clear.

4. Basic Structure of Generated Neutrosophic Fuzzy Bitopology.

Let (X,1;),i€{1,2} be a nfbts with neutrosophic fuzzy ideal L on X. Let us define t; — Npcl*(u =
< W, Uy, U3 >) =p =<y, Hy, U3 >UNPu* (L, 17),i€{1,2} for any neutrosophic fuzzy set =<
Hi, Mo, M3 >inly . Clearly t; — Npcl*(n =< uy, Hy, Mz >) represent a neutrosophic fuzzy closure
operator. Let t'j(L) be the neutrosophic fuzzy bitopology generated by t; — Npcl*(p=<
Uy, Uy, Ug >), iet(L) = {u =< Uy, Uz, Mg >:T; — Npcl* () = uc}. Now, let L ={0y} = 1; — Ncl*(u =
<My Mz, H3 >) = pUNPP'(L 1) = pU T — Nel(p) = 1 — Nel(n) ie{1,2}, for every =< py,p,,H3 >
in 1y, so t;({0x}) = T;,i€{1,2}. Again let L = {1y} = 7, — Ncl"(R =< py, 1y , 45 >) = pU PP (L, 1) =
U {0n} =, so t%;(1y),ie{1,2} is neutrosophic fuzzy discrete bitopology on X. We can conclude by
Theorem 3.1 (i), t5({0x}) € (L) € t%;(1y), ie. i€ 1 , L] = 15(L) € t(). Let pn=<
Wi, Mz, M3 > be a Ng—nbd of a neutrosophic fuzzy point X.¢, ¢, ¢.5 in T — neutrosophic fuzzy
bitopology . Therefore, there exist p =< p;,p,, p3 > in T, i€{1,2} suchthatb, & +p;(x) > 1, ¢, +
Pp2(x)>1, g, +ps(x)<loreg +p(X)>1 g +p(x) <1, g, +p3(x) <land p =<p;,pyps >C
UW=<p;, Hy,H3> . Now , p=<py,ly, 13 >intie ¢ is T -closed & 1; — Ncl*(p) = p° &

NP(u9)* € u¢ © u & (NP(u9)*". Therefore
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e+ 00 > 1= {100 > 12 6 +1- NP (9) > L, > (1) (0 = xeg, 0,5 € (1 =
<mubpHs>9) g, TH200 > 1= g, + {(1)I) > 126, + 1= NP(1)° () > L, >
()00 = Xeg, e85 € (W=< Mk s >) e+ 1500 < 1= g, +{(1) I <1=e +1-
NP(u3)"(x) < 1,8, < (M3)"(X) = Xeg, 6,65 € (u =< Uy, Uz, U3 >°)* . This implies there exists at least
one Nq—nbd vy, of Xce e, e.5 € T; such that for every rinX,vi(r) + u;°(r) =1 < A, (x), v4(r) +
() —1 <A (x), vi(r) + u3°(r) —1 > A (x) for some A;inL. ie. vi(r) —2;(r) < A (x) for every
rinX, there exists at least one Nqg —nbd v,, of Xc¢ ¢, c,> € T; such that for every rinX,v,(r) +
WM —1<S4E), v+ 10T —1<M4E), v +ps() —1>7(x) for some A;inL. ie.
vo(r) = A (r) < A;(x) for every rinX, there exists at least one Nq —nbd vj, of Xcg ¢, .5 (iN T;)
such that for every rinX,v3(r) + 1, () =1 < 4 (%), va(r) + () — 1 < A (%), v3(0) + () =1 >
A (x) for some A;inL. ie. v3(r) — A (r) £ A (x) for every rinX, . Therefore, as vy Nq —nbd of
Xeg, 065> € Ti, V2 Nqg—nbd of Xeg e, e.5 €T, Vo Nq—nbd of Xeg ¢,e.5 € Tj, thereisa v=<
V1,Vp,Vv3 > in Ty such that  Xcg e, e.s NGV =<Vy,V5,V3 >C Vi, Xeg e, e.5 NGV =<V, V,5,v3 >C vy,
X<ty 65655 NGV =<Vy,V,,v3 >C v3 and by heredity property of neutrosophic fuzzy ideal we have
AinL  for which X ¢, e.5 Nq (\) =< vy, V,y, V3 > —7\) Cy, where (v =< vy, V,, Vg > —A)(r) =
max{v(r) — A(r), 0} for every rinX. Hence , for p =<,y , 3 > in T°;, we have a v =< vy,v,,v; >
T; and Ain L such that,(v =< v;,v,,v; > —A) € 1. Letus denote B(L, ;) = {v—A:vin T, Ain L}. Then
we have the following Theorem.

Theorem 4.1: (L, 1;) from a basis for the generated neutrosophic fuzzy bitopology t*;(L) of the
nfbts (X, 71;),i€{1,2} with neutrosophic fuzzy ideal L on X, the class B(L 1) ={{pn—
A}:pin T, AinL,ie{1,2}} may be the base for the neutrosophic fuzzy bitopology t*;.

Proof: Straightforward

Theorem 4.2. If Liand L, are two neutrosophic fuzzy ideals on nfbts (X, t;),i€{1,2}, pin 1y,then,

i- NPp*(Ly, ty) = NPp*(Ly, T;) for every neutrosophic fuzzy set pand L; < L,.

ii- T(Ly) < t(Ly) and L; < L,.

iii- NPu*(L; N Ly, ;) = NPu*(Lq,T;) U NPu*(L,, 7).

iv- NPp*(Ly V Ly, 7)) = NP (Ly, T7(L2)) N NP (Ly, T°5(Ly)).
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Proof. i and ii are clear.

iii- Let Xcg g6, & NP (L1, T) UXeg g,6.5 € NPU (L, T) . SO Xeg ¢, 6,> i not contained in
both NPu*(Ly,t;) and NPu*(Ly, T;). Now Xcg ¢, c.> & NPU(Ly,T;) implies there is at least one Ng —
nbd vy in T, of Xcg ¢, e, such that for every rinX,vi(r) + pu(r) =1 <4, (1), vi(0) + (1) —1 <
M (@), vi(r) + p3(r) —1 > A, (r) forsome A, in L. Again X.g, ¢, c.> & NPU*(Ly,T;) and similarly, there
is at least one Nq —nbd v, of X¢ ¢, ¢,> in T; such that, for every rinX, v,(r) + p(r) — 1 < A,(%),
Vo (1) + P (1) = 1 £ A,(x), vo (1) + p3(r) — 1 > A,(x)) for some A, in L, similarly , there is at least one
Nq —nbd vz of Xcg ¢, .5 in T; such that, for every rinX,v;(r) + py(r) — 1 < A3(x), v3(r) + p(r) —
1 < A3(x),v3(r) + pg(r) — 1 > A3(x)) for some A5 in L. Therefore, we have v =v; Nv, Nv;3, 50 (v =<
V1,Vz,Vv3 > may be also Nq—nbd of Xeg g,e,> in T and vi(r) + () —1 <2 NA; NA3(r),
V(1) + (1) =1 S A NA NA3(T), va(r) + (1) —1 >4 NA; NA3(r), for every rinX. Since v =<
V1,V2,V3 > may be also Nq —nbd of Xxc¢ ¢, ¢, in Tj and A NA; N A5 inv, therefore X ¢ ¢, c.5 €
NPu*(L; N Ly, T;), so that NPu*(L; N Ly, ;) € NPu*(Ly, ;) U NPu*(Ly, T3). Also (L; NL,) included in
both L; and L, , so by Theorem 3.1. (ii), reverse inclusion is obvious, which completes the proof of
(iii).

iv) Let Xc¢, ¢, 6,5 & NPu"(Ly V Ly, T;) implies there is at least one Nq —nbd v; of Xc¢ ¢, e.5 IN T
such that for every rinX,v;(r) + (@) —1 <A (@), vi(@) + (@) =1 < 24(r), vi(@®) +ps() —1>
M (r) for some A; in Ly V L,, there is at least one Nq — nbd v, of X¢, ¢, ¢,> in T; such that for every
rinX,vo(r) + 1, (1) =1 < A,(), v + () =1 < 2,(r) , v(r) + p3(r) — 1> A,(r) for some
Az in Ly V L,, there is at least one Nq —nbd v; of X¢ ¢, ¢,> in T; such that for every rinX, v;(r) +
@) —1<230), v +pu(0) —1<23(r) , va(r) +us3(r) —1>2A3(r) for some AzinL;VL,.
Therefore, by heredity of the neutrosophic fuzzy ideals and considering the structure of neutrosophic
fuzzy T;-open sets generated neutrosophic fuzzy bitopology, we can find v,,v,,v; the Ng —nbd of
X<ty 665> N Ti(Ly) or T%(L;) respectively, such that, for every rinX,v;(r) + u(r) — 1 < A;(r) or
Vo (r) + u(r) — 1 < A,(r) or v3(r) + u(r) —1 > A3(r) for some A, in L, or
MinL;ordyinLyordsinL; for every rinX. This implies xcg ¢,e.> & NPu'(Ly, T75(L;)) or

Xcg,p65> & NPU (Ly, T¥5(Ly)) . Thus we have  NPp"(Ly, t%(Ly)) N NPu*(Ly, t%(Lq)) € NPu*(Ly v
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Lz, T;). Conversely, let xc¢, ¢, e.> & NPU"(Ly, T73(L2)). This implies there may be least one on Nq —
nbd v =< Vy,V,,V3 > of Xcg g, e,> in T such that for every rinX, v(r) +p(r) —1 <2, U, U, (D),
for some A; inL; and for some A, inL;, A;inLyie., Xcg g e, & NPU'(Ly V Ly, ). Thus,
NPp*(L; V Ly, ;) € NPp*(Ly, (L)) and NPu*(L,, t*i(L)). Then
NPp*(L; vV Ly, t;) € NPp*(Ly, t°(Lz)) N NPp*(L,, i(L;)) and this completes the proof.
An important result follows from the above theorem that t*;(L) and t™;(L) are Equal for any
neutrosophic fuzzy ideal on X.
Corollary 4.1: Let (X,1;),1€{1,2} be a nfbts with neutrosophic fuzzy ideal L. Then t*;(L) = t™;(L)
Proof. By taking L; = L, = L in the above Theorem, we have the required result .
Corollary 3.2: If L; and L, are two neutrosophic fuzzy ideals on nfbt (X, t;) then,
i- Ti(Ly V Ly, 1) = [T (L, t)](Ly) = [T (Ly, T)I(L2),
ii- T(Ly V Ly, 1) = [T(Ly, ] V [T75(La, T)],

iii-t*(L; N Ly, ) = [t%(Ly, )] N [T (Ly, T)]

5. Some Applications in Neutrosophic Fuzzy Ideal Function.

Application 5.1. In this example we illustrate the neutrosophic degrees, it produces three types of
chips that are represented X = {x; < 1,1,1 >} , it represents the total production of the plant, where
A={x; <0.6,0.3,04 >} represents the neutrosophic component of the first type production, B =
{x; <0.3,0.50.7 >} represents the neutrosophic component of the second type production, C =
{x; <0.1,0.7,09 >} represents the neutrosophic component of the third type production. We
defined the Ntr, is a neutrosophic bitopological space of the total production Ntr, =
{On,XNAB,C}1€{1,2},, NL is a neutrosophic ideal space of the total production FNL =
{OnAB,CYH A"=B"=C"={<0,00>} LetD ={x; <0.6,0.1,09 >} ¢ Nty,,i € {1,2}, then D" =
{ <0.6,0.3,0.9 >}, FNInt(D)=A, we, compute the complement of a neutrosophic bitopological space
co(Nty,) = { Xy, Oy, co(A), co(B), co(C) },i € {1,2}, co(A) =< 0.4,0.7,0.6 >, co(B) =< 0.7,0.5,03 >,
co(C) = < 0.4,0.7,0.6 >, co(D) =< 0.4,0.9,0.1 >, NCL(D) = co(C). In the above Example, we conclude

and add a new production with the new type D such that D* as generalized of the production
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neutrosophic ideal subspace D, the following Table 5.1. represent the new Matrix for the type for

projections.
N-type NINT * NCL
A <0.6,0.3,0.4 > <0,0,0 > < 0.4,0.7,0.6 >
B <0.3,0.5,0.7 > <0,0,0 > <0.7,0.5,0.3 >
C <0.1,0.7,09 > <0,0,0> <0.9,0.3,0.1 >
Proposed D new type <0.6,0.3,04 > < 0.6,0.3,0.9 > <0.9,0.3,0.1 >

Table 5.1. Neutrosophic Matrix for Projections.

Note That: Nint (D) <D < D* < Ncl(D)
Application 5.2. The following example illustrates a construction of the neutrosophic topological
space for an aircraft with two engines and we study the degrees of wear on the two engines by
building a neutrosophic topological space to support and make the right decision, we defined
universal set X={x; <1,11>} , degrees of damage in the first engine A={x; <
0.01,0.05,0.99 >}, degrees of damage in the second engine B = {x; < 0.1,0.7,0.9 >}, Degrees of
damage in the two engines together AN B = {x; < 0.001,0.007,0.999 >}, degrees of damage in the
first A or second B engine AU B = {x; < 0.1,0.7,0.9 >}, neutrosophic topological space to degrees
damages NTr, ={On, XN, A B,AUB,ANB},i € {12}, we defined neutrosophic topological space to
degrees the right competence co(NTr,) ={Xy, Oy, co(A),co(B),co(AUB),co(ANB)},i€ {1,2}, we
introduce co(A) = {x; < 0.99,0.05,0.01 >}, co(B) = {x; < 0.9,0.3,0.1 >}, co(ANnB) ={x; <
0.999,0.993,0.001 >}, co(AUB) = {x; < 0.9,0.3,0.1 >}, we defined neutrosophic bitopological ideal
space to degrees the right competence NL ={Oy, co(A), co( B),,co( A N B)}, and

(co(A))* = {x; < 0.99,0.993,0.01 >}, (co(B))* = {x4 < 0.9,0.993,0.1 >}, (co(ANnB))" =1{x; <
0.99,0.993,0.01 >}.

From the above information, we found that the efficiency of the second engine type?2 is correct and
it is less than the certainty for the correct first engine typel. The degree of diffraction for the two
motors is equal, the degree of uncertainty of the second plane's proper motion is greater than the

degree of uncertainty of the first correct aircraft movement.
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Also, we found that the degree of certainty of the efficiency of the two flying engines together is very
high, we find that the degree of uncertainty of the efficiency of the two engines together is very small.
From the above, we conclude that the degree of efficiency of the aircraft while operating the two
engines together is of a high degree of efficiency.
6. Conclusion

There is no doubt that the neutrosophic fuzzy topology and bitopological spaces were
unfathomable aspects, except the activity of some brilliant authors in publishing dozens of papers
related to the structural of neutrosophic fuzzy bitopological spaces, neutrosophic fuzzy ideals,
neutrosophic fuzzy local function, neutrosophic fuzzy pairwise local function. In this paper the
authors suggested new theorems that give some general properties of the above mentioned concepts.

Finally, some applied problems in neutrosophic fuzzy ideals function have been introduced.
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Abstract: In this manuscript, we introduce and study some pentapartitioned neutrosophic
probability distributions. The study is done through the generalization of some classical probability
distributions as Poisson distribution, Exponential distribution, Uniform distribution etc. This study
opens the way for dealing with issues that follow the classical distributions and at the same time
contains data not specified accurately.

Keywords: Neutrosophic Set; Probability Distributions; Pentapartitioned Neutrosophic Probability.

1. Introduction: The term “Neutrosophy” was first proposed by Prof. Florentin Smarandache [5] in
the year 1995. Neutrosophy is a new branch of philosophy, where one can study origin, nature and
scope of neutralities. This theory considers every notion or idea <A> together with its opposite or
negation <Anti-A>. The <neut-A> and <Anti-A> ideas together called as a <non-A>. Neutrosophic
logic is a general framework for unification of many existing logics, fuzzy logic, intuitionistic logic,
paraconsistent logic etc. The core objective of neutrosophic logic is to characterize each logical
statement in a 3D-neutrosophic space, where each dimension of space represents respectively the
truth(T), falsehood(F) and indeterminacies (I) of the statements under consideration, where T, I, F are

standard or non-standard real subset of ]-0,1+[ without necessary connection between them. The

Suman Das, Bimal Shil, Rakhal Das, H. E. Khalid & 4. A. Salama, Pentapartitioned Neutrosophic Probability
Distributions.


mailto:suman.mathematics@tripurauniv.in
mailto:sumandas18842@gmail.com
mailto:bimalshil738@gmail.com
mailto:bimal.statistics@tripurauniv.in
mailto:rakhal.mathematics@tripurauniv.in
mailto:rakhaldas95@gmail.com
https://orcid.org/0000-0002-0968-5611
mailto:dr.huda-ismael@uotelafer.edu.iq
mailto:drsalama44@gmail.com
mailto:drsalama44@gmail.com

Neutrosophic Sets and Systems, Vol. 49, 2022 33

classical distribution is extended neutrosophically. Which means that there is some indeterminacy
related to the probabilistic experiment. Each experimental observation can result in an outcome of
each trial labelled by failure (F) or some indeterminacies (I), in addition to some truthiness (T).
Neutrosophic statistics is an extended form of classical statistics, dealing with values holding some
vague, or indeterminacy, or incompleteness information. The fundamental concepts of neutrosophic
set, introduced by Smarandache, et al [5-9] and Salama et al [10-14]. Recently, using neutrosophic
theory, dozens of applications were re-analyzed and re-evaluated, including but not limited to the E-
Learning that was raised due to quarantine situations of Coved-19 and its Omicron mutation, the
integration system of renewable energy using various resources such as (Photovoltaic panels and
Wind Turbines), and the neutrosophic treatment of the static model for inventory management with
a safety reserve...etc. [15-27]. In this article, we will discuss a discrete random distribution such as
Binomial distribution by approaching neutrosophically. Before shed the light on this context, we
should familiar with the following notions: Neutrosophic statistical number ‘N’ has the form N =
a + I; where the component a refers to the determinate part of N, while I refers to the
indeterminate part of N . Recently, Mallick and Pramanik [2] introduced the concept of

pentapartitioned neutrosophic set as an extension of neutrosophic set.

2. Some Relevant Definitions:

In this section, we recall some basic preliminaries and definitions which are relevant to the main
results of this paper.

Definition 2.1. [1] Assume that ‘w’ be a continuous variable. A neutrosophic uniform distribution of
w, is a classical uniform distribution, with imprecise distribution parameters c or d (¢ < d).
Example 2.1. Assume that w be a variable represents a man waiting time lift (in minutes), lift arrival
time is not specified, another man said:

1. the lift arrival time is either from now to 3 minutes [0,3] or will arrive after 13 to 17 minutes
[13,17] , then ¢ = [0,3],d = [13,17]

Then, the probability density function:
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W) = 2 = e = o = 10:059, 0.1,

[13,17]-[0,3]  [10,17

2. The lift arrives after seven minutes or will arrive after 13 to 17 minutes [13, 17]
Then, ¢ =7,d = [13,17]

Hence, the probability density function:

1 1 1
fnw) = d—c  [1317]-7 _ [6,10]

= [0.1,0.167]

Definition 2.2.[4] Assume that w be a random variable, which represents the number of success
when events performs more than or equal to one times. Then, the corresponding probability
distribution of w, is called a neutrosophic binomial distribution.

i. Neutrosophic Binomial Random Variable: The random variable ‘w’ represents the number of
success more than or equal to one times.

ii. Neutrosophic Binomial Probability Distribution: The neutrosophic binomial probability
distribution of ‘w’ is represented by n.b.p.d.

iii. Indeterminacy: It is not sure about the success or failure of an experiment output.

iv. Indeterminacy Threshold: Outcome of an event are indeterminate form. Where th € {0,1,2..m},
m is the sample size. Consider, P(S) = The chance of a particular event outcome in the case of
success. P(F) = The chance of a particular event outcome in the case of failure, for both S and F
different from indeterminacy. P(I) = The chance of a particular event outcome in the case of an
indeterminacy.

Let, w e {0,1,2,...,m},NP = (T,,1,, F,) with

T,,: Chances of ‘w’ success and the value of (n—w) represents the number of failures and
indeterminacy, such that the number of indeterminacy is less than or equal to the indeterminacy
threshold. Where, n represents the population size.

E,: Chances of ‘v’ success, with v # w and the value of (n — v) represents the number of failures
and indeterminacy, and it is less than the indeterminacy threshold.

I,: Chances of ‘u” indeterminacy, where ‘u’ is strictly greater than the indeterminacy threshold.

Ty + 1, +F, = (P(S) + P(I) + P(F))™
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For complete probability we have P(S) + P(I) + P(F) = 1;whileif the probability was incomplete
then, 0 < P(S) + P(I) + P(F) < 1, however, for the paraconsistent probability we have 1 <
P(S) + P(I) + P(F) < 3;

th

! ! -w-r
T = w! (m —w)! P) TZ (m—w)! (r —m+w)! PUTPE)

=0

th

_ m! w (m —w)! , —
= wim—o ' ;m P()"P(F)
th
e § PO P
=1 P(S) Z;” n—w )]
E, = 3 T, = 3 ™ sy - P(S)” P(H)™VT
- m! u - (m—u)! . s
b Z wGn =i O m—wl m—u+ni & FE
u=th+1 r=0
oeom RSP(S)T P

It is worthy to mention that T,,, I, F,,, P(S), P(I), P(F) have their usual meaning.
Definition 2.3. [3] Neutrosophic Poisson distribution of a discrete variable ‘w’ is a classical Poisson
distribution of w, but its parameter is imprecise. For example, 4 can be a set contains two or more

elements. The most common such distribution can be defined as follow:
w
NP(w) = e % ; where Ay isaset,and w = 0,1, ...

Ay : Is a parameter of the distribution, also, Ay represents the mean (the expectation) of the
distribution , and at the same time it represents the variance value of the distribution. In symbols we
can write, NE(w) = NV(w) = Ay ; where N = d + I;is a neutrosophic statistical number.
Definition 2.4. [1] Let ‘w’ be a continuous random variable is said to be neutrosophic exponential
distribution, with parameter 1y having some imprecise events which represent intervals, then the
neutrosophic probability distribution function is given by

Wy ~exp(Ay) = fyW) = Ay.e™MW; 0 < w < oo,

Suman Das, Bimal Shil, Rakhal Das, H. E. Khalid, & 4. A. Salama, Pentapartitioned Neutrosophic Probability
Distributions.



Neutrosophic Sets and Systems, Vol. 49, 2022 36

exp(4Ay): Neutrosophic Exponential Distribution.

An: Neutrosophic distribution parameter.

Definition 2.5. [7,8] Let the continuous random variable ‘w’ be a classical normal distribution, is said
to be neutrosophic normal distribution with mean py and variance oy, both contain intervals.

Which probability distribution function is given by

Wy ~ Ny( ) ! ‘é(ww)z
~ , 0, = e ON
N N kN O Oy m

Ny: Neutrosophic Normal Distribution.

Wy: w Neutrosophic Random Variable.

3. A New Concepts:

In this section, we introduce new pentapartitioned neutrosophic probability distributions, which are
first introduced and well defined supported by concrete examples.

Definition 3.1. Let w be a continuous random variable, and w is followed classical uniform
distribution, with imprecise distribution parameters r and s (r < s), this kind of distribution is said
to be a pentapartitioned neutrosophic uniform distribution, where pentapartitioned neutrosophic

probability distribution function is given by
fen(w) = S_% ,wherer<w<s

Example 3.2.
Assume that w be a variable represents a person waiting time lift (in minutes/ seconds), where the
lift arrival time is not specified, another person said:

1. The lift arrival time is either from now to 3 minutes [0, 3], or will arrive after 13 to 17

minutes [13, 17], then: r= [0, 3], s =[13, 17]; Then, the probability density function:

1 1 1
fen(w) = s—r  [1317]-[03]  [10,17]

= [0.059, 0.1000]

2. The lift arrives after seven minutes or will arrive after 13 to 17 minutes [13,17],

then: r =7, s =[13,17]
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Then, the probability density function:

1 1 1
fen(w) = s—r  [1317]-7  [610] [0.1,0.167] .

Now, solving this problem by using pentapartitioned neutrosophic uniform distribution,
1.The lift arrival time is either from now to 3 minutes [0, 3] with contradiction € € [0,0.2],

ignorance G € [0,0.04], unknown U € [0,0.03], or will arrive after 13 to 17 minutes (i.e.

0,0.2]+[0,0.04]+[0,0.03] [

[13,17]), then, 7 = [0,3] +_ :

0,3] +[0,0.09] = [0,3.09], s = [13,17] Then,

the probability density function:

1 1 1
fon(w) = S—r  [13,17]-[0,3.09] _ [9.9117

.= [0.059,0.1009]

2.The lift arrives after seven minutes along with contradiction C € [0, 0.2], ignorance G €

[0,0.04], unknown U € [0,0.03] or will arrive after 13 to 17 minutes [13, 17],

Then, r = (7 + 0.09) = 7.09, s = [13,17], and the probability density function:

1 1 1
fon(w) = S—r  [13,17]-7.09  [5.91,991

= [0.1009,0.1692].

Definition 3.3. A pentapartitioned neutrosophic random variable w is said to follow the
pentapartition neutrosophic binomial distribution, if it is assuming non-negative variable and the
number of success of an experiment is more than or equal to one time.

i Pentapartitioned Neutrosophic Binomial Random Variable: is the random variable ‘w’
represents the number of success is more than or equal to one time.

ii.  Pentapartitioned Neutrosophic Binomial Probability Distribution: The
pentapartitioned neutrosophic probability distribution of w with pentapartitioned
neutrosophic probability density function.

iii.  Contradiction: it is a contradiction part of success and failure in which the event results
cannot be confined.

iv.  Ignorance: it is an ignorance part of success and failure in which the event results cannot

be confined.
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v.  Unknown: it is an unknown part of success and failure in which the event results cannot
be confined.

vi.  C.G.U. Threshold: represents the number of events whose outcome is imprecise. In this
study C. G. U.is th € {0,1,2 ...m}. In other words, C. G. U. is the number of events whose

outcomes belong to contradiction, ignorance and unknown events.

Let P(S) = The scope of a particular event in which the output will be fully successful.

P(C) = The scope of a particular event in which the output will be a contradiction.

P(G) = The scope of a particular event in which the output will be ignored.

P(U) = The scope of a particular event in which the output will be unknown.

P(F) = The scope of a particular event in which the output will be failure, for both S and F, except the
indeterminacy (I).

Assume that w € {0,1,2,..., m} , where m represents sample size, NP = (T, Cy, G,, U, F,) with
T,,: Chances of ‘w’” success, and (n — w) is the number of failures, contradiction, ignorance, and
unknown such that the events summation of contradiction, ignorance and unknown is less than or
equal to C.G.U. Threshold. It is well known that n represents population size.

F,,: Chances of ‘z" success, with z # w, and (m — z) is the number of failures and contradiction, while
the summation of ignorance and unknown events is less than the C.G.U. threshold.

Cy: Chances of ‘u’ contradiction, where ‘u’ is strictly greater than C.G.U. threshold.

Gy, Chances of ‘v’ ignorance, where ‘v’ is strictly greater than C.G.U. threshold.

Uy: Chances of ‘t’ unknown, where ‘t’ is strictly greater than C.G.U. threshold.

T, +F, +Cy, + G, + U, = (P(S) + P(C) + P(G) + P(U) + P(F))™.

For the complete probability, we have P(S) + P(C) + P(G) + P(U) + P(F) =1;

for incomplete probability, 0 < P(S) + P(C) + P(G) + P(U)+P(F) < 1;

for paraconsistent probability, 1 < P(S) + P(C) + P(G) + P(U) + P(F) < 5;
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th

77%! w r r m-w-r
T = iom=wy P9 D ey —mwy PO+ PO+ PW)Y P()

r=0

th

= m w (m — W)l T m-w-r
= o= PO Zom (P(C) + P(G) + P(U))" P(F)

th
_m! w POY+PGY+PW)) PRY™ W
_WP(S) Z r'(m—-—w+r)!

r=0
. m . th mlp . th P(S)r P(F)m_Z—r
m m! . n-u (m—u)! i o
Cw = Z mp(c) ! (n_u_l_r)!P(S) P(F)
u=th+1 =
m m' um—u P(S)T P(F)m_u_r
= 2 0P ) Gy
u=th+1 =0
m m! , m-v (m - 17)! . o
" Z WP(G) Z (m—v)! (m—v+7)! P(S)" P(F)
v=th+1 =
~ m m! vm—vp(s)r P(F)m-v-r
=2 PO
v=th+1 —0
m m-—t
m (m—1t)! ) .
U, = Z WP(U)t z g T e P(S)" P(F)™t
t=th+1 r—o
_ m m' P U tM—t P(S)k P(F)m_t_r
) t:;l? “ ZO e

Where, T, I, Fy, P(S), P(C),P(G), P(U), P(F) have their usual meaning.
Example 3.4.
In a certain hospital, there are (6) patients suffering a particular disease, monitoring cases showed
that 70% of patients are die, and 20% of patients recover, due to medicine, inexperienced doctors,

the contradiction of availability of oxygen occurs 8% percentage, ignorance occurs 5% percentage,
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and unknown reasons occurs 2%. What is the probability that from three random selection patients,
two will recover, with C.G.U. Threshold 3.

Solution:

6!

Tw m( ) ZT om (008+005+002)r(02)63T=

! —
L (0.7)3 zﬁzom (0.15)7(0.2)>" = 0.023153

3|3|
6 2
E 6— (0.08)* E L(o 7)7(0.2)%" = 0.000327
4121 20 2=t '
u=4 r=

6!
> (0.05)" 27 r Q92T —
412! Y 2,2z =791 (077 (0:2)7 = 0.0000000657

D

g

I
ﬁMm

6
6!
- t - T 2-1r
E_ 31 (0:02) Em G =51 (07) (02)7" = 0.0000000199

h P(S)” P(A)M 27T

ri (m—z+r)!

Ey =X T, = 2o zew ,P(S)Z = (P(S) + P(C) + P(G) + P(U) + P(F))" — T, —

Cw — Gy — Uy, = (0.7 + 0.08 4 0.05 + 0.02 + 0.2)® — 0.023153 — 0.000327 — 0.0000000657 —
0.0000000199 = 1.317269726

Definition 3.5. Consider a random variable ‘w’ follows Poisson distribution with imprecise
parameter Apy represented by an interval is said to be pentapartitioned neutrosophic Poisson

distribution , if the probability mass function is given by:
NP(w) = etow 220 oy,

The mean and the variance of this distribution are:
NEW) = NV(w) = Apy.
Example 3.6.
The rate numbers of cars crossing over the bridge are Apy = [4,6] cars per minute. We want to
calculate the probability that only one car crosses through a particular minute.
Solution: Assume z be the number of cars passing within minutes.
11

NP(w = 1) = e™#PN =e PN Qpy = Apy . e [40]
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1
When Aoy =4; NP(w=1) =e v =3, ¢=*=0.0182.(4) = 0.0733

When Apy = 6; NP(w=1)=e =28 2200 — 3 o=6 = 0,0025.(6) = 0.0148

Therefore, the probability that only one car crossed in a minute be within ranges between
[0.0148,0.0733].

Definition 3.7. Assume that ‘w’ be a continuous random variable , and it follows exponential
distribution with imprecise distribution parameter 6py represented by an interval is said to be
pentapartitioned neutrosophic exponential distribution, if the probability density function is given
by:

Wy ~ exp(Bpy) = fiy(W) = Bpy.e ™ OPV;0 < w < oo,

exp(Opy): pentapartitioned neutrosophic exponential distribution, ©py : pentapartitioned
neutrosophic distribution parameter.

3.8 Properties of Pentapartitioned Neutrosophic Exponential Distribution:

1. The values of the expectation and variance are: E(w) = eL , Var(w) = ﬁ ;
PN PN

2. The distribution function: NF(w) = NP(W <w) = (1— e Worn)

Example 3.9.

The time required to terminate a taxi service in a particular taxi online taxi booking app follows an
exponential distribution, with an average of one minute, let us write a density function that
represents the time required for terminating taxi service, and then calculate the probability of
terminating taxi service in less than one minute.

Solution: Assume w the time required to terminating taxi service per minute:
The average ~=1=0=1
o

The probability density function: f(w) = e™;0 < w < o

The possibility of taxi terminated in less than a minute:

PW< 1) =(1-e™™)=(1-e~®)=0.63

Practically, the above one is a simple example, if we change it in the neutrosophic form then we get

the following context:
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The time required to terminate to taxi service follows an exponential distribution, with an average of
[0.69, 3] minutes. We know that when data are accurate then classical exponential distribution is
performed. Remember the average here is an interval value, now, try to solve this problem by a

neutrosophic exponential distribution with an average [0.69,3] minutes, we get:

1
[0.69, 3]

L= [0.693] = 6y = = [0.33,1.45]
N

The probability density function become:
fy(W)= By, eV ;0<w <o,
fy(w) = [0.33,1.45].¢7[033, 145w, 0 < w < oo,
Now, the probability to terminate the taxi service in less than one minute:
NF(w) = NP(W <w) = (1 — e™"ON)
NP(W < 1) = (1— e71033 1451) = 1 _ ¢-[033, 145]
Noticed that, for 6 = 0.33,
NP(W <1)=1-e7°3% = 0.281,
For 6 = 1.45,
NP(W <1) =1— e~145 = 0.765
Therefore, the probability of terminating the taxi service in less than one minute is within the range
[0.281,0.765].
Hence, the value of classical probability to terminate the taxi service in less than one minute is one of
the domain values of neutrosophic probability.
P(W <1) = 0.63¢ [0.281,0.765] = NP(W < 1).

Now, applying the pentapartitioned neutrosophic exponential distribution with contradiction € €

[0,0.1],ignorance G € [0,0.06],unknown U € [0,0.05],and 22H+[00061* 100951 _ 16 ¢ 07]; average
3

become [0.7,3], so we get:

= [0.7,3] = Opy =

6pN

! .= [0.33,1.43]

[0.7, 3
The probability density function become:

fyW) =6y.e™; 0 <w < oo,

Suman Das, Bimal Shil, Rakhal Das, H. E. Khalid, & 4. A. Salama, Pentapartitioned Neutrosophic Probability
Distributions.



Neutrosophic Sets and Systems, Vol. 49, 2022 43

fyw) = [0.33,1.43].e71033 431w, 0 < w < oo,

Now, the probability to terminate the taxi service in less than one minute is:

NF(w) = NP(W<w) = (1—e™Won)

NP(W< 1) = (1— 71033 1431)) = 1 — ~[033, 143]

Noticed that, for 6=0.33,

NP(W<1) =1-¢7%33 = 0.281

For ©6=1.43,

NP(W< 1)=1-e1*3 = 0.761

Therefore, the probability of terminating the taxi service in less than one minute is within the range
[0.281,0.761 ].

The value of the classical probability to terminate the taxi service in less than one minute is one of the
domain values of pentapartitioned neutrosophic probability, and it is quite closer to classical
probability than neutrosophic probability.

Definition 3.10. Assume that w be a continuous random variable is follows classical normal
distribution, with imprecise distribution parameters p and o , where they may contain some
particular events such as contradiction, or ignorance, or unknown, all of these parameters represent
intervals, this kind of distributions is said to be pentapartitioned neutrosophic normal distribution if
the probability density function is given by:

_l(m)z
e 2\ OpN

W pn~Npn(Hpn, Opn) = Ulem
Where ppy, 0py both are set contain two or more elements.

Npy: Pentapartitioned Neutrosophic Normal Distribution.

Whpy: Pentapartitioned Neutrosophic Continuous Random Variable.

Example 3.11.

1- In a shopping mall 55% shirt was not sell in Christmas, the average price of shirt is 55, and the

standard deviation is 7 with contradiction € € [0,0.02], ignorance G € [0,0.03], unknown U €

[0,0.05], the manager decide to give discount to show the owner that the percentage of sells will raise
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to 70% . Find the lowest discount amounts to show the percentage of sell is 70%. (Discount are
normally distributed).

Solution: Given p = 55,06 = 7 with contradiction C € [0,0.03] , ignorance G € [0,0.02],
unknown U € [0,0.04], so ¢ = 7 +[[0,0.02] + [0,0.03] + [0,0.05] = [7,7.1]. therefore, n+ o =
55+ [7,7.1] = [55 — 7.1,55 + 7] = [47.9, 62].

Now, 0.7 = P(Wpy = ayp)

=1—- P(Wpen < ayp)

1- P( WNP—UNP _ @NP—HNP )

ONP ONP

-1 P(Zw < 577

anNp—55
[7, 7.1]

Therefore, P( Inp <

Zo3= (?L;i]s)

2-The monthly electricity bill of a certain university is follows pentapartitioned neutrosophic normal

) = 0.3 clearly O[C;qp;i; < 0;s0, P(Zyp < Zo3) =07

distribution with mean 30,000 and standard deviation 5,000. find the following: p + o, p * 20,
where, C € [0,0.08],G € [0,0.07],U € [0,0.05],

Solution: Given p = 30,000, o = 5,000 + [0, 0.08] + [0, 0.07]+ [0, 0.05] = [5000, 5000.2]

So, u+0=>55+[7,7.1]=[55-7.1, 55+7] = [47.9, 62].

u = o= 30000+ [5000, 5000.2] = [30000-5000.2, 30000+5000] = [24999.8, 35000].

u +20= 30000+ 2[5000, 5000.2] = [30000-10000.4, 30000+10000] = [19999.6, 40000].

4. Conclusion:

In this article, we introduce different types of pentapartitioned neutrosophic probability distributions
as an extension to the neutrosophic probability distributions. Three original events parameters are
ignorance, unknown and contradiction, have been presented in this article, in addition to the fully
successes and fully failures. Depending upon this new vision, we got new five probability density/
mass functions are T,,F,, Cy, G, Uy, which led to more accurate in analyzing practical problems

that have been explained by well explained examples. We hope that, based on the notion of
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pentapartitioned neutrosophic probability distributions so many new investigations can be carried

out in future.
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Abstract: In the research paper we have discussed a multi-objective shortage follow deterministic
inventory model where demand is ramp type and holding cost along with deterioration is time
dependent. Nowadays, due to the online marketing facilities it comes to notice in different fields that
various companies run a lucrative advertisement of their products through many online platforms
like amazon, flipkart, snapdeal and so on. Even pre-booking goes on before the product is launched
and a date for selling is fixed. Taking back-order first is highly appropriate for the seasonal items of
newly launched devices like mobiles,cars, laptops, computers, automobiles etc. For the
advertisement and booking the online platform a huge cost is spent by the companies. This additional
charge is ultimately added to the total cost of a particular product with required proportion.In this
paper we have taken all of the cost parameters as Intuitionistic triangular fuzzy numbers due to
uncertainty. The minimization of total average cost is the main purpose of this model. To minimize
this proposed model, we will use different methods like Fuzzy Non-Linear Programming Problem
(ENLP), Fuzzy Additive Goal Programming Problem (FAGP), Intuitionistic Fuzzy Non-Linear
Programming Technique (IFNLP) and Neutrosophic Non-Linear Programming Technique (NSNLP).
To illustrate this proposed model the solution procedure and numerical examples have been given

and sensitivity analysis for various parameters have been demonstrated lastly.

Keywords: Deterministic inventory model, multi-item, ramp-type demand, Time-varying holding
cost, time-varying deterioration, neutrosophic triangular number, neutrosophic programming

technique.

Introduction: Of late, the proper utilization of the inventories seeks great attention for the growth of
business and every organization is trying this method to achieve their goal. Therefore, maintaining
and controlling the inventories have also become a big challenge for them. They need an appropriate
methodology for controlling the inventories to run their business successfully. That is why they must

keep in mind the important factor of deterioration.The deterioration being a natural phenomena, its

Kausik Das,Sahidul Islam, A multi-objective Shortage Follow Inventory (SFI) Model with Ramp-
Type Demand, Time Varying Holding Cost and a marketing Cost Under Neutrosophic
Programming Approach.


mailto:sahidul.math@gmail.com

Neutrosophic Sets and Systems, Vol. 49, 2022 49

integral parts are change, damage, decay, spoilage etc. As the deterioration is most effective on food
items, photographic films, pharmaceuticals, electronic components, drugs etc.,, we must count the
loss caused by the deterioration in the processes of upgrading the model.

Nowadays many companies are found to run online advertisements for their products before they
launch the product for sale. Pre-booking for a particular product is also invited through some on-line
business platforms like amazon, snap-deal etc. This extra effect of cost must be included while
developing the model. Pre-booking has great importance in understanding the demand of a
particular product in the market. It has been a phenomenon in online marketing for recent years. So
here we have considered all of these factors in this suggested model.

On considering the fluctuated economic circumstances, the basic assumptions of the Inventory
Model (EOQ) should be upgraded at a regular interval.

Within 1957, many researchers discovered the impact of deterioration of many food items just after
expiry. That is why they have taken the deterioration while developing their model. In 2007, Deng,
P.S [16] developed inventory models for deterioration of items where demand is ramp-type. In 1999,
Chang, H.] and Dye. C.Y [15] developed an inventory model with time varying demand and partial
backlogging also included the deterioration.

It is practically impossible to take demand rate as a growing function depending on time for
this in 2012, Skouri, K.; Konstantaras, I.; Manna, S.K.; Chaudhuri, K.S. [18] studied an inventory
model with general ramp-type demand, the Weibull deterioration, and partial backlogging. P.S Deng
in 2005 [17] considered an inventory model with ramp-type demand for items with Weibull
deterioration. In 2006, S.K Manna and K.S Chaudhuri [20] described an EOQ model with time
dependent deterioration rate, ramp-type demand rate, shortages and unit production cost. S. Jain and
M. Kumar [5] in 2007 discovered an inventory Model with Weibull distribution deterioration, ramp-
type demand, and starting with shortage. In 2010, Kun Shan Wu [2] developed an EOQ inventory
model for items with ramp type demand rate, Weibull distribution deterioration and partial
backlogging. In 2011, K.C Tripathy, U. Misra [3] described an EOQ model with ramp type demand
and time dependent Weibull deterioration. In 2016, M. Valliathal, R. Uthayakumar [4] developed a
desirable replenishment policy of an EOQ model with ramp-type demand under shortages along
with non-instantaneous Weibull deteriorating items . In 2011, C.N Hung [19] developed an inventory

model with deterioration, generalized type demand and back order rates.

Smarandache, F [33] established the idea of nuetrosophic sets, he also presented the
abstraction of The Bulgarian sets also represent the geometrical interpretation of the nuetrosophic set.
After that in 2014, H. Garg, M. Rani, S.P Sharma [10] discussed an Intuitionistic fuzzy optimization
method to solve multi-objective reliability problems. In 2015, P. Das and T. K. Roy [14] established a
multi-objective non-linear programming problem depending on neutrosophic optimization
technique and its application in the field of riser design method.In intuitionistic fuzzy environment,
K.S Singh, S.P Yadav [9] described the Modeling and optimization of multi objective non-linear
programming problem. In 2017, Sarkar. M and Roy. T.K [11] together described truss Design
Optimization with ambiguous load and stress in neutrosophic environment. S. Dey and T.K Roy [13]
described the neutrosopic goal programming technique and its applications in 2017. In 2017,
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Rangarajan. K, karthikeyan. K [1] described an optimization EOQ inventory model for non-
instantaneous deteriorating items with time dependent holding cost and shortages along with ramp
type demand rate.In 2020, with the help of triangular neutrosophic numbers, M. Mullai, R. Surya [7]
described neutrosophic inventory backorder problem. In 2021, Gupta, S., Haq, A., Ali, L, Sarkar, B
[23] described the importance of multi-objective optimization in logistics problem for multi-product
supply chain problem using the intuitionistic fuzzy environment. Khan, M. F., Haq, A., Ahmed, A.,
Ali, L, in 2021 [24] described multi-objective multi-product production planning problem with the
help of intuitionistic and neutrosophic fuzzy programming approach. Haq, A., Kamal, M., Gupta, S,,
Alj, I, in 2020 [25] discussed multi-objective production planning problem based on a case study for
optimal production. Jaggi, C. K., Haq, A., Maheshwari, S., in 2020 [26] have considered a multi-
objective production planning problem for a lock industry, a case study and mathematical analysis.
In 2020 [27] Khan, M. A., Haq, A., Ahmed, A., discussed a multi-objective Model for Daily Diet
Planning. Reliability.

In this manuscript, we proposed an inventory deterministic model where demand acts as
ramp-type, deterioration and holding cost both of them have been considered as time dependent.
Due to uncertainty all the cost parameters have been taken as triangular fuzzy number and triangular
intuitionistic fuzzy numbers.To minimize we solved the proposed model using Fuzzy Non-Linear
Programming Problem (FNLP), Fuzzy Additive Goal Programming Problem (FAGP), Intuitionistic
Fuzzy Non-Linear Programming Technique (IFNLP) and Neutrosophic Non-Linear Programming
Technique (NSNLP). Finally, to illustrate this proposed model the solution procedure and numerical
examples have been given.

2. Mathematical Preliminaries:

2.1 Fuzzy set:

Let X be a universe of discourse. A fuzzy set which is denoted by AE€X and is defined with the ordered
pairs A= {(x,T4(x)): X€ X}.

Here Tj: X—[0,1] is a function known as truth membership function of the fuzzy set A.

2.2 Triangular Fuzzy Number (TFN) [28]:

Let F(R) be the set of all TFN in the set of real number R. A TFN 4 € F(R), where 4 = (a, b, ¢) having
the membership grade p5: R — [0,1] is defined by

(x—a
Fora<x<b

b—a

s =<{C—X
ua) =€7% Forb<x<c

c—>b
kO otherwise

Where c and a are the upper and lower limit of sustain of the set A.
2.3 Intuitionistic fuzzy set [29]:
Let X be an fixed set.The intuitionistic fuzzy set A’ € X is given by
Al = {< x, T4 (%), F4(x) > |x € X}
Where T,: X — [0,1]the truth membership is grade and F,: X — [0,1] is the falsity membership grade.
Here0<T,+F,<1Vx€X.
2.4 Triangular Intuitionistic Fuzzy Number (TIFN) [30]
Let a number A’ = (a,b,c)(a’,b,c") is an intuitionistic fuzzy number in R having the membership

grade pz1(x) € [0,1]and non-membership grade 04 (x) € [0,1] and it is defined as
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0 forx<a

x—a <x<h

b —a fora<x<
ppa(x) =11 for x=»b
|c—x <y <

> forb<x<c

0 x>c

(1 forx <a
b—x <y <b

Py fora <x <
0u(x) =40 for x="»b
x—b>b < x <!

pr— forb<x<c

‘1 x>c

Wherea' <a<b<c<c and 0 <puu(x)+du(x) <1.

2.5 Neutrosophic set:
Let X be the universe of discourse. The neutrosophic set A" € X is given by
A™ = {(x, Ta(x), Ia(x), Fa(x) )| xEX}
Where Ta(x) is the truth membership grade, Ia(x) be the indeterminacy membership grade and Fa(x)
be falsity membership grade. These membership functions are defined by
Ta(x): X—=(0-, 1)
La(x): X—(0,, 1)
Fa(x): X— (0, 1)
With 0- <supTa(x) + supla(x) + supFa(x) <3*
2.6 Single valued neutrosophic set: [31]
Let X be a collection of objects called the universe of discourse. The single valued neutrosophic set
A™ € X is defined by A™ = {(x, Ta(x), Ia(x), Fa(x) )| xEX }
Here Ta(x), Ia(x), Fa(x) are called truth, indeterminacy and falsity membership grade respectively.
These membership functions are defined by
Ta(x): X— [0, 1]
Ia(x): X-= [0, 1]
Fa(x):X- [0,1]
With 0STa(x)+Ha(x)+Fa(x) <3; V xEX.
2.7 Triangular Neutrosophic Fuzzy Number (TNFN) [31].
Let e f3,95 € [0,1] and ay,a,,a;3 € R such that a; < a, < a;. then the single valued triangular
neutrosophic number is given byd =< (a,a; as);es fa 95 >, whose truth-membership,

indeterminacy-membership and falsity-membership functions are given as follows:
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r 0 forx <a,
x—a1
abl_al fora; <x < b
pgr(x) = e for x =b;
e orbj<x<c
a.cl_b1 1 1
\ 0 for x > ¢,
( 0 forx <a,
b —x)+ fa(x —a
(1 ) fa( 1) fora1Sbe1
by —a,
pa(x) =3 fa for x =b,
x—by)+ fa(c, —x
( 1) + fale, —x) for b, < x < ¢,
¢ — by
\ 0 for x>c¢
0 forx<ay
by —x)+ gs(x —a
(b, ) + gal 1) fora, <x<b,
by —a;
0z(x) = Ja for x = b,
x—Dby)+gs(c; —x
( 1) + ga(c, —x) forb <x <6
Cl_bl
0 for x > ¢

Where g5, f; and ezdenote the minimum falsity-membership degree, minimum indeterminacy-
membership degree and maximum truth-membership degree respectively. The single valued
triangular neutrosophic number @ =< (a4, a,, as); es, fz, 95 > may express an ill-defined quantity
about a1, which is approximately equal to ai.
2.8 Methods of defuzzification of TFN and TIFN.
2.8.1. Defuzzification of Triangular Fuzzy Number (TFN) [32]
If A = (ay,a,,a;) be a triangular fuzzy number then the total A -integer value of A = (ay, a,, as)- is
given by

B(d) =282 4 (1 - L), )
Taking A = 0.5 we havel,5(4) = %, is the approximate value of TFN number 4 = (ay, ay, a;).
2.8.2. Defuzzification of Triangular Intuitionistic Fuzzy Number (TIFN) [32]
Let A" = (a;,a,,a3)(a},a,,a) beaTIFN and a; < a; < a, < a; < aj}.

For defuzzification we define a score membership grade of A’ is given by
a; + 2a, +as

S#(AI) = 4
The score non-membership function of 4’ is given by
. aj + 2a, + a;
Sa (AI) — 1 2 3
4
Then the accuracy function of A'is represented as Acc (4') and is defined by
Acc(dly= Su(ﬁl);-sa(ﬂ) _ a1+2a2+a3;-a’1+2a2+a§ @)

is the deffuzified value of the triangular intuitionistic fuzzy numberA! = (ay, ay, a3)(a;, a,, a3).
3. Mathematical Formulation:
Some notations and assumptions are given below for the formulation of the model for i’th item

(i=1, 2, 3,...., n):.
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3.1 Notations

Cai : Ordering cost per unit of time.
Cui: Holding cost per unit of time.
6
D

: Deterioration rate is depending on time.

: Ramp-type Demand.

Cpi : the purchase cost per unit of time.

Cai : Deterioration cost for each item per unit of time.

Gisi: Back order cost(Shortage cost) per unit of time.

U, Parameter for demand function (ramp-type) (break point).
Cwmi:The marketing cost depends on demand.

Ti : Length of cycle time , Ti=0.

t1i: Procurement time, t1i=>0.

Lii (t): The negative inventory level in the time [0,1.].

Lzi (t): The positive inventory level in the time [u;, ;]

Lsi (t): The Inventory level with the time [t1;, Ti].

Imax: The level of maximum inventory per ordering cycle.
Bi:During the stock-out period the maximum backlogged quantity.
Loi(Imax + Bi ): The order quantity for the duration of a cycle of length Ti for i’th item.
TACi(t1;, Ti): The total average cost for each of the items.

wi: The space of storage per unit of time.

Wi: The total space of the area.

C,;: Intuitionistic cost for order per unit of time.

C,;: Intuitionistic cost for purchase per unit of time.

CJ;: Intuitionistic cost for deterioration per unit of time.

Cli+ Intuitionistic cost for shortage per unit of time.

C},;: Intuitionisticcost for holding items per unit of time.

TAC{: Total Intuitionistic average cost per unit of time.

3.2 Assumptions:

i. The proposed inventory model deals with multi-item. Each item is considered as an objective
function.

ii. The occurrence of replenishment is instantaneously with an infinite rate.

iii. Here we neglect the lead time. That is we are neglecting the time interval between placing the
order and receiving.

iv. The demand is deterministic and it is a ramp-type function as follows

D (t) =di[t-(t-p)f(t-p;)], di>0, ; > 0 and Heaviside’s function is given by
£(t _ {0, t < Ui
( -”i) - 1 , t> u

- where di represents an initial demand and y; represents the fixed point
= M

with respect to time.

v. Deterioration rate is followed by 6;(t) = 6;t. 0<#6; <1.
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vi. Inventory model starts with shortages adequate to the procurement time.
vii. The units of deterioration are not repaired or replaced during the period.
viii. The inventory holding cost, Cni =h..t .
ix. The ordering cost is taken as constant.
x. The marketing cost Cmi= aiDl.ﬁi, where a; > 0,5; > 0.
3.3 Mathematical Formulation
At time t=0 the system does not have any inventory at all. In the time interval t=0 to t=tii the back
order (shortages) is permitted and at time t=tii the inventory is being replenished. And the quantity
received, meets the back-order that has already been occurred up to the time t=ti. In the time t€
[t1;, T;] the inventory level is reduced for demand along with deterioration. Finally at time t=T:i
inventory level falls down to zero. So, we can see that at time t=0 and t=Tithe reducing system does
not have any inventory at all. The graph of the above-mentioned inventory system has been given in
the figure-1 given below.

Figure-1

4 Inventory level

Imax

Time
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Figure-1: Representation of Inventory model

During the negative stock period [0,i,] and [u;, t1;] and the positive stock period [t1;,Ti], the rate of

change of inventory are followed by the following differential equations.
dly;

=—dit 0<t<y; ©)
dly;
S —dg; St <tyg (4)
dlz;
d_: +60,();;(t) = —diy; t; <t<Ty; ©®)

Here the boundary conditions are as follow
Li(0) =0, 1i(t1;) = Imax »13i(T1) =0 ;6;(¢) =6;t 0<6;<1
We have from (3)
Jydl; = — [, ditdt where L,;(0) =0

ditz

Li(t) = ==, O<t=y (6)
We have from (4)

t t

d;p?
f dh; = - f dipdt,  where Ij; (i) = 2 by (6)
Hi Ki
Li(t) = dip; (% - t). B St Sty @)
Now we integrate (5) w.r.t't’ from the limit t=t to t=T and neglecting higher power of 8 we get
0; _ﬁ

Ly () = dpy [(Ti -+ (T - fs)] e 2, t;stsT 8)

Now by putting t=tii we get the maximum inventory level Imaxas follows
0; _9iffi

Iy = di; [(Ti —t1) + (17 — t13i)] e 2 ©)
Total backlogged is given by
B=[d;tdt + f;?" d; pidt

dipi?

===+ dy (b — )

= diﬂi(% +ty — 1)
= dipt; (£ — %) (10)
So, the initial ordering quantity is given by the following expression

i (3 _ .3 ity Hi
lo=dig |[(T =) + 212 = 63)] e + (1 - %) (11)

The types of cost are as follows

3.3.1. The ordering cost per cycle

0.Ci=Cai (12)
3.3.2. The inventory holding cost per cycle

6;t2

T Bi 1
HC=[] hytp.di [T -0+ 23 -] e 2 at
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T; 1 6; (T2 1 0; )| 1
diph; [? (T7 =t —; (TP —t) + ;{7 (T2 —tf) —<(TF - tfi)} - ?[{: (T —tf) — 5 (TP — %) +
0; Ti3 1
?{T (T = tf) — S (7 = tﬂ-)}}}

3.3.3. Deterioration cost for the time interval [tu, T;] for i’th item per cycle

2
- f dl:ul dt ]

L£2
0;t

(Neglecting the higher power of t for the expression e” 2 only)

(13)

D.Ci== Cm[ [ (T = £2) + 2T = 63| e”

0; 0t
= Cqid;ip; [(Ti —t) + ;(TiB - tfi)] ez +(t; —Tp) (14)

3.3.4. The Back-order cost (shortage cost) during the time period [0, t;;] for i'th item per cycle
S.Ci= —Csi[fo”"( 4 )dt + ft“ [dlul (— - t)] dt

= A2 — St — 1) + 30— D) (15)
Where Cg; is a shortage cost.

3.3.5. Total cost for purchasing an item per cycle that is max inventory as well as backlogged quantity.
. 9;t3; .
P.Ci= diptiCpi || (Ty — t2) + Z(T7 = 3)] ™7 + (t2; — &) | (From (9) and (10) ) (16)

Where C,; is the purchase cost.

3.3.6. The marketing cost which is basically depends on demand for the time interval [0, T;] for i'th
item per cycle is as follows
Cuwi= [ a;Df dt + [}'a;Df" dt
i . T; .
= a; [, (dit)Pidt + aif (di#i)ﬁ’ dt
Bit1
= a;df’ [ L 4 (T, - ul)] (17)

Bi+1
where a; > 0, ; > 0.

Therefore, the total average cost per unit of time for each of the item per cycle is given below

TACi(ti T)= C dych; |2H(TF = t7) = 5 (T — €5, OfT (p2 _ g2y _L(7s — ¢5)) = &N Tira _
(t1i,Ts) Aitdpih; ( tll) ( ti) + s 12 (T; ti1) 5(1 tll) > 4(1

4y _Yems 5 o 0T cma ay _1en7 o7 00 ra _ g3y -l
tf) — o (TP — 68) + e (T — t3) — 2 (T — ) re| + Caiditti [(Ti —t) + (17 tu)] e z +

0;t2;
0; _bity;
[(Ti —ty) + " (T? - tfi)] ez +

(t; —T)|+ % [uf — 3p(ty; — ) + 3@t — ud)] + diu;Cp;

Rl ) Bi | M Bi
(t = )| + oy [ + ufi(T; - ul)]] (18)
We consider the average total cost of multi objective inventory model (MOIM) as follows
Minimize {TACi(t1, T1), TAC2(t12, T2),ceevvvenenininnnnnn. , TACn(tin, Tn)} fori=1,2,3,4,...... n
Subject to: X, w;Q; < W
Where,
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tzi
TACi(ti; T;) represented by (18) and Q; = dy; |[(T; = t) + 2 (17 = e8| e 7 + (2 —%)| (19)

4. Fuzzy Model:
To deal with Uncertainties let us take all the cost parameters as triangular Intuitionistic fuzzy
numbers.
Here we consider the cost parameters as TIFN
I = (CA{LI'CA{LZ'CA{B)( C'hirs Caiz, C'aiz)  Where  C'hyy < Capy < Caip < Caiz < Cz.
( pilr pLZ' 13)(613111' pLZ’C,113) Where C{;’u S Chiy < Chip < Cpiz < C')

pi1 pi2 pi3 = Cpis-
= (Caun CdLZ'CdLS)(C,dll'CdLZ'Cd13 Where C’dil < Cain < Caip < Cgyz < Ciz-
= (G Csia Ciiz) (Gt Ciiz, Cif3) Where Cgiy < Cfyy < Cfp < Ciz < Cls.
= (hly, hly, Rl (R, B, hiL) Where h', < hl, <hl, <hl, <hj.
= (diy, di, df3)(d'], diz, di3) Where d'f; <df; <dj, <dj; <dj
Our multi-objective inventory model (3.3.17) becomes Intuitionistic Fuzzy model as follows
Minimize { (TAC! (t11,Ty), TACL(t12, T2), coeos v evs ooy TACL (t1s T}
Subject to:})lr; w;Q; < W fori=1,2,3,4,.......... ,n

Where,

— 1 —1  ~1 ~I|r; 1 ; (T3 1
TAC(t1, T) = ACh +dy piy [; (TZ —tf) —;(T7 —t5) + g{; (T —t8) — - (17 - tfi)} -

8i))T: 1 ; (12 1
;{{: (TF —tf) — s (T7 —¢5) + ?{T (TF —t3) — ;(Ti7 - tfi)}}}

i~
+ Cqy d, 1 I[(Ti —ty;) +

it2; 1 1
1 d;, puiCs ~1 ~1
(TP - fu)] TE o (ty - i)l + S [F = 3py (e — ) + 3(65; — ] + d i, I[(Ti —ty) +

i (m3 _ 13 Ot i
- (T _tli)]e 2 +(tll 2)

Bi+1
a;(d, )’3‘[ +Ml‘(T )]]

~1
And Q; =d, u;

(T = ) + 217 = )] — (- "—)l (20)

. .o . . .y I ~1 ~1 —~1 —I1 ~I ~I
Using the defuzzification technique (1) our Intuitionistic fuzzy parameters (C,, , Cp, , Cy, , Cs, , b, ,d, )

transforming into crisp value (Cj,, C}, Cj,, CL, hl,dl)

With these our Fuzzy Intuitionistic model transforming into crisp model as given as below

Minimize { (TAC!(t11,T1), TACI(t12,T5), cos v vvv v wvee e, TACK (b1, )}
Subject to:)) 7L, w;Q; < W fori=1,2,3,4,.......... n
Where,

— — =~ ~|n 1 0, (T3 1
TACH (640, T) = 2Ch + Al |2 (72 = 6) =1 (13 = 63) + 2{L (12 = 8) -1 (13 - )} -

6 ))Ti 1 0; (T3 1 —
B {: (T —t3) — B (17 - 63) + Z{: (1! —t1) - = (] - til)}} + Célid{lli [(Ti —ty) +
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2. S T
Sitts dzlﬂicéi

9; _ o -
" (1} - t?i)] e 2 +(t, —T)|+ T [#12 - 3#i(t1i - .“i) + 3(’?%1‘ - .“LZ)] + dﬁ#icfn‘ [[(Ti —ty) +

0:t3; fitt
6; 3 2l K 7 ﬁi ‘ui ﬁi
Z (Ti - t?i)] e 2 + (tli - ;) + (Zi(db [ﬁi"'l + H; (Ti - 'ui)]]

-~ 0; ity B
And Q; = di#i [(Ti —ty) + B (1} - tii)] e 2 + (tu - ;) (21)

Here, wi and Wirepresent space per unit of time and the total area space for i'th item respectively for

storing inventory.

5. New Techniques to Solve a Multi-Objective Inventory Model.

To solving the above multi objective inventory (21) problem we consider single objective at a time
and the others objectives are ignored.

Applying this technique we find out the value of each objective function separately and by tracking

this technique we will formulate the following pay-of-matrix.

TAC,(t1,Ty) TACy(tig,Ty) oo o TAC,(tyn, Ty)
(tlll, TII) [TACf(tlll, Tll) TAC, (tlll, Tll) R TACn(tlll, Tll)]
(t122, T22) | TAC; (tlzz, TZZ) TAC; (tlzz, T22) ......... TAC, (tlzz, T22) |
T8 LTACER, TS TAGEE, T e TACH(ER, T

Now we set Ul = max{TAC,(t};, T),i =1,23,.....,n},forr=1,2,3,.....,n
And IT = {TAC;(t],, T7),r = 1,2,3, .....,n}
Where LT < TAC,(t};, Tf) < UT ;fori=1,23,....,n;and k=1,2,3,.....n; (22)
5.1. Fuzzy Non-Linear Programming Problems (FNLP) and Fuzzy Additive Goal Programming
Problems (FAGP)
Now we take for simplicity a linear fuzzy membership function ur4c, (TAC,(t;,,T,)) for the r'th

objective function TAC,(t;,,T,) as follows.
; for TAC,(ty,,T,) < LT
Lol for LT < TAC,(t,,,T.) < UT 23)
"o for TAC.(ty,T,) = UF

HUrac, (TAC,(t1,,T)) =

Forr=1,23,.....n;

Using (23) we established the fuzzy non-linear programming problems (FNLP).

Max=p

Subject to,
p(UF — LT) 4+ TAC,(t,,,T,) < UI  Forr=1,23,......n
0<p<1, t;, =0T, >0; (24)

And the same restriction and constraints as in the problem (21)
Now we formulated Fuzzy additive goal programming (FAGP) based on max-additive operator as

given below:
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Max ¥, UL TAG (Car ) Z;C_ri?hm
Subject to,0 < prac, (TAC, (t1, T,)) < 1, forr=1,2,3,....... n (25)
And the same restriction and constraints as in the problem (21)
Now we are finding the optimal solution for the above reduced problem (24) and (25) with the help

of above FNLP and FAGP method.

5.2. Weighted Fuzzy Non-Linear Programming technique and Weighted Fuzzy Goal Programming
Technique (WFNLP AND WFAGP):

We are taking here a positive weight w, for every objective (TAC, (ty,, T;))

(Where r=1,2,3,.....,n) and Y7*_; w, = 1.

Having these normalized weights and the membership function (23), the FNLP technique becomes

Max p
Subject to,
wr-.uTACr(TACr(tlr' T.))=p Forr=l,23,...,n
0<p<1 ¢,20T.=20and Y}, 0w, =1 (26)

And the same restriction and constraints as in the problem (21)
Having these normalized weights and the membership function (23), the FAGP technique becomes
Max ¥.7-1 @k Urac, (TA Cr(tyr) Tr))
Subject to,0 < pryc, (TAC,(t,,,T,)) <1, forr=1,2,3,....... n and
t, =0T, 20; Yrojw. =1 (27)
And the same restriction and constraints as in the problem (21)

Now we are finding the optimal solution with the help of above WENLP and WFAGP method.

5.3. Intuitionistic Fuzzy Non-Linear Programming (IFNLP) Method:
Using (5.1) here we have considered a linear membership grade (Truth membership) and a nonlinear

membership grade (Falsity membership).
1

; for TAC,(ty,,T,) < LT
i for LT < TAC,(tyy,T,) < UT
"0 for TAC,(ty,T,) > UT

HUrac, (TAC,(t1,,T)) =

1 for TAC.(ty,,T,) = Uf
TACy(t17.Ty)-LF T T
T for L. < TAC.(t,,T,) < U, (28)

0 for TAC.(t,T,) <L

aTACr (TAC,(t1,,T;)) =

Forr=1,23,.....n;
After getting the membership function (truth membership) and non-membership functions (falsity
membership value) for every objective function and using (22), the original problem (21) can also be
formulated as a crisp model as given below.
Max a;, Minf;
Subject to  prac, (TAC (6,7, T,)) = o
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Orac, (TAC(t,7,T)) < By
aq + ﬂl < 1, aq > ﬁl' al'ﬁl = 0, tlT = O,TT = 0, (29)

And the same restriction and constraints as in the problem (21)

Forr=1,2,3,....n
Where a;denotes the minimal accepting degree of the objectives and the constraints and f;is the
maximal rejection degree of the objectives and constraints. The above IFNLP model transforms into
the following crisp (non-fuzzy) model

Max (a; — B1)

Subject to, ﬂTACr(TACr(tlrvTr)) >a,
Orac, (TAC, (417, T,)) < o
a,+p <1 a1 =By, B, €[01]; t,=0,T,. = 0; (30)

And the same restriction and constraints as in the problem (21)
Forr=1,23,....n
5.4. Neutrosophic Non-Linear Programming (NSNLP) technique.
By using (22), we define a linear type truth membership, indeterminacy membership, falsity

membership functions as follows

1 for TAC.(t,,,T,) < LT
_ Ul -TAC, (t17.Ty) T T
:uTACr(TACT(tIr' T)) = Tk for Ly < TAC.(t,,T.) < Uy
0 fOT TACr(tlrt Tr) = U1T
1 for TAC.(t;,,T,) < L.
_ UF=TACy(t17,Ty) ) 1
prac,(TAC,(t1,,T))) = ST for L < TAC.(t;,T,) < U;
0 fOT TACr(tlrr Tr) = U;
1 for TAC,(t,,,T,) = UF
TAC(t17,T)-LE F F
Orac, (TAC, (&4, T;)) = T — for Ly <TAC.(t1,,T;) < Uy (31)
0 for TAC(t;,,T,) < ILE

Forr=1,2,3,.....n
Where,
UF =UF and LY = LT + t(UT — LT)
LL=LT and Ul = LT + s(UT — L) ;s,t € [0,1]

After getting the membership function (truth membership), non-membership function (falsity
membership value) and indeterminacy membership function for every objective function and using
(22), our original problem (21) transform into a crisp model as given by
Max a, Minf, Maxy
Subject to  prac, (TAC,(t1,,T,)) = a;
aTACr (TACr(tn’ Tr)) < B;
Prac, (TACr(tn: Tr)) =Y;
a+pB+y<3;az=p;a=y;apB,y€[01];t;, =0T, = 0; (32)

And by taking into consideration the same restrictions and constraints as in the equation (21)
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Forr=1,23,....n

Where a denotes the minimal accepting degree for the objectives as well as for the constraints and
is stands for maximal rejection degree for the objectives as well as for the constraints and y is the
degree of indeterminacy. Above NSNLP model transforms into a crisp (non-fuzzy) model as follows:
Maximize (¢ — f + )

Subjectto TAC,(ty,T,) + (Ul — LD)a < UT;

TAC,(t1,,T,) + (UL — L))y < UL

TAC, (4, T,) — (UF — LB < L

a+B+y<3 a=B;a=vy;apB,y€[01];t;, =0,T, =0;Forr=1,23,....,n (33)

And the same restriction and constraints in the equation (21)
Where,
Uf =UF and LE = LT + t(UT — LT)
LL =LY and Ul = LT + s(UT — LT)
Where s,t € [0,1]
6. Numerical Examples
To illustrate the multi objective inventory model where demand is ramp-type, deterioration and
back-order are variable, we have considered the following example. Here we have taken the cost
parameters as TIFN and some parameters are taken as crisp.
Let total area space W=5000 m?
Minimize { (@(tu' T,), @(tu: T3)}
Subject to:)) 7L, w;Q; < W where i=1,2

— — 5 =~ 1 o, (T3 1
TAC/(ty;, T)) = Tli[ciu + dll'”ihl{ S (17 —61) - 3 (17 — 1) + Z{? (17 — 1) - 5 (17 - t?i)} -

>

i)) 7T 1 0; (13 1 —_—
{;(r?—t‘;)—;(T?—ti-)+;{;(rf—tii>—;<r3—tzi>}} + Chdlp, || (i = 12 +

2
9ityi

. . Dl S
(17 - t?i)] e 2 4t —T)|+ = [.ULZ - 3lli(t11 - lli) + 3(tii - lllz)] +dip,Cpy [[(Ti —ty) +

o |

6

Bi+1
0; _ it Iz -5 ﬁi M B[

~ . 6itt; .
And Q; = dju, [(Tz —ty;) + % (13 - tii)] e 2z + (th. - ”;) for i=1,2

Here we take the crisp values of cost parameters

For the first objective function (i.e., 1stitem),a@; = 0.55,5; = 0.45,u; = 0.26,6, = 0.08,w; = 4

For the second objective function (i.e, 2nd item)a, = 0.55,4, = 0.45,u, = 0.26,0, = 0.08,
w, = 4,Q=5000

Here we take the cost parameters as triangular intuitionistic fuzzy numbers.
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Table-1
Items
Cost parameters

1stitem’s cost (TIFN) 2nd jtem’s cost (TIFIN)
(ZLI ((125, 130, 135) (122,130,140)) ((130, 135, 140) (126,135,142))
E,:LI ((17,19,23) (15,19,25)) ((18,20,22) (16,20,24))
(f;l ((12,15,18) (10,15,20)) ((13,16,17) (11,16,22))
Co ((5,7,10) (4,7,13)) ((7,9,12) (6,9,14))
f[ll ((0.50,1,2) (0.25,1,3)) ((1,1.5,2) (0.5,1.5,4))
JLI ((115, 120, 125) (112,120,130)) ((120, 125, 130) (118,125,135))

Optimum solution by different methods (FNLP, FAGP, WENLP, WFAGP, IFNLP, NSNLP)

Table-2
METHODS TAC](t1,,T7) t11 Ty TAC; (15, T5) t1, Ty
FNLP 682.3808 0.393911 1.085939 728.2010 0.215405 1.015091
FAGP 682.3808 0.393911 1.085939 728.2010 0.2149483 1.015632
WENLP 682.3809 0.24049 1.086356 728.2010 0.2141508 1.015686
WFAGP 682.3809 0.24049 1.086356 728.2010 0.2141508 1.015686
IFNLP 682.3808 0.2393911 1.085939 728.2010 0.2143809 1.016013
NSNLP 682.3808 0.2393911 1.085939 728.2010 0.2153121 1.014994
FIGURE-2

From the figure-2 it is easy to say

240 the values of the average total cost

720 of two-items are almost same.

700 IFI\ll\lSLl\g)LP FNLP, FAGP, IFNLP and NSNLP

680 W\é\{\IFLAPGP gives the equal value of the total

o6 FAGP cost but WFNLP and WFAGP

640 FNLP _ e
TACL gives slide difference value of total
TAC2
cost.
FNLP FAGP WENLP WFAGP mIFNLP NSNLP

Graph for the average total cost in new methods.

Now we are willing to find what different happen in total average cost if we take the cost parameters

as triangular fuzzy numbers instead of the triangular intuitionistic numbers.

Table-3
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Total
Total
Co Total aver
) Triangu ] ) avera | Total
st | Triangular Triangular | Triangul | averag | age
o lar o ge average
pa | Intuitionist Intuitionist | ar fuzzy e cost cost
Metho fuzzy cost | cost (2nd
ra ic fuzzy ic fuzzy numbers (1st (2nd
ds number (1st Item)
m numbers numbers (2nd Item) | Item)
s (1st Item) (For
ete | (It Item) (2nd Item) Item) (For (For
Item) (For TFN)
rs TIEN) | TIEN
TEN)
)
(125,130, (130, 135,
! 135) (125,130 140) (130,135,
A (122,130,14 ,135) (126,135,14 140)
0) 2)
;| (17,19,23) | (17,19,2 | (18,20,22)
Cp: (18,20,22)
(15,19,25) 1) (16,20,24)
;| (121518) | (12,151 (13,16,17)
Ca (14,16,18)
FNLP (10,15,20) 8) (11,16,22)
FAGP | __, (5,7,10) (7,9,12)
Cs, (5,7,9) (7,9,11)
IFNLP (4,7,13) (6,9,14) 682.380 | 728.2 | 665.6
725.6821
NSNL | _, | (0.50,1,2) 0.7,1,1. (1,1.5,2) (1152) 8 010 314
P "] (0.251,3) 3) (0.5,1.5,4) o
(115, 120, (120, 125,
1 125) (115,120 130) (120,125,
" | (112,120,13 ,125) (118,125,13 130)
0) 5
For FNLP, FAGP, IFNLP, NSNLP
Figure-3 technique

TAC1

B TIFN

750

700 1 j
650 '

600

TAC2

TFN

TFN

TIFN

In this section (Figure-3) we analyze the
average of total minimum cost for
triangular fuzzy number and
Intuitionistic fuzzy number.

Here we observe that the total average
cost of two item is bigger when we are
taking triangular Intuitionistic fuzzy
number instead of the triangular fuzzy

number.

Figure-3 Graph for the total average costs of two items With TIFN and TFN.
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8. Sensitivity Analysis

Now we will discuss how the total average cost changing on the basis of change of ordering cost,
purchasing cost by FNLP, FAGP, WFNLP, WFAGP, IFNLP, NSENLP technique.

For first objective function (i.e., 1st item) we are taking,@; = 0.55,5; = 0.45, 4, = 0.26,6, = 0.08,w; =
4,Cpy =19,C4y = 15,Cy; = 7,dy = 120,h, = 1

For second objective function (i.e., 2nd item) we are taking &, = 0.55,(, = 0.45,u, = 0.26,0, =
0.08,Cp, = 20,C4, = 16,C5, =9,d, = 125,h, = 1.5, w, = 4,Q = 5000

TABLE-4
Method | ORDERING ORDERING
COSTFOR 1% | COSTFOR 20 | TACi(ty, tia, T) TAC(t, t1s T3)
° ITEM ITEM
120 125 656.5169 715.6611
FNLP 125 130 661.1160 720.7620
130 135 665.6314 725.6820
120 125 656.5169 715.6611
FAGP 125 130 661.1160 720.7620
130 135 665.6314 725.6820
120 125 656.5245 715.7559
WENLP 125 130 661.1160 720.7620
130 135 665.6314 725.6820
120 125 656.5245 715.7559
WFAGP 125 130 661.1160 720.7620
130 135 665.6314 725.6820
120 125 656.5245 715.7559
IFNLP 125 130 661.1160 720.7620
130 135 665.6314 725.6820
120 125 656.5169 715.6611
NSNLP 125 130 661.1160 720.7620
130 135 665.6314 725.6820

Here we have considered the weighs (0.7, 0.3) for both of the methods WENLP, WFAGP.
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FIGURE-4 FIGURE-5
666 730
664
662 725
660
658 720
656 NSNLP
IFNLP
654 WFAGP 715 FRLEP
652 WFNLP WV|\:/|E]€F§P
650 FAGP 710 FAGP
N FNLP ENLP
0 > S
S NI SEN
Q Qv S >
\'\r)’ ,\’)i’)‘ ,,)0\ \\”}, ,.f:)\ ,))Q\
ol ISR

WFNLP  EFAGP mWFNLP EFNLP WFAGP mWFNLP

WFAGP WIFNLP = NSNLP WFAGP WIFNLP  m NSNLP

Graph for the average of total cost of 1+t item by Graph for the average of total cost of 2"d item by
different Technique with different different Technique with different
ordering cost. ordering cost.

From the above figures (Figure-4, Figure-5), we can see that when ordering costs increase, the

corresponding total average cost also increases.

For the first objective function (i.e., 1st item) we are taking a; = 0.55,8; = 0.45,, = 0.26,0, =
0.08,w; =4,Cy; =130,Cy; = 15,C; =7,dy =120,h; =1

For the second objective function (i.e., 2nd item) we are taking, &, = 0.55, f, = 0.45, u, = 0.26,0, =
0.08,Cy, = 135,Cy4, = 16,Cs, =9,d, = 125,h, = 1.5, w, = 4,Q = 5000

TABLE-5
PURCHASE | PURCHASE
Methods | COST FOR 1st | COSTFOR 20 |  TACi(ty, ti1, T}) TAC(t,, tin T3)
ITEM ITEM
8 14 349.5078 550.1597
FNLP
9 15 378.7996 579.7397
10 16 407.9882 609.2553
8 14 349.5078 550.1597
FAGP 9 15 378.7996 579.7397
10 16 407.9882 609.2553
8 14 351.6440 550.1597
WENLP
9 15 380.9453 579.7397
10 16 410.1524 609.2553
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8 14 349.5078 550.1597
WFAGP 9 15 378.7996 579.7397
10 16 407.9882 609.2553
8 14 349.5078 550.1597
IFNLP 9 15 378.7996 579.7397
10 16 407.9882 609.2553
8 14 349.5078 550.1597
NSNLP 9 15 378.7996 579.7397
10 16 407.9882 609.2553

Here we have considered the weighs (0.7, 0.3) for both of the methods WFNLP, WFAGP.

FIGURE-6

FIGURE-7
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WFAGP BIFNLP B NSNLP WFAGP m IFNLP  m NSNLP

Graph for the average of total cost of 1+t item by Graph for the average of total cost of 27 item by
different methods with different purchase costs. different methods with different purchase costs.

From the figures (Figure-6, Figure-7), we can see that when purchase cost increases, the

corresponding average of total cost also increases.

9. Conclusion

In the manuscript we have considered a multi-objective inventory-model under the restriction of the
limited storage space. Here we have taken demand as ramp type, deceleration and holding cost as
time dependent. In this shortage follow Inventory model we have taken an additional cost known as
marketing cost which makes the proposed model more realistic. Shortage follow inventory model is
very much attractive for any types of online companies where the companies take pre-booking for
their product. It has been seen that if companies take their pre-booking in advance, then heir total
average cost is much lower. The main purpose of the model is what would be the specific technique
for minimizing the total inventory cost. The SFI model gives us more lesser cost in comparison to

other traditional inventory model. In this paper we have taken all of the cost parameters as
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Intuitionistic triangular fuzzy numbers due to uncertainty. The main objective of the model is to
minimize the total average cost. Finally, this model is verified by different optimization techniques
as FNLP, FAGP, WFNLP, WFAGP, IFNLP, and NSNLP.

For future research, the model proposed here can be execute by more practical presupposition
like power-demand, probabilistic demand etc. The uncertainty can be controlled by taking triangular
fuzzy number, trapezoidal fuzzy number, pentagonal fuzzy number, neutrosophic pentagonal
number etc.
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Abstract: Recently, properties of single-valued Plithogenic set is introduced for dealing with several opposite,
non-opposite and neutral side of a multi-valued attribute. In this case, a problem arises due to conflict among
the experts and their opinions. It is an indeed problem while dealing with single-valued Plithogenic
membership. The reason is to deal with conflict or contradictions membership and non-membership values

required. To deal with this problem intuitionistic Plithogenic context and its graphical structure visualization is
introduced in this paper. In addition, {d ,C } -cut is introduced for dealing with intuitionistic degree of
(&,2)° "B

appurtenance and contradiction for multi-decision process.

Keywords: Knowledge representation; Neutrosophic set; Plithogenic set; Plithogenic graph; Intuitionistic

fuzzy set; Multi-granulation

1. Introduction

Recently, properties of Plithogenic set are introduced for dealing with several opposite and
non-opposite or indeterminant conditions [1]. It is considered one of the useful set to deal with dark
data like doctor’s prescription, sports analytics and other fields [2]. In this process, a problem arises
while dealing with vague attributes. One of the suitable examples is a cricket match in which several
times people intuition changes towards win, draw or loss of an India-Pakistan match [3]. It used to

observe in a democratic country like India where people intuition changes several time towards or
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against the given leader [4]. Same time the prescription of one doctor differ from other doctors while
disease and symptoms is also same [5]. It creates contradiction in human intuition while preference
analysis for multi-decision process in case of bipolarity [6]. In this case, the first problem arises while
representing these types of vague attributes as addressed recently [7-8]. Another problem arises
while processing the contradiction among human intuition at given multi-granulation to take a
conclusive decision [9]. To tackle this problem current paper focused on dealing with intuitionistic
Plithogenic set based context and its zoom in and zoom out at user defined granules for the
knowledge discovery tasks.

Recently, some of the authors paid attention towards data with intuitionistic Plithogenic
attributes [10-11] and its extensive properties [12-13] for multi-decision process at different
granulation [15]. The problem arises while visualization of intuitionistic Plithogenic attributes
[16-17] as discussed recently [18-19]. Motivated from these studies current paper put forward effort
for dealing data with intuitionistic Plithogenic set, its graphical visualization. In addition, another

method is proposed to refine the intuitionistic Plithogenic context at defined Plithogenic granules
{d(a, a)? cﬁ.} . The goal is to find some hidden pattern in data with intuitionistic Plithogenic set based

on its defined degree of appurtenance and contradiction as shown in Figure 1.

Multi-valued uncertain attribute

el

Single-valued n-valued Intuitionisitc

Plithogenic set Neutrosophic set Plithogenic set

Plithogenic
graph

Information extraction/ Multi-decision process

Figure 1: The graphical objective of this paper
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The motivation of is to deal with opposite and non-opposite side of intuitionistic attributes for
multi-decision process. The objective is to find some useful pattern in intuitionistic Plithogenic
context for decision making process. One of the significant outcomes of the proposed method is that
it provides a way to deal with contradiction degrees exists in intuitionistic Plithogenic set for conflict
analysis.

Rest of the paper is constituted as follows: Section 2 provides basic background about
Plithogenic set for data representation. Section 3 provides the proposed method for handling
intuitionistic Plithogenic context for knowledge discovery and representation tasks with its
illustration in Section 4. Section 5 contains conclusions followed by acknowledgements and
references.

2. Data with Plithogenic Set

This section provides preliminaries about Plithogenic set and its examples for understanding of
intuitionistic Plithogenic set:

Definition 1. Plithogenic Set [1-2]: This set contains five parts to represents the multi-valued
attributes of the given data sets. Let us suppose,be a universe of discourse, P be a subset of this
universe of discourse, “a” a multi-valued attribute, V is the range of the multi-valued attribute, “d”
be the known (fuzzy, intuitionistic fuzzy, or neutrosophic) degree of appurtenance with regard to
some generic of element x’s attribute value to the set P, and c is the (fuzzy, intuitionistic fuzzy,
neutrosophic) degree of contradiction (dissimilarity) among the attribute values as (<A, Neutral A,
Anti A>; <B, Neutral B, Anti B> <C, Neutral C, Anti C>). It can be represented as a set
(P,a,V,d, c)which named as a Plithogenic Set (P). The Plithogenic set is a set P(P, 4, V, d, c) in which
each element x € P is characterized by all attribute’s (a) values in V = {vy, vz, ...,vs}, for n 21 for the
degree of appurtenance (d). The contradiction degree function (c) distinct the Plithogenic set from all
of the above set. It represents the between the attribute values in form of fuzzy t-norm and fuzzy
t-conorm as:

(i)c: VXV = [0, 1]represents the contradiction degree function among viand v2.

It used be noted as c(v1, v2), and satisfies the following axioms:
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(ii) c(v1, v1) = 0 i.e. the contradiction among v1and vzis zero.
(iif) c(v1, v2) = c(v2, v1),the contradiction among v1and v20r v2and viused to be considered as
per the commutative properties. In this paper author focuses on single-valued fuzzy

membership to handle the Plithogenic set.

Example 1: Let us suppose, two experts or commentator (y1) and (y2) given an opinion
towards the player (x1). The expert (yi1)agreed that player (x1) is 60 percent suitable TEST
match whereas expert (y2) agreed on 70 percent with zero contradiction. The expert

(y1)agreed that player (x1) is 20 percent suitable for one day match whereas the expert (12)

agreed on 40 percent which created % contradiction. The expert (y1) agreed that player (x1) is

70 percent suitable for T20 match whereas the expert (12) agreed 60 percent which created %

contraction on this attribute. The reason given by expert (y1) that player (x1) is consistent at 80
percent matches whereas the expert (12) agreed on it 60 percent without any contradiction.

Another reason given by expert (y1) that player (x1) is consistent due to 50 percent suitable

health conditions whereas expert (y2) agreed 40 percent on this attribute with

contfddictippe of complex or large information can be written using the properties of
Plithogenic set as shown in Table 1 and Table 2 The Table 1represents the opinion of expert 1
towards the player (x1) whereas Table 2 represents opinion of expert 2 towards player (x1).
The union and intersection among expert opinion can be computed as given below.

Table 1: The expert (y1) opinion towards a player (x1)

Contradiction 0 3 3 0 3

degree

Multi-attributes TEST ODI Player T20 Player Consistent ~ Health
Player

Fuzzy degree 0.6 0.2 0.7 0.8 0.5
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Table 2: The expert (y2) opinion towards a player (x1)

Contradiction 0 3 2 0 3

degree

Multi-attributes TEST ODI Player T20 Player Consistent Health
Player

Fuzzy degree 0.7 0.4 0.6 0.6 0.4

Definition 2. Intersection of PlithogenicSet [1]: Let us suppose two Plithogenic set (P1, P2)

then the intersection can be computed as follows:
dpl (ap’vp) Ad}’z (ap’vp) =(1 _cp) x (dp1 (ap’vp) Nr dl’z (ap’vp)) +cp(dp1 (ap’vp) A dpz (ap’vp))
where dp represents degree of appurtenance, cyrepresents contradiction degrees for the multi-valued

attributes ay. Others are fuzzy t-norms to define the intersection.

Example 2: Let us suppose, the example shown in Table 1 and 2 to find the intersection using above
defined Plithogenic operator. Table 3 represents the intersection of expert opinion shown in Table 1
and 2 using the above operations. It shows the Plithogenic degree that on what level both the expert
are maximal common point convinced each other on the given contraction.

Table 3: Intersection of Table 1 and 2 using Plithogenic operator

Contradiction 0 % 2 0 %

degree

Multi-attributes TEST ODI Player T20 Player Consistent Health
Player

VAN 0.42 0.23 0.73 0.48 0.45
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Definition 3. Union of Plithogenic Set [1]: Let us suppose two Plithogenic set (P1, P2) then the

union can be computed as follows:
dpl (ap’vp) v dpz (ap’vp) =(1 _cp) x (dp1 (ap’vp) A dpz (ap’vp)) +Cp(dp1 (ap’vp) Nr dpz (ap’vp))
where dp represents degree of appurtenance, cyrepresents contradiction degrees for the multi-valued

attributes ap. Others are fuzzy t-conorms to define the intersection.

Example 3: Let us suppose, the example shown in Table 1 and 2 to find the union using above
defined Plithogenic operator. Table 4 represents the union of expert opinion shown in Table 1 and 2
using the above operations. It shows the Plithogenic degree that on what level both the expert
convinced each other in the infimum way on the given contraction.

Table 4: Union of Table 1 and 2 using Plithogenic operator

Contradiction 0 % % 0 %

degree

Multi-attributes TEST ODI Player T20 Player Consistent Health
Player

ViV, 0.88 0.37 0.57 0.92 0.45

Definition 4. Complement of Plithogenic Set [1]: The complement can be computed as
follows: (d, (ap,vp))' =(-c,)xd (a,,v,) where dp represents degree of appurtenance, c

represents contradiction degrees for the multi-valued attributes a,.In case of conflict or quanta

information of human cognition can be represented using intuitionistic fuzzy set.

Definition 5: Intuitionistic Fuzzy Set [13-14]: The intuitionistic fuzzy set is a generalization of fuzzy

set. It represents the acceptation, rejection part of any attributes simultaneously. The intuitionistic

fuzzy set A can be defined by A= {x, 7 (x) WVy (x) /xeX } where
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,uA(x):E—)[O,l],VA(x):E—)[O,l] for each x € E such that OS,uA(x)+VA(x)S1. Here

H (x) E— [0, 1] denote degrees of membership and v, (x) E— [0, 1] denotes non-membership

of x € A, respectively.

Example 5: Let us suppose the above examples that an expert (y1) gives opinion about a player (x1)
that the given player is 60 percent suitable for ODI whereas 30 percent not suitable based on his/her
performance towards the given team. This type of data can be written using the Intuitionistic
Plithogenic set as shown in Table 5.

Table 5: The expert (y1) opinion towards a player (x1) based on Intuitionistic set

Contradiction 0 ! 2 0 1
3 3 2
degree
Multi-attributes ODI Player ~TEST T20 Player Consistent ~ Health
Player
Fuzzy degree (0.6,0.3) (0.2,0.6) (0.7,0.1) (0.8,0.1) (0.5,0.3)

It can be observed that, the Plithogenic set provides a chance to deal with multi-valued
attributes and contradiction among expert opinion [15]. The problem arises when the expert agree or
disagree for the same Plithogenic attribute in case of multi-decision process. It creates conflict among
them. To deal with it based on membership and non-membership values the mathematics of
intuitionistic fuzzy set is connected with Plithogenic set in this paper. Same time a new graph to

visualize the data with intuitionistic Plithogenic context is introduced motivated from [4, 16]. Same
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time another method is introduced to zoom in and zoom out the intuitionistic Plithogenic context
based on defined neutrosophic multi-granulation motivated from [9, 15-18]. In the next section one
of the methods is proposed for intuitionistic Plithogenic graph and its processing to deal with

conflict analysis arises due to contradiction.

3. Proposed method:

In this section, two methods are proposed the first one focused on graphical structure visualization
of intuitionistic Plithogenic attributes and another one focused on decomposition of intuitionistic
Plithogenic context. The computation time for the proposed method is also discussed.

3.1 A method for processing data with Intuitionistic Plithogenic Attribute

Let us suppose any data set having Intuitionistic Plithogenic attribute and need to process for
multi-decision tasks. It can be done as follows:

Step 1.Let us consider, data with Intuitionistic Plithogenic attributes. Try to represent them in
contextual format as shown in Table 6.

Table 6: Data with Intuitionistic Plithogenic attributes and its context representation
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Contradiction ¢ G ¢ Crst Cn

degree

Attribute a, a, a, a., a,

values

a, d,, (u,v) dl,z (1,v) dl,k (#,v) dl,k+1 (1,v) d,(u,v)

a, d,,(1,v) d,,(1,v) d,, (1,v) dy 0 (14,V) d,,(1,v)

an dn,l(lu’ V) dn,2 (,U,V) dn,k (IU,V) dn,k+1 (ﬂ’ V) dn,m (ﬂ,V)

Step 2. Write all the Plithogenic attributesas(P,a,V,d,c), where P is a set, ais the set of multi-valued
attributes, V is the defined range of the attributes, d is the intuitionistic set based degree of
appurtenance and c is the single-valued degree of contradiction. It means the intuitionistic degree of
appurtenance and its contradiction value for the given attribute can be determined with respect to

the dominant value of the attribute.
Step 3. Let us consider the,Plithogenic graph G= {Vp E,a,, (,lep Va, ), Cp} can be called as

intuitionistic Plithogenic graph where(Vp)represents Intuitionistic Plithogenic attributes as vertex,
(Ep) represents the intuitionistic Plithogenic set based edges, (a)represents the multi-valued i.e. one
or more attributes of distinct values. The intuitionistic degree of appurtenance (dp) says that at what
level the given multi-valued attributes belongs to the set or does not belongs to the set. The (cy)

represents the contradiction degrees as single-valued fuzzy membership.
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{ap’(ﬂdp’vdp )»Cp}

”

p

Step 4. Write each of the vertexes using the Intuitionistic Plithogenic set as:

where (ap)represents multi-valued attributes defines thelntuitionistic Plithogenic vertex(Vp). The
degree of appurtenance (dp) represents the belongingness and non-belongingness of multi-valued
attributes via intuitionistic Plithogenic set. The contradiction degree is represented using

single-valued fuzzy membership as (cy).

{a,,q (g 5V )€y }
Step 5. Write edges for each of the Plithogenic vertexes as: E V) where (a pq)
pa\" P’y

represents one or more attributes which defines the Intuitionistic Plithogenic edges (qu). The
degree of appurtenance (d Pq) represents the belongingness and non-belongingness of

multi-valued edges with its single-valued contradiction degrees (¢ b q) for the given edge.

Step 6. The contradiction among vi1and v2(or v2and v1) satisfies commutative property as follows:
c(vi, v2) = c(v2, v1). It means the Intuitionistic Plithogenic set based edges (£, ) and (E,)
represents same edge.

Step 7. The contradiction degrees c(vi, v1) = 0 due to which the edges can be edges can be
represented as (£, <V, xV, =V xV —V_xV ).

Step 8. The computation of relations for the Intuitionistic Plithogenic graph and its edges can be
computed using extensive properties of union and intersection of single-valued Plithogenic set as

follows:

(a) Intersection of single-valued Plithogenic set as
dp1 (ap’ Vp) A dpz (ap’vp) = (l _Cp) X (dm (ap’vp) /\f dpz (ap’vp)) +Cp(dp1 (ap’ vp) Vf dpz (ap’ vp))
(b) Union of single-valued Plithogenic set as

dpl (ap’vp) v sz (ap’vp) = (1 _cp) X (dp1 (ap’vp) Vf dl’z (ap’vp)) +Cp(dp1 (ap’vp) /\f dpz (ap’vp))

In case of Intuitionistic Plithogenic sets degree of appurtenance can be represented as:
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V, = {unvl (x),vvl (x)/xe X} and V, = {\/2,,uv2 (x),vv2 (x)/xe X} he union and intersection

can be computed as follows:

A). Vv, V=, v, v A,

(B) V; /\P I/z = (’u"1 /\P ﬂ"z’vq VP sz)
Otherwise the relation can be as follows:

a’p1 (ap,vp)/\a’p2 (a,,v,) Z(l—cp)x(dpl (ap,vp)/\f a’p2 (ap,vp))+cp(dp1 (ap,vp)vf afp2 (a,,v,))

{apl > (//ldpl ’Vdpl - < }

{ap1p3 ’('udplm ’Vdmps )’ Cpips }

E (VP1 VP3 )

P1P3

{ap1p2 ? ('udmpz > Vdmpz )> Cpipy

£ (Vpl sz )

pP1P2

{ap2 ,(,Udpz >Vdp2 )’sz } {am ’('udm ’Vdp3 )’cp3 }

P> P3

{a (u v A.r.> ('udpsm "V, . ) Cpsipa }
P2Ps” dp,ps® " dy,p, P4
E (Vps VP4 )

Epz Pa (sz Vp4 ) e

{ap“ i ('udp4 ’Vdm )’ “pa }

Vp4

Figure 2. The graphical structure visualization of Plithogenic graph

Step 9. In this way, the data with Intuitionistic Plithogenic set can be analyzed. It can be visualized
as Intuitionistic Plithogenic set of vertex and its edges as computed above.

Step 10. The Intuitionistic Plithogenic graph and its visualization is shown in Figure 2.

Step 1L.In this way, the proposed method provides a visualization of data with Intuitionistic

Plithogenic set which will help in adequate decision making process.

Time complexity: Let us suppose, there are n-number of Intuitionistic Plithogenic attribute in

the given data set with m-number of multi-valued appurtenance degree of attributes. In this case, the
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time complexity taken in drawing the Intuitionistic Plithogenic graph can be takeO(nm). The

intuitionistic degree of appurtenance can take maximum O(n.m?).

3.2 A method for {d(al,az),cﬁ} -cut for Intuitionistic Plithogenic context:

In this section, a method is proposed to decompose the Plithogenic context for precise analysis of

pattern based on user or expert requirements as shown in Table 6.

Step 1. Let us consider the Intuitionistic Plithogenic graph G= {Vp JE PR ( ,udp , Vdp ), Cp} .

Step 2. The Intuitionistic Plithogenic context can be processed based on (¢,,a,) -cut defined for the
appurtenance degree (dp) as d, , ,where 0<ey+ay<I.

Step 3. The p-cut can be defined on contradiction degree (cp) for measuring the conflict and its

liabilities as ¢, where 0< #<1.

Step 4. Let us suppose, expert wants to analyze the Intuitionistic Plithogenic context based on

defined d

,-cut for degree of appurtenance and ¢, for contradiction as {d(a, ’az),cﬂ} .

(a1,

Step 5. In this case the expert wants that the given Intuitionistic Plithogenic context contain more

degree of appurtenance from chosen d,, , ,-cut with less contradiction for the chosen c,-cut.

B ={{VP:E,,sa,,=(ﬂd,,’Vdp ),cp} | (,udp Zal),(vdp <a,),c,<pB,Va e P}
where 0 +a,<I and 0<pg<I.

Step 6.In case the given Intuitionistic Plithogenic relation satisfies the —cut defined at step 5 then
represent as 1 at particular entry of the attributes otherwise write as 0.

Step 7.In this way all the entries of given Intuitionistic context can be decomposed into 1 and 0 based

on defined {d(a, ’%),cﬂ} -cut.

Step 8.The {d

,C4 ¢ -cut can be changed based on user or expert requirement to zoom in and
(a.2)° " B

zoom out the given Intuitionistic context for adequate information extraction.
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Step 9. In this way, the proposed method provides intuitionistic level of granulation to deal with
Intuitionistic Plithogenic context for knowledge processing tasks. In case the expert unable to draw
its graph.

Time complexity: Let us suppose, the given Intuitionistic Plithogenic context contains n-number of

attributes having m-number of multi-attributes. In this case, the {d(a, ’az),cﬂ} -cut may takeO(nm)

time for the membership and non-membership value traversal, independently. In this case it may
cost maximum O(n?m) and vice versa for decomposition of intuitionistic degree of appurtenance.
The consideration of contradiction degree for decomposing m-number of multi-valued attributes

brings the complexity as O(n2.m?).

In the next section both of the method is illustrated for handling Intuitionistic Plithogenic context for

multi-decision process. Same time the obtained results are compared for validation.

4, Illustration

The uncertainty and vagueness in Plithogenic attributes creates major issues with its
representation and analysis [10-11]. The reason is Plithogenic set represents each multi-valued
attributes as a generic element x characterized by one attribute only (appurtenance) [1-2]. In this
case, intuitionistic fuzzy set can be helpful to represent the degree of appurtenance based on
membership and non-membership. Recently, intuitionistic Plithogenic set is received attention of
some of the researchers [10-12]. This paper focused on precise representation of data with
intuitionistic Plithogenic attributes. In addition, zoom in and zoom out of Intuitionistic Plithogenic
attributes for knowledge processing tasks. Same time the knowledge discovered from them is
compared for validation of result. To achieve this goal, two methods are proposed in Section 3.1

and 3.2.

Section 4.1: The illustration of Intuitionistic Plithogenic context and its visualization
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In this section, the proposed method shown in Section 3.1 using the cricket data set motivated from
[3].

Example6: Let us consider the cricket data set!. An expert wants to give opinion on performance of
Cheteshwar Pujara that he is good batsman for Test, ODI or T20 or selection in the team. The expert
can give opinion based on his performance available on time as shown in Table 7. The expert (y1)
wants to give opinion that Pujara is 40 percent good player for test due to his 80 percent ball faced
and 40 percent strike rate. Same time the expert wants to express that Pujara is 30 percent not good
for some Test due to his 20 percent wrong played ball and 50 percent non-strike or slow rate with
50 percent contradiction. In similar way the expert (y1) can give opinion about the Pujara based on
his performance shown in Table 7 for ODI or T20. This type of data can be written precisely using
the Intuitionistic Plithogenic set as shown in Table 8. In case, the selection committee unable to take
decision based on expert (y1) opinion. Then the committee can ask other experts having
contradictory with expert (y1) as shown in Table 9. The problem is to discover comprehensive
decision for selecting the Pujara for Test, ODI or T20. This type of data can be solved using the
proposed method shown in Section 3.1. The Table 10 represents intersection and union among the

expert opinions about performance of Pujara.

Table 7. The Batting performance of Cheteshwar Pujara in various format

Mat Inns NO Runs HS Ave BF SR 100 50 4s 6s Ct St

Test 86 144 8 6267  206* 46.08 14038 44.64 18 29 740 14 57 O
ODI 5 5 0 51 27 10.19 130 3923 0 0 4 0 O 0
FC 214 351 37 16311 352 51.94 50 65 139 0
List A 103 101 19 4445 158* 54.20 11 29 39 0
120 64 56 10 1356  100* 29.47 1240 10935 1 7 158 20 32 O
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Table 8.An Expert(y1) opinion about Pujara on various format

Contradiction 0 0.33 0.66 0.0 0.5

degree

Attribute Test One T20 Ball Strike

values Day faced rate

Puajara 0.4, (0.1, (0.0, (0.8, 0.4,
0.5) 0.2) 0.3) 0.2) 0.5)

Table 9. An Expert (y2) opinion about Pujara on various format

Contradiction 0 0.33 0.66 0.0 0.5

degree

Attribute Test  One T20 Ball Strike

values Day faced rate

Puajara (0.6, (0.4, (0.2, (0.6, (0.5,
0.3) 0.3) 0.5) 0.1) 0.3)

Table 10. The Intuitionistic Plithogenic context representation of Table 8 and 9
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Contradiction 0 0.33 0.66 0.0 0.5
degree

Attribute Test One T20 Ball Strike
values Day faced rate
Expert 0.4, 0.1, (0.0, 0.8, (0.4,
yiopinion 0.5) 0.2) 0.3) 0.2) 0.5)

about Pujara
Expert (0.6, (0.4, 0.2, (0.6, (0.5,
y20pinion 0.3) 0.3) 0.5) 0.1) 0.3)

about Pujara

yl /\p y2 as (024’ (018’ (013/ (048, (045,
0.65 28 0.40

per step 7 of ) 031)  032) ) )

Section 3.1

vV, y, as 076 (032 (007 0.92, (045,

ver siep 7 of 1P 019 048) 0.02)  0.40)

Section 3.1

(0.76,0.19)) , ( (032,0.19) 033 ((0.07,0.48) 0.66 ) ((0.92,0.02)), ( (0:45,0.4) 0.5
Test oDl ¢, T20 ¢, )\ Ball faced Strike rate” cs

Xy V(X))

((0.6,03) L[ 04,0.3) 033) ((02,0.5) 0.66) ( (06,0.) ), ( (0503 0.5
Test oDl ¢, T20 ~ c; )\ Ball faced Strike rate” cs

(leyZ)
((04,045)]+ (0.1,0.2) 0.33) ((0,0.3) 0.66 ( (0.8,0.2) )+ (0.4,0.5) 0.5
Test oDl ¢, T20 ~ ¢, )’\ Ball faced Strike rate” ¢

(X],J/])
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Figure 3. The Intuitionistic Plithogenic graph visualization of Table 10.

Figure 3 represents Intuitionistic Plithogenic graph for the context shown in Table 10 which reflect

following information:

(i)

The top node represents the infimum among expert’s opinion (y1) and (y2). It represents
that, the player (x1) is 76 percent suitable for Test without any contradiction, 32 percent
suitable for ODI with 30 percent contradiction, 7 percent for T20 with 66 percent
contradiction due to his 92 percent ball faced and 45 percent strike rate with
contradiction 0.5.

The last node represents supremum among the expert opinion. It represents that, the
player (x1) is 24 percent suitable for Test without any contradiction, 18 percent suitable
for ODI with 30 percent contradiction, 13 percent for T20 with 66 percent contradiction

due to his 48 percent ball faced and 45 percent strike rate with contradiction 0.5.

It can be observed that, both of the expert agreed about player (x1) and its suitability
maximally for the Test when compared to other parameters based on his performance
available at Crickinfo!. The conflict among them is about his suitability for the ODI as
33 percent. To deal with it another method is proposed in Section 3.2 which is

illustrated in the next section.

Section 4.1: The illustration of {d(a, ’az),cﬂ} -cut for Intuitionistic Plithogenic context

The precise analysis of Intuitionistic Plithogenic context as per user requirement and its traversal is

another concern. One of the reason is dealing the conflict among expert arises by contradiction

degrees. To resolve this issue, current paper tries to introduce the properties of multi-granulation in

this paper as shown in Section 3.2. The proposed method illustrated using the Intuitionistic
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Plithogenic context shown in Table 10. Some potential level of {d

(al’az),cﬂ} -cut is shown in Table 11

to process the given Intuitionistic Plithogenic context.

Example 7:Let us supposethe Intuitionistic Plithogenic context shown in Table 10 and
decomposition using the defined granulation as shown in Table 11. The selection committee
required an average player with less than 33 percent contradiction. This is shows as Level 3 in the
Table 11. The decomposed context at {(0.4, 0.3), 0.33}-cut is shown in Table 12 for knowledge
processing tasks. The value 1 means satisfies the chosen information granules and o means does not
satisfy the information granulation. In this way, the expert can select the player for which section
his/her performance satisfies maximum rows as 1.

Table 11. Level of Intuitionistic Plithogenic granulation and its interpretation

Level Degree of appurtenance Contradiction Interpretation
d (o, o) Where 0<a, +a, <1 degree
¢, where 0<f<1

1 (0.8,0.1) 0.1 Top Player

2 (0.6, 0.3) 0.2 Good Player

3 (0.4,0.3) 0.3 Average
Player

4 (0.3,0.2) 0.4 Player

5 (0.2,0.1) 0.5 Last player/
Bowler
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Table 12. Table 10 at {(0.4, 0.3), 0.33}-cutfor degree of appurtenance and contradiction

Contradiction 0 0.33 0.66 0.0 0.5

degree

Attribute values  Test One T20 Ball Strike
Day faced  rate

Expert 1 0 0 1 1

yiopinion about

Pujara

Expert 1 1 0 1 1
y20pinion about

Pujara

It can be observed that both reviewer agreed that Pujara is good player for the Test when compared
to ODI and T20 as per given {(0.4, 0.3), 0.33}-cut shown in table 12 due to his ball faced and strike
rate. The expert y2 agreed that due to this reason Pujara can play some of the ODI match also.
However, none of the expert agreed that Pujara is good player for T20. In this way, the selection
committee can prefer Pujara for the Test as first preference which echo with results obtained from

the Intuitionistic Plithogenic context graphshown in Figure 3 as per Section 4.1.

Table 13: The comparison of proposed method with recent approaches
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Plithogenic set Intuitionistic The
[3] Plithogenic Set proposed
[18] method

Plithogenic Yes No Yes
attributes
Vagueness No Yes Yes
measurement
Intersection and Yes Yes Yes
Union
Graph No No Yes
Information No No Yes
granulation
Time complexity ~ Not given Not given O(n.m3) or

O(n2m?2)

Table 13 represents comparison of the proposed method with recently available methods on

Intuitionistic Plithogenic set. It shows that, the proposed method distinct from each approach in

various ways and provides an extensive version to deal with intuitionistic Plithogenic context.

In this way, the proposed method is helpful while dealing with data with Plithogenic attribute.

The proposed method does not provide any clue about dealing with uncertainty [18] and its

changes [19] arises due to conflict among experts. Hence the author will focus on tackling this

problem in near future.

4. Conclusions
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This paper focused on handling data with Intuitionistic Plithogenic data and its graphical
visualization as shown in Figure 3. Same time the decomposition of Intuitionistic Plithogenic context
based on user required intuition degree of appurtenance and contradiction as shown in Section 3.2.
The knowledge discovered from both of the proposed methods is compared with each other and
recently available methods as shown in Table 13. It is shown that, the proposed method is distinct
from any of the available approaches in Intuitionistic Plithogenic context. In near future author will
focus on dealing with uncertainty in Intuitionistic Plithogenic attributes and its precise measurement
for knowledge processing tasks.
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Abstract: The simulation process depends on generating a series of random numbers subject to the
uniform probability distribution in the interval [0, 1]. The generation of these numbers is starting
from the cumulative distribution function of the uniform distribution. Through previous studies in
classical logic, we found any random number Ro, met with a cumulative distribution function value
equal to Ro, but these specific numbers may not have sufficient accuracy, which leads to obtaining
results that are not sufficiently accurate when doing the simulation. To bypass this case, in this
paper, we present a study that enables us to generate as accurate as possible random numbers,
using neutrosophic logic ' this Logic given by American mathematician Florentin Smarandache in
1995'. The first step in the study is, define the cumulative distribution function of the neutrosophic
uniform distribution, depending on definition of the neutrosophic integral and definition of the
neutrosophic uniform distribution. We used the new definition to generate random numbers
subject to a neutrosophic uniform distribution on the interval [0, 1]. The result was that each
random number Ro corresponds to a interval of the distribution function related to Ro, So that it
preserves enough precision for the random numbers, and thus we get a more accurate simulation
of any system we want to simulate.

Keywords: Neutrosophic uniform distribution; Simulations; Cumulative distribution function of
neutrosophic uniform distribution; neutrosophic random numbers.

1. Introduction

Because of the great difficulty that can face us when studying the work of any real system. As
well as the high cost of studying. In addition, some systems we cannot be directly studied. Here
comes the importance of the simulation process in all branches of science. The simulation depends
on the application of the study on systems similar to the real systems, and then projecting these
results if they are appropriate on the real system.
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The simulation based on generating a series of random numbers that are subject to a uniform
probability distribution in the interval [0, 1]. Then converting these numbers into random variables
subject to the probability distribution in which the system to be simulated operates, based on the
cumulative distribution function of the probability distribution [9].

In front of the great revolution brought about by neutrosophic logic in all fields of science, after
the American philosopher and mathematician Florentin Smarandache laid its foundations in 1995
[2,4,5,6,8 ], who put it forward as a generalization of fuzzy logic, especially Intuitionistic fuzzy logic
[3], and an extension of the theory of fuzzy sets presented by Lotfi Zadeh 1965 [1] . By extension to
that, A.A. Salama presented the neutrosophic classical set theory as a generalization of the classical
set theory and developed, introduced and formulated new concepts in the fields of mathematics,
statistics, computer science and classical information systems using the neutrosophic [7,15,16]. The
neutrosophic is the logic that studies the origin, nature and field of indeterminacy, taking into
account every idea with its opposite and with the spectrum of indeterminacy.

This logic has developed in recent years, and most of the known concepts in classical logic have
been reformulated according to neutrosophic logic [10,12,13,17,19,20,21,22,23,24]. Among these
concepts is the study and formulation of most of the known probability distributions in classical
logic [18]. In this paper, we present a study of the cumulative distribution function of the
neutrosophic uniform distribution on the interval [a, b]. Depending on what researchers have found
in the field of neutrosophic [11,14], such as the definition of the neutrosophic uniform distribution
on the interval [a, b] and the definition of the neutrosophic integration [25 ]. Especially in the case
where the indeterminacy is related to the upper and lower bounds of the interval [a, b]. We used the
results as a basis for generating random numbers subject to a neutrosophic uniform distribution on
the interval [0, 1].

The importance of this research stems from the importance of simulation in all fields of
science, especially when we need accuracy in the results during the simulation process for any
system. This accuracy not provided by classical logic. The limits of this study include all scientific
fields that may contain indefinite cases and need simulation to represent them, and aim to reach the
most accurate possible results

2. Experimental and Theoretical Part:

Based on the importance of simulation in all fields of science. Since the simulation depends
primarily on generating a series of random numbers that are subject to a uniform distribution on the
interval [0, 1]. It was necessary to keep pace with the neutrosophic revolution by presenting a study
that generates neutrosophic random numbers that are subject to a neutrosophic uniform distribution
on the interval [0, 1]. That is by finding mathematical relationships that describe the cumulative
distribution function of the neutrosophic uniform distribution on the interval [a, b], especially when
the indeterminacy relates to both ends of the interval. Where we studied the following three cases:

The first case: if the indeterminacy related to the lower limit of interval.
The second case: if the indeterminacy related to the upper limit of interval.
The third case: if the indeterminacy related to both the lower and upper limits of interval.

In addition, we arrived at mathematical formulas for the cumulative distribution function for each of
the previous cases. We then used these formulas to generate random numbers that are subject to a
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neutrosophic uniform distribution. Which provides us with the most accurate results possible while
performing the simulation process for any system.

2.1. In classical logic:

To generate the random numbers subject to a uniform distribution in the interval [0, 1]
(according to the Monte—Carlo method), we assume R is the continuous random variable that is
subject to the continuous uniform distribution defined on the interval [a, b], which is given by:

f(x)= ! ;  a<x<b
b-a
Then it would be:
1-0
The distribution function is of the form:
f(R)
1 %/
_ .
Ro 1
Figure (1)

We take the cumulative distribution function for this distribution. We will call it F(R), then:

R R,
P(R <Ro)=F(Ro)= [f(R)dR = [1.dR =R,
0 0

That is, every random number Ro corresponds to a value of the distribution function equal to Ro.
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'F(R)

Ro 1

Figure (2)

2.2. In Neutrosophic logic:

The uniform distribution in neutrosophic logic takes the following form:

1
b-a

fN(x) =

Where b, a: one or both of them is not precisely defined, we find it in the form of set or interval, etc.,
we can consider all possible cases for b, a. While keeping the condition a <b.

Accordingly, we can write the interval [a, b] in one of the following forms (*):

1. [ai+e,b] ; a=ay=a + &
2. [a,bi+e] ; b=by=b; +¢
3. [aite,biteg] ; a=—ay—a, +€ & b=by=>b +¢

Where €€ [0,n] ,with a<n<b.

In order to define the cumulative distribution function of the neutrosophic uniform distribution on
the interval [a, b], it is necessary to define the neutrosophic integral.

We define the neutrosophic integral in the case of indeterminacy related to the lower limit of interval
as follows:

Suppose we want to integrate the function f: X — R on the interval [a, b] of X, but we are not sure
of the lower limit a, since a has a finite part (a1) and an indefinite part (g), i.e.:

a=ay=a +& . ge[0,n] ; a<n<b
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Then we write the integral of f(x) on the interval [a, b], as follows:
b b

[f(x)dv = [f(x)dx i

a a

Where: i, €| 0, j F(x)dx

b b
In another way: If(x)dv = If(x)dx +1,
a a,+n
a,+n

Where: i, |0, j F(x)dx

a

2.3. Neutrosophical cumulative distribution function with states (*):

First case:
The indeterminate is in the lower limit of the interval a=aj+¢& ; € €[0,n]; a<n<b

The interval becomes [a1 +€ , b], and we have:

The cumulative distribution function for a classical uniform distribution given as:

P(X <xs) =F(xs) = )].Sf(x)dx

The Cumulative distribution function for a neutrosophic uniform distribution:

NP(X < xs) = NF(xs) = ]if(x)dv = Tf(x)dx—i

a
a;+n

Where:  ie|0, j F(x)dx

In the case of a neutrosophic uniform distribution, we get:

X,_
R N
b—a b—a

NF(xS):T

a
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We define the interval for i, let's calculate the integral:

“at 1 [x]al+,,_al+n—al_ n
b—a b—a ™ b—a b—a

This means that the indeterminate i belongs to the interval:

ielo, 2
b-a,

Second case:

The indeterminate is in the upper limit of the interval b=bi+¢ ; €€ [0,n]; a<n<b

The interval becomes [a , b1 + €], and we have:

b:bN:b1+8:b1+[0,n]:[b1, bl‘l‘n]

The cumulative distribution function for a classical uniform distribution given as:

P(X <xs) = F(xs) = Tf(x)dx

The Cumulative distribution function for a neutrosophic uniform distribution:

NP(X < xs) = NF(xs) = ] f(x)dv

xs—a

bN_a

Tl
NF(x,)= dx=
()= [—
a
Third case:
The Indeterminacy exists in the lower and upper limit of the interval
=[ay,by] [a1te, bit+e] ; €€[0,n]; a<n<b . ie:
ay=a, + € =a; +[0,n] =[a;,a; +n]
bN:bl + € :b1+[0,n] :[blf bl‘l‘n]

So we write:
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NP(X <xs) = NF(xs) = xff(x)dv = Tf(x)dx—i

a,

Where:  ie|0, J’ F(x)dx

a

In addition, it will be:

x —
U =B an
b-a b-a

NFG) - |
a

Where: i€ {0, LJ
bN_aN

3. Results and Discussion

Generation of neutrosophic random numbers that are subject to a uniform distribution in the
interval [0, 1]:

Based on what we have put forward, we get the following forms of the interval [0,1] with cases of the
Indeterminacy:

1. [0+e , 1]

2. [0, 1+¢]

3. [0+e , 1+¢]

Where: €e[0,n] ; 0<n<l.

First case:

R,—¢
NP(R <Rg) =NF(Rg) = . ;€€ [0,n]

R —¢ Rg ,Ro— Ro—
=NP(R < Rg) = NF(Ry) = 10_ - [['i,ﬁn?] = [ Ro, 10—7:]
Second case:
RO
NP(R <Rp) =NF(Ro) = s ;€€ [0,n]
=NP(R <Ry) = NF(Ry)= X0 — _Fo __ g Fo
( 0) =NF(Ro) = l+e [, n+1] [Ro. 7271
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Third case:
NP(R <Ro) =NF(Ro) =Ro—¢ ; € €[0,n]
= NP(R <Rp) =NF(Ro)=Ro—-€¢ =[Ro,Ro-n]

From the above we conclude that each random number Ro corresponds to an interval of the
cumulative distribution function related to Ro.

4. Application example:

Using "mean of the square"” method (for von Neumann), we generate the random numbers Ro, R1, Re,
Rs, Ra.

Method explanation: We choose a fractional random number Ro. Consisting of four places (called
the seed) and does not contain zero. Then we square that number (R0). Choose the middle four

digits of the fractional part then put a new fraction and consider it the random number Ri. And so
on... until we get the required random numbers. i.e. we apply the rule:

Ri+1 =Mid [Rf] i=0,1,2,...

We denote by "Mid" the middle four ranks of Riz .
For example, we choose, Ro=0.1276  then:

Ry = Mid [R3] = Mid [0.01628176] = 0.6281
Ra = 0.4509, Rs=0.3310, R4 =0.0951

We use these numbers to generate neutrosophic random numbers that follow a uniform distribution

in the interval [0, 1], according to the three cases.

First case: In this case, each random number Ro corresponds to

We found that:
Ry—¢

Ry —
0 l1-¢

;€€[0,n]

We take, for example: [0, n] = [0, 0.03]

0.1276-[0,0.03]  [0.12760.1276—-0.03] [0.0976,0.1276|
Ry — = = =[0.1006, 0.1276]
1-[0,0.03] [0.97,1] [0.971]
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R,-¢ 0.6281-[0,0.03] [0.5981,0.6281]
R, > = = =10.6281, 0.6169]
1-¢ [1,1-0.03] [0.97,1]

R, - _0.4509-[0,0.03] _[0.42090.4509]

R _
27 [1,1-0.03] [0.97,1]

= [0.4339, 0.4509]

R;-& _0.3310-[0,0.03] _[0301,0.3310]

R =
T, [0.97,1] [0.97,1]

=1[0.3103,0.3310]

R4—¢ _0.0956-[0,0.03] _[0.0656,0.956]

R
ST [0.97,1] [0.97,1]

=1[0.0676, 0.956]

Second case: In this case, each random number Ro corresponds to 1
+&

Where £=[0,0.03] , Ro=0.1276

0.1276  0.1276
0 =
1+[0,0.03] [1,1.03]

=1[0.1238, 0.1276]

R, 06281 _ [0.6098, 0.6281]
[1,1.03]

R, 5 04509 _ [0.4377, 0.4509]
[1,1.03]

R, E).0956

7 =[0.0928, 0.0956]
1,1.03]

0.0956
mﬁ[

7" =10.0928, 0.0956]
1,1.03]

Third case: In this case, each random number Ro corresponds to Ro - €, where:

ee[0,n] ; 0<n<lI

For €=[0,0.03] and Ro=0.1276, we have:
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Ro —> 0.1276 — [0, 0.03] = [0.0976, 0.1276]
R, —> 0.6281 — [0, 0.03] = [0.5981, 0.6281]
Ry —> 0.4509 — [0, 0.03] = [0.4209, 0.4509]

R3 — 0.3310 - [0, 0.03] =[0.301, 0.3310]

R4 — 0.0956 — [0, 0.03] =[0.0656, 0.0956]

5. Conclusions:

Through this paper, we found that when we use neutrosophic logic to generate random
numbers, we get a series of numbers that are more accurate than the numbers we get when using
classical logic. This is due to the margin of freedom offered by neutrosophic logic through the
indeterminacy spectrum.

We are looking forward in the near future , to preparing a study in which we can generate the
random numbers that are subject to non-uniform distributions, by converting the regular random
numbers in the interval [0, 1] into random numbers that are subject to the appropriate probability
distribution for the case under study.

Funding: “This research received no external funding”.
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Abstract:

Neutrosophic set, developed by Smarandache, is characterized by a truth membership function, an
indeterminacy function and a falsity membership function. Neutrosophic sets have been employed
to model uncertainty in several areas of application such as decision making, pattern recognition,
image segmentation, etc. = Neutrosophic separation axioms are interesting concepts via
neutrosophic topology. In this paper, we introduce the notion of neutrosophic Ti-spaces (i=0, 1, 2, 3,
4) via neutrosophic topological spaces, and investigate their different properties. By defining
neutrosophic Ti-spaces (i=0, 1, 2, 3, 4), we prove some interesting results on neutrosophic separation
axioms via neutrosophic topological spaces.

Keywords: Neutrosophic Set; Neutrosophic Topological Spaces; Neutrosophic Separation Axioms.

1. Introduction:

Based on neutrosophy [1], Neutrosophic Set (NS) was grounded by Smarandache [1], which is
the generalization of Fuzzy Set (FS) [2] and intuitionistic FS [3]. Later on, Salama and Alblowi [4]
presented the notion of Neutrosophic Topological Space (NTS). Arokiarani et al. [5] introduced the
concept of Neutrosophic Point (NP) in NTSs. AL-Nafee et al. [6] studied some separation axioms on
neutrosophic crisp topological spaces. Das and Pramanik [7] presented the generalized neutrosophic
b-open sets in NTS. Das and Pramanik [8] developed the neutrosophic ® -open sets and
neutrosophic ®-continuous functions in NTSs. Maji [9] grounded the idea of neutrosophic soft sets.
Bera and Mahapatra [10] introduced the neutrosophic soft topological space. Das and Pramanik [11]
presented the neutrosophic simply soft open set in Neutrosophic Soft Topological Space (NSTS).
Gunnuz Aras et al. [12] presented the separation axioms on neutrosophic soft topological spaces.
Mehmood et al. [13] worked on generalized neutrosophic separation axioms in NSTS in this article
the worked on Neutrosophic soft p-separation structures are the most imperative and fascinating
notions in neutrosophic soft topology. Acikgoz and Esenbel [14] studied on separation axioms in
NTS by defining neutrosophic quasi-coincidence and neutrosophic Ri-spaces, i= 0, 1 and established
some basic results. Khattak et al. [15] presented soft b-separation axioms in NSTS. Suresh and

Palaniammal [16] worked on "NS(WG) separation axioms in NTS
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Research Gap: No investigation on neutrosophic separation axioms [neutrosophic Ti-spaces, =0, 1,
2, 3, 4] on NTSs has been reported in the neutrosophic literature.
Motivation: To fill the research gap, we present the notion of neutrosophic separation axioms
[neutrosophic Ti-spaces, I =0, 1, 2, 3, 4] on NTSs.
The rest of the article has been split into following sections:

In section 2, we recall the basic definitions on NSs and NTSs. In section 3, we present the notion
of neutrosophic separation axioms [neutrosophic Ti-spaces, i = 0, 1, 2, 3, 4] on NTSs, and examine
several relationships between them. Section 4 presents the concluding remarks. In this section, we

also state some future scope of research in this direction.

Throughout this article, we use the acronym for the clarity of the presentation ( see Table 1).
Table 1. List of Short terms

String of words acronym/ abbreviation
Neutrosophic Set NS
Neutrosophic Topology NT
Neutrosophic Topological Space NTS
Neutrosophic Soft Topological Space NSTS
Neutrosophic Open Set NOS
Neutrosophic Closed Set NCS
Neutrosophic Point NP
Neutrosophic To-Space N-To-S
Neutrosophic Ti-Space N-Ti-S
Neutrosophic T>-Space N-T2-5

2. Some Relevant Definitions:
In this section, we recall some basic definitions and results on NSs and NTSs.
Definition 2.1. An NS [1] R over a non-empty fixed set X is defined as follows:
R = {(r, Tr(r), Ir(r), Fr(r)): reX},
where T, I, F : X—]0, 1*[ are the truth, indeterminacy and false membership functions respectively.
Definition 2.2. The null NS (On) [1] and absolute NS (1n) over X are defined as follows:
10N ={(r,0,1,1): reX};
(i) In ={(r, 1,0, 0) : reX]}.
Definition 2.3. Let H = {(r, Tnu(r), Inu(r), Fu(r)) : reX} and K = {(r, Tk(r), Ix(r), Fx(r)) : reX} be two NSs
over a fixed set X. Then, the following results [1] hold:
(i) He= {(r, 1-Tu(r), 1-In(r), 1-Fu(r)) : reX};
(ii) H ¢ Kif and only if Tu(r)<Tk(r), In(r)=Ik(r), Fu(r)>Fx(r), for all reX.
(iii) H U K = {(r, Tr(r)VTx(r), In(r)Alx (r), Fu(r)AFk(r)) : reX};
(iv) H n K= {(r, Tu(r)ATk(r), In(r)VIk(r), Fu(r)VFx(r)) : reX}.
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Definition 2.3. A non-empty collection t of NSs over a fixed set X is called a neutrosophic topology
(NT) [4] on X if the following three axioms hold:

(i) On and 1n are the members of T;

(i) R, Reet=RiNnRee T

(iii) U {Ri:ieA} € 7, for every {Ri:ieA} c .

If v is an NT on X, then the structure (X, 1) is called a neutrosophic topological space (NTS) [4].
Every member of t is said to be a neutrosophic open set (NOS). If Ret, then Rec is called a
neutrosophic closed set (NCS).

Definition 2.4. Suppose that p, g, r be real standard and non-standard subsets of ]-0, 1+[. An NS zp.qr
is called a Neutrosophic Point (NP) [5] over a fixed set X defined by

- [ (pan), ifz=y
zpas(y) = {(0,1,1), if z#y)
where p, q, r (€] 0, 1*[ ) are the truth, indeterminacy and falsity membership values of z.

Undoubtedly, every NS is the union of its NPs.

Example 2.1. Suppose that X = {r1, 2} be a fixed set. Clearly, ry and ry, are two NPs over

.2,0.3,0.7 .6,0.5,0.5

X. Then, the neutrosophic set R = {(r1, 0.2, 0.3, 0.7), (r2, 0.6, 0.5, 0.5)} is the union of neutrosophic

points ry and ry,

.2,0.3,0.7 .6,0.5,0.5°

Definition 2.5. An NP zpqr is contained in a neutrosophic set R (i.e., zpqr €R) [5] if and only if p <
Tr(z), q 2 Ir(z), r 2 Fr(2).

Definition 2.6. A one to one and onto function & : (X, t1)—(Y, 12) is called a neutrosophic continuous
mapping [5] if £1(K) is an NOS in X, whenever K is an NOSin Y.

Definition 2.7. A function & : (X, 11)—>(Y, 1) is called a neutrosophic open mapping [5] if §(K) is an
NOS in Y, whenever K is an NOS in X.

3. Neutrosophic Ti-Spaces:

In this section, we present the notion of neutrosophic separation axioms via NTSs, and
investigate different relationships among them.
Definition 3.1. An NTS (X, 7) is called a neutrosophic To-space (N-To-S) if for any pair of NPs Xa,,
yoau (X #y) in X, there exists an NOS R such that xapy € R, yoou € R or Xapy € R, yorue R.
Example 3.1. Suppose that X = {x, y} & t©={0x, 1x, {<x, 0.5, 0.4, 0.7>, <y, 0.3, 0.4, 0.3>}, { <x, 0.5, 0.4,
0.7>}}. Clearly, (X, 1) is a neutrosophic To-space.
Theorem 3.1. Suppose that & : (X, 11)—>(Y, 12) is both one-one and neutrosophic continuous function
from an NTS (X, 11) to another NTS (Y, 12). If (Y, 12) be an N-To-S, then (X, t1) is also an N-To-S.
Proof. Assume that (Y, 12) is an N-To-S. Also, let Xapy, yoru (x #y) be any two NPs in (X, 11). Since, & :
(X, T1)—=(Y, 12) is a one-one function, so {(Xapy), &(yeru) are also distinct NPs in (Y, 12). Since, (Y, 12) is
an N-To-S, so there exists an NOS R in Y such that §(xapy) € R, &(you) € R or §(Xapy) € R, E(yoru) € R.
Therefore, xapy € &1(R), yorn ¢ E'R) or xapy € EYR), yorn € EYR). Since, & is a neutrosophic
continuous function, so £'(R) is an NOS in (X, t1). Therefore, for any pair of distinct NPs Xq.p, Yo in
(X, 1), there exists an NOS &'(R) such that xupy € EY(R), yorn & E1R) or Xapy & EYR), yoru e EXR).
Hence, (X, t1) is an N-To-S.
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Definition 3.2. An NTS (X, 1) is called a neutrosophic Ti-space (N-T:-S) if for any pair of NPs Xa,.,

yoru (x #y) in X, there exist two NOSs R and S such that xagy € R, Xapy ¢ S and yoru € R, yoru € S.
Obviously, every neutrosophic Ti-space is also a neutrosophic To-space.

Example 3.2. Suppose that X = {x, y}. Let T = {On, 1x, {<x, 0.5, 0.5, 0.1>, <y, 0.7, 0.2, 0.3>}, { <x, 0.5, 0.5,

0.1>}{<y, 0.7, 0.2, 0.3>} be an NT on X. Clearly, (X, 1) is a neutrosophic Ti-space.

Theorem 3.2. Assume that & : (X, 11)—(Y, 12) be both one-one and neutrosophic continuous function

from an NTS (X, 11) to another NTS (Y, t2). If (Y, 12) be an N-Ti-S, then (X, 1) is also an N-T1-S.

Proof. Let (Y, 12) be an N-T1-S. Also, let Xagy, yoru (X #y) be any two NPs in X. Since, & : (X, t1)—>(Y, 12)

is a one-one function, so &(Xapy), &(yery) are also distinct NPs in Y. Since, (Y, 12) is an N-Ti-S, so there

exist two NOSs R, Sin Y such that (Xapy) € R, E(Xapy) & S or E(Vou) € R, E(Yoru) € S. Therefore, Xapy

€ &1(R), xapy & E(S) or yorp € EYR), yoru € EY(S). Since, & is a neutrosophic continuous function,

both &1(R), &'(R) are NOSs in X. Therefore, for any pair of distinct NPs xq.p,, you in X, there exist two

NOSs &1(R), &1(S) such that xapy € E1(R), Xapy & EY(S) or yoru & EYR), yoru € &E1(S). Hence, (X, 1) is an

N-Ti-S.

Theorem 3.3. If an NTS (X, 1) is an N-T1-S, then every NP in X is an NCS.

Proof. Suppose that (X, 1) is an N-Ti-S. Assume that xap, is an arbitrary NP in X. Now, we can take

an NP yo.uc Xapy (Y # x) in X. Since, (X, 1) is an N-Ti-S, so there exist two NOSs R and S such that

Xapy € R, X%py ¢ S and yoru & R, yoru € S. Therefore, xapy= U {R, S:x%pyeR, x0py ¢ S and

YG,A,pQXCa,B.V

yoou € R, yoan €S}. Since, U R, S:x%upye R, x%py & S and yoru & R, yoru € S}is an NOS in X,

Yorusxap |
SO X%,p,y is an NOS in X. Hence, Xxo,,yis an NCS in X.

Remark 3.1. Assume that (X, 1) is an NTS. Then, X is an N-T1-Sif and only if Xapy= N{Na(R) : Xapy €
Na(R)}.

Definition 3.3. An NTS (X, 1) is said to be a neutrosophic Tz-space (N-T2-S) or neutrosophic
Hausdorff space if for any pair of NPs Xagy, yoru (X # y) in X, there exist two NOSs R and S such that
Xapy € R, Xapy e Sand yoru € R, yoru € S with R < S

Obviously, every N-T2-S is an N-Ti-S.

Example 3.3. Let X = {x, y, z} be a fixed set. Let © = {On, 1n, {<x, 0.5, 0.4, 0.7>, <y, 0.3, 0.4, 0.3>}, {<x, 0.5,
0.4,0.7>,<z,0.3,0.5,0.8>}, { <y, 0.3, 0.4, 0.3>, <z, 0.3, 0.5, 0.8>}, { <x, 0.5, 0.4, 0.7>} {<y, 0.3, 0.4, 0.3>}, { <z,
0.3,0.5,0.8>}} be an NT on X. Clearly, (X, t) is an N-T2-S.

Remark 3.2. In an N-T2-5 (X, 1), every NOS is an NCS.

Theorem 3.4. Assume that & : (X, 11)—>(Y, 12) be both one-one and neutrosophic continuous function
from an NTS (X, 1) to another NTS (Y, t). If (Y, 12) is an N-T2-S, then (X, 11) is also an N-T>-S.

Proof. Since ¢ is a neutrosophic continuous function, so inverse image of an NOS in (Y, 12) is also an
NOS in (X, 11). Also, it is known that, the complement of NOS is NCS in an NTS. Here, since (Y, 12) is
an N-T2-5, so every NOS in (Y, 12) is also an NCS in (Y, 12).

Now, & is a neutrosophic continuous function

= &(X) =Y is an NOS in 12.

= &1(Y)=Xis an NOS in 1.

Therefore, (Y, 12) is an N-T2-S = (&1(Y), 71) is an N-T2-S. Hence, (X, 11) is an N-T2-S.
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Theorem 3.5. Assume that (X, t) is an N-T1-S with the condition that complement of each NOS is also
an NOS, then (X, 1) is an N-T2-S.
Proof. Assume that (X, t) is an N-Ti-S with the condition that complement of each NOS is also an
NOS. That is for N, an NOS in (X, t), Ne=N €))]
Suppose that N is an NOS in (X, t). Therefore, N¢is an NCS in (X, t). Again, by equation (1), N¢is an
NOS in (X, 1). So, Ne=N. Again (N¢)= N¢= N. Therefore, every NCS in (X, t) is both NOS and NCS in
(X, 7). Hence, by the Remark 3.2, (X, 1) is an N-T2-S.
Definition 3.4. Assume that (X, 1) is an NTS. Then, X is called a neutrosophic regular-space if for any
NP xapyin X, and NCS Q with xqp,,€Q¢, there exist two NOSs R and S such that xepsy € R, QcSand R
c Se.
Example 3.4. A zero-dimensional space (every finite open cover of the NT space has a refinement
that is a finite open cover such that any NP point in the space is contained in exactly one NOS of this
refinement.) with respect to the small inductive dimension has a base consisting of cl-open (NCS and
NOS) sets. Every such space is neutrosophic regular-space.
Definition 3.5. An NTS (X, 1) is said to be a neutrosophic Ts-space (N-T5-S) if it is an N-T1-S and a
neutrosophic regular space.

Obviously, every N-Ts-S is an N-T>2-S.
Example 3.5. The neutrosophic discrete topological space (X, 1) is a neutrosophic regular-space as
well as N-T1-S. Therefore, (X, 1) is an N-Ts-S.
Theorem 3.6. For any NTS (X, 1), the following results are equivalent:
(i) X is a neutrosophic regular-space.
(ii) For any NP xapyand any NOS R containing xopy, there exists an NOS S such that xapy e S <
Na(S) < R.
Proof. (i)=(ii)
Suppose that (X, 1) iss a neutrosophic regular-space. So, for any NP xqpyin X, and an NCS Q with
Xapy€QC, there exist two NOSs S and P such that xepy,€ S, Qc Pand S < Pe
Again, since R¢is an NCS so there exists an NCS H (say) such that S ¢ H and so N«(S) < H.
Again, for an NCS H there exists an NOS R such that H c R. Therefore, xopy<€ S < Na(S) c H c R.
This implies that, xasy € S € Na(S) = R. Hence proved.
(i)=(1)
The result is obvious for the neutrosophic regular space.
Definition 3.6. An NTS (X, 1) is said to be a neutrosophic normal-space if for any pair of NCSs G and
H with G ¢ Hein X, there exist two NOSs R and Sin X suchthat Gc R, Hc Sand R < Se.
Example 3.6. Let X = {x, y} be a fixed set. Let t= {On, 1x, {<x, 0.6, 0.4, 0.1>, <y, 0.7, 0.4, 0.3>}, {<x, 0.6, 0.4,
0.1>}, {<y, 0.7, 0.4, 0.3>}}. Consider the closed set = {0, 1n, {<x, 0.4, 0.6, 0.9>, <y, 0.3, 0.6, 0.7>}, {<x, 0.4,
0.6, 0.9>}}. Clearly, (X, 1) is a neutrosophic normal-space.
Definition 3.7. An NTS (X, 1) is said to be a neutrosophic Ts-space (N-T4S) if it is both N-T:-S and
neutrosophic-normal-space.

Obviously, every N-Ts-S is also an N-Ti-S.
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Example 3.7. To show the real-life example of separation axioms via NTS, we consider three
department, namely, Mathematics = x, Physics = y, Chemistry = z of Tripura University. Based on
different activities and departmental work, NAAC provides a degree of members as a neutrosophic
set as given below:

{<x, 0.6, 0.3, 0.1>, <y, 0.7, 0.1, 0.3>, <z, 0.5, 0.3, 0.4>}. To analyze the comparison of different
developmental work as well as future decision-making, we may consider different neutrosophic
topological properties. Here, X = {x, y, z}, and consider the following NSs

A1={<x,0.6,0.3,0.1>}

A2={<y, 0.7,0.1, 0.3>}

Asz=<z,0.5,0.3, 0.4>}.

As={<z,0.5,0.3,0.4> <y, 0.7, 0.1, 0.3>}

As={<x, 0.6, 0.3, 0.1>, <z, 0.5, 0.3, 0.4>}

Ae= {<x, 0.6, 0.3, 0.1>, <y, 0.7, 0.1, 0.3>}

We consider, t = {On, In, A1, A2, A3, A4, As, Ae}. Clearly, we can say that (X, 1) is a neutrosophic
topological space, and it is an N-T2-S.

Theorem 3.7. For any NTS (X, 1), the following results are equivalent:

(i) X is a neutrosophic normal-space.

(ii) For every NCS K and NOS U with K c U, there exists an NOS V such that K ¢ V < Na(V) c U.
Proof. (i)=(ii)

Assume that X is a normal-space neutrosophic. As a result, according to the concept of
neutrosophic normal-space, there exist two NOSs U and V in X for any two NCSs K and H
with K€ H®in X, such that KE U, H €V, and U €V°,

For every NCS K and H with K€ H°, we have K€ H®* =KNH=@ (for any NCS K and H
with K €H°).

Consider the NOS U that contains K and V that contains H, i.e., KEU and HEV. There are
two NOS P and Q that are UP and VQ, where P and Q may or may not be disjoint NOS.

In terms of the first part, we have KEU and U cP= KcU c U <P.

Assuming that U=V and P=U are both NOS, we obtain the following result.

(ii)=()
There exists an NOS V such that K < V < Na(V) c U for any NCS K and NOS U with K c U.
Now, it is necessary to demonstrate that X is a neutrosophic normal-space.
There are two NOSs U and V for any two NCSs K and H with KcHs, such that Kc U, Hc V as
KNH=0.
As a result, any two NCSs K and H with KE H° in X have two NOSs U and V, and we have
Kc U,H €V,and U ©V°. As aresult, X is a normal-space neutrosophic.

4. Conclusions:
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In this study, we introduce the notion of neutrosophic Ti-spaces (i =0, 1, 2, 3, 4) via NTS, and
study their different properties. By defining neutrosophic Ti-spaces (i =0, 1, 2, 3, 4), we prove some
interesting results on neutrosophic separation axioms via NTSs. Further, we hope that, many new
investigations can be done in the future based on the developed notions of neutrosophic separation
axioms via NTSs. The notion of neutrosophic Ti-spaces (i = 0, 1, 2, 3, 4) can also be used for
introducing the pairwise separation axioms under the neutrosophic bi-topological space. We further
hope that the proposed theories can be explored in pentapartitioned neutrosophic set [17]

environment.
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Abstract: Neutrosophic Cognitive Maps (NCM) decision-making system encompasses sequential
tasks of resolving the confrontations in finding the ideal solution. This paper introduces
neutrosophic sociogram (NS) approach as an alternative to the conventional approach of NCM in
finding the fixed point of the dynamical NCM system. A comparative analysis is made between two
approaches and the efficiency of the proposed approach is validated with an application to find the
interrelationship between the persuading eleven factors of Technopreneurship. It was observed that
the results obtained using the proposed approach is more compatible, feasible and simple than the
conventional approach in making decisions on the implications between the factors. The two
approaches are programmed using SWIFT language to make the computations easier and the results

are in consensus with the manual calculations.

Keywords: FCM; Neutrosophic sociogram; neutrosophic cognitive maps; Technopreneurship;
SWIFT;

1. Introduction

Sociogram tools are significant in exploring the relationship between the members of the group.
Jacob Levy Moreno made the first attempt in developing the sociogram techniques to investigate
more on the interrelationship between the members and the factors persuading it. The extension of
this classical sociogram to fuzzy sociogram was initiated to resolve the uncertainties prevailing in
the social relationship. On profound study, it was found that the relationship involves
indeterminacies inaddition to uncertainties and Gustavo et al [1] proposed the approach of the
neutrosophic sociogram in group analysis. It was observed that neutrosophic approach has yielded
more accurate results in enhancing the group dynamics. These sociogram approaches are
predominantly applied to find the interrelationship between the members (mj, i = 1 to n) of the group
say G, where G = {mi,mz,..mn}. The information on the interrelationship between the members is
obtained using a questionnaire. In the neutrosophic sociogram (NS) approach, the most influential

member is found and addressed as the leader of the group and the chances of strengthening the
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relationship between the members are also determined. The modalities of these approaches are in
coherence with Fuzzy Cognitive Maps and Neutrosophic Cognitive Maps. Kosko [2] introduced
Fuzzy Cognitive maps (FCM) by incorporating the elements of fuzzy to the theory of Cognitive
maps. FCM has extensive applications in various fields. To mention a few, Jason et al [3]developed
FCM model to draw inferences on the impacts of learner’s comprehension. Senniappan et al
[4]proposed an FCM model to categorize concrete forms. Chrispen [5] applied FCM models to study
the social aspects of livelihood. Abdollah [6] presented a review of different FCM models used in
medicine.FCM decision-making models were constructed for making optimal decisions on
agriculture by Makrinos et al [7] . Papageorgiou et al[8] developed a model for making decisions on
environmental aspects and cotton yield. Song et al [9] Katarzyna et al [10] extended FCM models to
make predictions, Antonie et al [ 11Jmade an attempt to extend FCM for further explorations.
Papageorgiou et al [12] discussed the various methods and algorithms of FCM models. Felix et al
[13] described the various software used for the computational purpose of FCM models.

FCM is a directed graph with nodes and arcs representing the decisive factors of the problems and
their relationship respectively. The edge weights belong to {-1,0,1} states the influencing nature of
the relationship between the factors. The value 1 denotes the positive kind of influence, -1 represents
the negative kind of influence and the value 0 symbolizes null influence. The connection matrix of
order nxn is derived from the FCM graphical representation of n factors. A general representation of
FCM has nodes of the form Ci,C2..Cn and the instantaneous vector V of the form V= (V1,V2,..Vy),
where Vi takes the value 0 or 1 signifying ON or OFF position of the factors. For instance a
decision-making problem on finding the factors causing gestational diabetics is considered with five
factors say C1,C2,C3,C4,C5, here V = (V1V2V3 Vi Vs) where vi takes the value 0 or 1 signifying the
ON or OFF position of the factors if V= (1 0 0 0 0) then it signifies that the first factor is in ON position
and other factors are in OFF position. FCM with a directed cycle formed by the edges has feedback
and it becomes a dynamical system. The passing of this vector into the respective connection matrix
M of order 5 x 5 results in another vector and the threshold function is used to update the values by
assigning 1 to the values of the vector greater than 1, -1 to the values of the vector lesser than -1. The
equilibrium state of the dynamical system is called the hidden pattern and it occurs when the vector
with any of the factors kept in ON position is repeated after successive passing and threshold of the
vectors. If the equilibrium state is a unique vector then it is called the fixed point and if it settles in
the form of V1 -»V2 —...V5 —V1 then it is termed as a limit cycle. Here Vi denotes the ON position
of the ith factor respectively and the OFF position of the remaining other factors. These are the
underlying concepts of FCM involved in making optimal decisions.

Neutrosophic Cognitive maps (NCM) also involves the same aspects with the inclusion of
indeterminacy. The edge weight set of NCM is {-1,0,1,1} and the elements of the instantaneous vector
assume the values 0,1, I. NCM was first developed by Smarandache and Vasantha Kandasamy
[14].NCM models are extended to combined overlap models and neutrosophic relational maps
models for decision-making. Gaurav et al [15] used genetic algorithm in NCM models. NCM has
extensive applications as FCM models in diagnosis [16], medicine[17], situational analysis[18,19],

pandemic causative factors [20], decision-making [ 21-25],impact of imaginative play on
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children[26], religious impacts[27].Banerjee et al [28] compared FCM and NCM models and
suggested NCM models be more compatible NCM decision-making models are also developed to
make optimal decisions on various dimensions of society, science and technology. On profound
analysis, FCM and NCM model approaches appear to be similar to the approaches of Fuzzy and
Neutrosophic Sociogram. FCM & NCM models determine the most influential factors and their
interrelational impacts in which the latter considers indeterminacy, whereas Fuzzy and
neutrosophic sociogram approaches determine the most influential person of the group and the
extent of relational compatibility between the members of the group. The approach of Fuzzy
sociogram was used in developing a new genre of FCM model by Jegan et al [29] to study the
emotional intelligence of the students. FCM models with and without fuzzy sociogram approach
were compared and the ranking of the factors in both the cases was the same and it was suggested to
incorporate fuzzy sociogram approach in FCM model development. Based on this new sociogram
approach in FCM models, this paper proposes the integration of the neutrosophic sociogram
approach in the NCM model. In a NCM model, the indeterminacy between the factors is considered
and the relational impacts between the factors are determined. The positive, negative or
indeterminate influential status between the factors can be determined but there is no space to make
a prediction on the extent of resolving indeterminate relational impacts between the factors. Also the
indeterminacy between the factors on subjecting to computations gets retained as indeterminate
values itself at certain instances. These are some of the constraints of decision making using NCM
models. To overcome this shortcoming of NCM models, the neutrosophic sociogram approach shall
be used as an alternative approach to the NCM model. The proposed approach is compared with the
conventional NCM model. The efficiency of the two model approaches is tested by applying to the
factors influencing Technopreneurship. SWIFT language is used to write coding for the two
approaches to ease the computation and to draw the results instantly. The paper is structured as
follows: Section 2 presents the origin and the development of the proposed NS integrated NCM
approach; section 3 consists of the application of the proposed approach; section 4 discusses the

results and the last section concludes the work.

2. Origin and Development of the Proposed Approach

This section presents the origin and the development of the proposedneutrosophic sociogram
alternative approach to NCM.
A neutrosophic cognitive map is a neutrosophic directed graph (a directed graph with atleast one
edge of indeterminate nature) with factors as nodes and their interrelationship as edges. The edge
weight assume the values belonging to the set {-1,L0,1}, where -1 indicated the negative
interrelational impacts, I denotes the indeterminacy relation between the factors, 0 signifies void
interrelational impacts and 1 represents the positive interrelational impacts.
Let us consider the factors contributing to environmental catastrophe, say E1,E2,E3,E4,E5. It is
assumed that the following connection matrix (say M) is determined based on the questionnaire

given to the experts.
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/E 1 E2 E3 E4 E
E1l O 1 0 I 0
M=
E2[ 1 0 1 0 0
E3| I 1 0 1 0
E4 1 1 I 0 1
E5 Q 0 1 1 y

Let us consider an instantaneous vector of the form V = (10 0 0 0), which states that the first factor E1
is in ON position and the other factors are in OFF position. The vector V is passed onto M and the
resultant vector obtained is (0 1 0 I 0) and on updating the values the vector V, the new vector V1 = (

11010)is obtained.
V — ¥, , where —* denotes the threshold of values (vi, i = 1,2..5) in a vector.

The threshold function T (x) is represented as
{ 1ifv, =0
0 otherwise
On passing the vector V1 onto M again and repeating the steps as above the final vector obtained is
(11111). The final vector thus obtained signifies the influence of the first factor over the other and it
shows that the factor 1 is related to all other factors. The lastly obtained vector (11111) is called the
fixed point or the limit cycle.

Suppose if the final vector obtained is of the form (1 1 0 I 0), it signifies that the first factor
has positive influence over the second factor, null influences on third and fifth factors and
indeterminate influence on the fourth factor. If such kinds of fixed points are obtained on keeping
the factors in ON position, then the holistic decision on the influences between the factors cannot be
made. The indeterminate influences remains as such and there is no scope for the possibilities of
alleviating such indeterminacy.

Let us consider the same with two experts

Expert-I Expert II
/ \ g F2 F3 F4 )5
El E2 E3 E4 E5
F1 |0 1 1 I 0
E1 | O 1 0 I 0
F2 |1 0 I 0 0
E2 |1 0 1 0 0
F3 |1 1 0 0 0
E3 |1 1 0 1 0
F4 | 1 1 I 0 1
E4 | 1 1 I 0 1
F5 | 0 I 1 1 0
E5 Q 0 1 1 O/
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The combined connection matrix is

4 R

F1 F2 F3 F4 F5
F1| O 1 0.5 21
F2| 1 0 05+ 0
F3| 2I 1 0 0.5
F4 | 0.5+I 21

F5|1 0 21 1

\_ _/

On repeating the same NCM procedure to the above matrix with the initial step of keeping

—_
o = O = O

the first factor E1 in ON position we obtain the same fixed point (11111). This is one of the
shortcomings of NCM . To handle the limitations of NCM, the neutrosophic sociogram approach

shall be used as an alternative approach to the conventional method of NCM.

Neutrosophic sociogram approach aims in determining the social dynamics of the group. It
considers the members of the group and the interest of the members in working or getting along
with other members are determined based on questionnaire. Sometimes the responses are
deterministic in nature and sometimes they are indeterminate. The neutrosophic sociogram
approach enables to arrive at a conclusion of finding the possibilities of alleviating the
indeterminacy along with the numerical range of extent. It also facilitates to find the leader of the
group (the most preferred person). The neutrosophic sociogram as discussed by [] presents vividly
the sequential steps and mathematical formulation of the decision-making model with a
hypothetical example. On intense study NCM approach can be aligned in line with NS approach as
both intends to find the associational impacts.

In NCM with NS approach, the factors of the group are considered as the members and
based on the expert’s opinion the deterministic and the indeterminate associational impact or

influence between the factors is determined. The generic tabular representation is as follows.

El E2 Em
Factors
F1 FDP11;FNyg FP1z;FNyp FPim;FN1im
F2 FD21;FNoy FPao; FNx, FPom;FNom

R.Priya, Nivetha Martin, Neutrosophic Sociogram Approach to Neutrosophic Cognitive Maps in Swift Language



Neutrosophic Sets and Systems, Vol. 49, 2022 116

Fn FDnl,'Fan FDnZ,'FNnZ FDnm,'FNnm

Fpijc F, where F is the set of factors (i=1,2,..n), (j = 1,2,..m), the response represents the factors (Fi) of
deterministic association in expert’'s (Ej) point of view where FNjj represents the indeterminate
associational response from the expert. Let us apply the proposed procedure to the above example of
NCM with Factors Fi,i=1,2,..5.

Let us consider the connection matrix given by two experts

Expert-1 Expert 11

4 ) 4 N
F1 F2 F3 F4 F5 F1 F2 F3 F4 F5

F1| 0 1 0 I 0 F1 |0 1 1 I 0

F2 |11 0 1 0 I F2 |1 0 I 0 0

F3 | 1 1 0 1 0 F3 |1 1 0 0 0

F4 1| 1 1 I 0 1 F4 | I 1 I 0 1

F51 0 I 1 1 0 F5 10 I 1 1 0
o _/ N /

The fuzzy amicable degree fij and the neutrosophic amicable degree nj are determined by the below
equations respectively together with the consideration of weight of the experts and the evaluation

matrices of the experts.

2 1 1
fz_;l di_;l' d_;l'z'
2 _ 1.1
L3 if h.i'i

here d; jand h; jdenotes the deterministic and neutrosophic associations between the factors i and

respectively.

The significance of the factor with fuzzy amicable degree shall be determined by using the following
index

E.i" fi}'
Z; E.i" fi}'

The competency of the factor together with neutrosophic amicable degree shall be determined by

S (F) =

using the following index
E}. g

The representation of the above two connection matrices in the newly proposed NS integrated NCM

c(F) =

approach.

Expert I Expert I1
F1 | F2;F4 F2,F3,F4
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F2 | F1,F3;F5 F1;F3
F3 | F2,F4F1 F2;F1
F4 | F1,F2,F5;F3 F2,F5;F1,F3
Fuzzy F5 | F3,F4F2 F3,F4;F2 Amicable degree Matrix
F1 F2 F3 F4 F5
F1 0 1 0 0 0
F2 1 0 0.67 0 0
F3 0 0.67 0 0 0
F4 0 0 0 0 1
F5 0 0 0 1 0

Neutrosophic Amicable Degree Matrix

F1 F2 F3 F4 F5
F1 0 1 0.67 1 0
F2 1 0 1 0 0.67
F3 0.5 1 0 0.67 0
F4 1 0 0.67 0 1
F5 0 0.67 0 1 0
F1-F2 [1,1] F2-F3 [0.67,1] | F3-F4 | [0,0.67] | F4-F5 [11]
F1-F3 [0,0.67] | F2-F4 [0,0] F3-F5 | [0,0]
F1-F4 [0,1] F2-F5 [0,0.67]
F1-F5 [0,0]

The values [1,1] and [0,0] indicates the strong influence and void influence between the factors and
the other range of values signifies the possibilities of increasing the association between the factors.
For instance the first factor has no influence on fifth factor, strong influence on second factor and the
extent of influence over the factors third and fourth factor is determined by the given range of
values. [Also F1-F2 is same as F2-F1]. This is a better result than the fixed point obtained from the
conventional procedure of NCM.

3. Application of NS integrated NCM approach

This section presents the validation of the proposed approach to the decision-making on the factors
influencing Technopreneurship. The decision-making environment is characterized by eleven
factors say F1,F2,...F11.These factors are obtained from the experts in the field of Business
administration and the respective stakeholders through a questionnaire. The initial input is

presented in the table below

Expert -1 Expert-II Expert-1IT Expert-1V
F1 | Individual F2,F3,F5,F6,F8,F10; | F2,F3,F4,F5,F8; F2,F3,F5,F6,F8,F10; | F2,F3,F4,F5,F6,F7,F8,F9; F10
characteristic F4 F6,F10 F4,F7
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factor

F2 | Motivation F1,F6,F9,F10,F11; F1,F3,F8,F9,F10,F11; | F1,F3,F6,F8F10; F3,F4,F5,F6,F8,F9; F7,F11
factor F3. F5,F6 F11

F3 | Situational F5,F6,F7,F9; F2,F4 | F4,F6,F9,F10,F11; F10,F11; F1,F4 F1,F2,F5,F7,F8,F9,F10; F4
factors F7 EF8

F4 | Exogenous F1, F3,F9 F1,F2,F3,F6,F9; F1,F5,F11,;F3,F7 F1,F2,F3,F5,F8,F9,F10,F11; F6
factors F8,F5

F5 | Social Factors F9,F10,F11; F7,F9; F10,F11 F10,F11; F1,F9 F1,F3,F4,F8,F9,F10,F11; F2,F6

F3,F6,F7
F6 | Financial factor | F10,F11; F7,F9 F2,F4,F10,F11; F3,F8 | F3,F9,F10,F11; F1,F2,F7,F8,F10,F11; F3,F9
F1,F8

F7 | Non-Financial | F2,F8,F9; F6,F10 F3,F6,F10,F11; F2,F9 | F1,F2,F10; F6,F11 F2,F5,F8,F10; F1,F9
Assistance
factor

F8 | Entrepreneurial | F1,F2,F3,F9; F4. F1,F2,F3,F4,F5,F6, F1,F2,F3,F5,F6,F7 | F1,F2,F3,F4,F6,F7F9,F10,F11;
and  business F8,F9,F10,F11; F7 F8,F9,F10,F11; F4 F5
skills factor

F9 | Cultural factors | F1,F2,F4; F6,F8 F1,F2,F8; F4,F7 F1,F3,F5,F6; F4,F10 | F1,F2,F3,F4,F5,F7,E8; F10,F11

F10 | Socioeconomic | F3,F6,F11; F1,F9 F1,F2,F3,F11; F5,F8 | F1,F4,F5F6,F11; F1,F2,F3,F4,F5,F7,F8,F11; F6
conditions F3.
factor
Government F2,F10; F1,F9 F2,F3,F7,F10; F6,F8 | F1,F2,F4,F6,F10; F2,F3,F5,F6,F7,F8,F10; F1,F4

F11 | policies and F8,F9
procedures
factor
The evaluation matrix of each experts is as follows
Exp | F|F|F |F|F|F|F |F|F|F |F Exp |F|F |F|F F|F|F|F|F |F
ert (1|2 (3|4 |5]|6 8 1 ert 213 6 |7 911 |1
I 0|1 II 0|1
F1 | /0(1(1j0}1}1|0|1]0|1 |O F1 (0|1 |1]1 0|0|1|10|0 |0
F2 |1 /0(0f0OfO]1T]0O|O|1 |1 |1 F2 |1 |{0]|1]0 Ojo|1 11 |1
F3 (0000111 (0]|1]|0 |O F3 (00|01 1{0(0|1 |1 |1
F4 |1 /0(0|0(O0O]O0O|O0O|0O|O0O]|O |O F4 |1|1]|1]0 1{0{0|1]0 |0
F5 |0|j0f0|0OfO}O]jO]O|1 |1 |1 F5 |[0|{0]|0]|0 0O(1(0(11]0 |0
F6 |0 |00 |O0O(O]JO]|O]|O|O]|1 |1 F6 |0 |1]|0 |1 0O(ojofo0|1 |1
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F7 1 010 011 0|0 F7 011 0 1 |1
F8 1 00 010 0|0 F8 1|1 1 1|1
F9 1 110 010 0 (0 F9 110 0 0|0
F10 0 00 010 0 |1 F10 1|1 0 0|1
F11 1 00 010 110 F11 1|1 0 1|0
Ex F F|F F|F F |F Ex F|F F F | F
per 1 |1 per 1 |1
t III 0|1 tIvV 0 |1
F1 1 011 011 1|0 F1 11 1 0|0
F2 0 010 011 1|0 F2 0|1 1 0|0
F3 0 010 010 1 |1 F3 110 1 1|0
F4 0 011 010 0|1 F4 11 1 1|1
F5 0 010 00 1)1 F5 011 0 1 |1
Fé6 0 010 00 1)1 Fé6 110 0 1 |1
F7 1 010 010 1|0 F7 110 1 1|0
F8 1 011 110 1 |1 F8 1|1 0 1 |1
F9 0 0|1 00 00 F9 1|1 1 0|0
F10 0 1|1 010 0|1 F10 1|1 1 0 |1
F11 1 10 010 1|0 F11 11 1 1|0

The final fuzzy amicable degrees representing the associational impacts between the factors

F1 |F2 |F3 |F4 |F5 |F6 | F7 | F8 | F9 | F10 | F11
F1 |0 86 |4 |67 |4 |38].25]|1 4 | .6 0
F2 | .86 |0 3810330 060 86 |.75|.5 .67
F3 |4 |38 |0 |033|.33]33|33|4 [(06]|.75 |.5
F4 |.671033].33|0 3312510 33|.5 |.33 |.33
F5 |4 |0 33133 |0 |0 251336 | .6 .38
F6 | 38|06 | .33]|.25 25|38 | .25 | .67 | .67
F7 | .25|0 3310 2512510 S5 | .25].38 | .33
F8 |1 86 |4 |33 |33[38|.5 |0 .67 | 0.38 | .38
FO |4 |75 |6 |.5 6 | 251251670 |0 0
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FI0 | .6 | .5 75133 |6 |.67[.38/.38/0 |0 1

F11 |0 |.67 |5 |33 |.38|.67|.33|.38|0 |1 0
The final matrix representing the neutrosophic amicable degrees

F1 |F2 |F3 |F4 |F5 |F6 |F7 |F8 | F9 | F10 | F11

F1 |0 86| .67 |1 .67 | .67 |.5 1 4 |1 0

F2 |86 |0 |.67]|.33|.33 |.67| .4 B86|.75].6 |.86

F3 |.67|.67|0 |1 |5 6 |38 | 67].6 | .8 |.5

F4 |1 |.33|1 |0 |.38 |.25]|0 67].86].33 | .5

F5 | .67 |.33|.5 |.38|0 0 |025|.38]|.67|.86 |.4

F6 |67 |.67|.6 |25]|0 0 |6 7516 | .86 | .86

F7 |5 |4 |38]0 [025].6 |0 6 |6 |67 |6

F8 |1 |.86|.67|.67|.38 |.75]|.6 0 | 86].6 |.6

FO9 |4 |75|6 |8 |67 |6 |.6 86|10 |5 |.5

FlI0|1 |.6 |.86|.33|8 |8 |.67 |6 |5 |0 1

F11|0 |8 |5 |5 |4 86| .6 6 |5 |1 0

Associational Impact between the factors

F1-F2 | [0.86,0.86] | F2-F3 | [.38,.67] | F3-F4 | [.33,1] F4-F5 | [.33,.38] | F5-F6 | [0,0]
F1-F3 | [4,.67] F2-F4 |[.33,.33] | F3-F5 | [.33,.5] | F4-F6 | [.25,.25] | F5-F7 | [0.25,.25]
F1-F4 | [.67,1] F2-F5 | [0,.33] F3-F6 | [.33,.6] |F4-F7 | [0,0] F5-F8 | [.33,.38]
F1-F5 | [4,.67] F2-F6 |[.6,.67] | F3-F7 |[.33,38] | F4-F8 | [.33,.67] | F5-F9 | [.6,.67]
F1-F6 | [.38,.67] F2-F7 | [0,.4] F3-F8 | [4,.67] |F4-F9 | [5,.6] F5-F10 | [.6,.86]
F1-F7 | [.25,.5] F2-F8 | [.86,.86] | F3-F9 | [.6,.6] F4-F10 | [.33,.33] | F5-F11 | [.38,.4]
F1-F8 | [1,1] F2-F9 | [.75,.75] | F3-F10 | [.75,.86] | F4-F11 | [.33,.5]
F1-F9 | [4,4] F2-F10 | [.5,.6] F3-F11 | [.5,.5]
F1-F10 | [.6,1] F2-F11 | [.67,.86]
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F1-F11 | [0,0]

F6-F7 [.25,.6] F7-E8 [.5,.6] E8-F9 [.67,.86] F9-F10 [0,.5] F10-F11 | [1,1]
F6-F8 [.38,.75] F7-F9 [.25,.6] E8-F10 [.38,.6] F9-F11 [0,.5]

F6-F9 [.25,.6] F7-F10 [.38,.67] E8-F11 [.38,.6]

F6-F10 [.67,.86] F7-F11 [.33,.6]

F6-F11 [.67,.86]

To ease the computation SWIFT language is used for programming the NS integrated NCM

approach and the coding is presented in Appendix. The following figures represent the input data

and output data.

Fig 3a

Fig 3c

Fig 3b

Fig 3d

Fig 3a, 3b, 3c and 3d represents the input data in SWIFT language.
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Fig. 3e Fig. 3f

Fig. 3f

Fig. 3g Fig. 3h

R.Priya, Nivetha Martin, Neutrosophic Sociogram Approach to Neutrosophic Cognitive Maps in Swift Language



Neutrosophic Sets and Systems, Vol. 49, 2022 123

Fig 3i

Fig 3e, 3f, 3g, 3h and 3i represents the output of the associational impact values.
4. Discussion
The associational impact values between the factors clearly presents the extent of influence of one
factor over the other , some of the values are deterministic in sense a real number that indicates the
exact numerical value of influence and the range of values present the extent of influence between
the factors and also it shows the existing possibilities of enhancing the influences between the factors
for the holistic growth and development of the Technopreneurs and Technopreneurship. The
results vividly shows that NS integrated NCM approach is highly accommodative in nature.
On applying the conventional NCM approach

Table 4.1. NCM Conventional approach results

On Position of the | Fixed Point
Factors

(10000000000) (11111111111)
(01000000000) (11111111111)
(00100000000) (11111111111)
(00010000000) (11111111111)
(00001000000) (11111111111)
(00000100000) (11111111111)
(00000010000) (11111111111)
(00000001000) (11111111111)
(00000000100) (11111111111)
(00000000010) (11111111111)
(00000000001) (11111111111)

The results obtained from conventional NCM approach (Table 4.1 ) has no provision for making
specific analysis, the results shows that each factor influences others in a more general manner, but
the actual extent of influence is not explored from the above obtained fixed points. For instance the
fixed point obtained on keeping the first factor at ON position (10000000000) signifies that the first
factor has impact on all the factors, but whereas the proposed approach gives the specific range of
the associational impact between the factor F1 and all other factors say
F2,F3,F4,F5F6,F7,F8,F9,F10,F11. Thus the proposed approach is more efficient than the existing
approach.
5. Conclusion

This paper has proposed Neutrosophic Sociogram integrated NMC approach as an alternative
to the conventional NCM. The proposed approach facilitates to determine the specific associational

impact between the factors rather in general manner as in the conventional method. The proposed
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decision-making alternative approach is highly compatible, flexible and simple in comparison with
the existing conventional approach. This research work is an initiative to develop new approaches of
finding the impact between the factors and this same approach shall be extended to Plithogenic
Sociogram and Plithogenic cognitive maps (PCM). Just as FCM, NCM, PCM models shall be

integrated with plithogenic sociogram approach.
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Appendix

NS INTEGRATED NCM CODING INPUT

1

// ViewController.swift

// MathsCalculation

1

/| Created by Hitasoft on 14/06/21.

/1

import UIKit

import PDFGenerator

class ViewController: UIViewController { @ BOutlet weak var tableView: UlTableView!
var headerArray = ["", ", "Expert -I", "Expert-11", "Expert-1II", "Expert-IV"]

var factorsArray = ["'Individual characteristic factor", "Motivation factor", "Situational factors",

"o

"Exogenous factors", "Social Factors", "Financial factor", "Non-Financial Assistance factor",
"Entrepreneurial and business skills factor", "Cultural factors", "Socioeconomic conditions factor",

"Government policies and procedures factor"]

// MARK: Expert I, Expert 1I, Expert III, Expert IV

var FFactors = [["F1", "F2", "F3", "F4", "F5", "F6", "F7", "F8", "F9", "F10", "F11"]]
var F1Factors = [["F2","F3","F5","F6","F8","F10", ";", "F4"],
["F2","F3","F4","F5","F8", ";", "F6", "F10"],

["F2","F3","F5","F6","F8","F10", ";", "F4","F7"],
["F2","F3","F4","F5","F6","F7","F8","F9",";","F10"]]
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var F2Factors = [['F1","F6","F9","F10","F11",";","F3"],
['F1""F3","F8","F9","F10","F11",";","F5" "F6"],
['F1","F3","F6","F8","F10",";","F11"],

['F3",'F4","F5","F6","F8","F9",";" "F7" "F11"]]

var F3Factors = [['F5","F6","F7","F9",";" "F2","F4"],
['F4"'F6","F9","F10","F11",";","F7","F8"], ['F10","F11",";","F1","F4"],
['F1","F2","F5","F7","F8","F9","F10",";","F4"]]

var F4Factors = [['F1",";","F3","F9"], ['F1","F2","F3","F6","F9",";" "F8","F5"],
['F1"'F5","F11",";""F3","F7"], ['F1","F2","F3","F5","F8","F9","F10","F11",";", "F6"]]
var F5Factors = [['F9","F10","F11",";","F3","F6","F7"], ['F7","F9",";","F10","F11"],
['F10","F11",";","F1","F9"],

"F1","F3","F4","F8","F9","F10","F11",";" ,"F2","F6"]] var Fé6Factors = [['F10","F11",";","F7","F9"],
'F2","F4","F10","F11",";","F3","F8"],

"F3","F9","F10","F11",";","F1","F8"],

"F1","F2","F7","F8","F10","F11",";","F3","F9"]]

var F7Factors = [['F2","F8","F9",";","F6","F10"],

[
[
[
['F

["E3","F6","F10","F11",";","F2","F9"], ['F1","F2","F10",";","F6","F11"], ["F2","F5","F8","F10",";","F1","F9"]]
var F8Factors = [["F1","F2","F3","F9",";","F4"],

["F1","F2","F3","F4","F5","F6", "E8","F9","F10","F11",";","F7"],["F1","F2","F3","F5","F6","F7",
"F8","F9","F10","F11",";","F4"], ['F1","F2","F3","F4","F6","F7","F9","F10","F11",";","F5"]]

var F9Factors = [["F1","F2","F4",";","F6","EF8"], ['F1","F2","F8",";","F4","F7"],
["F1","F3","F5","F6",";","F4","F10"],

["F1","F2","F3","F4","F5","F7","E8",";", "F10","F11"]] var F10Factors = [["F3","F6","F11",";","F1","F9"],
["F1","F2","E3","F11",";","F5","F8"],

["F1","F4","F5","F6","F11",";","F3"],

["F1","F2","E3","F4","F5","F7","F8","F11",";","F6"]] var F11Factors = [["F2","F10",";","F1","F9"],
["F2","F3","F7","F10",";","F6","F8"],

["F1","F2","F4","F6","F10",";","F8","F9"],

["F2","F3","F5","F6","F7","F8","F10",";","F1","F4"]]

var factorArray = [[[String]]]() var finalArray = [String: String]() var tableTotalValue = Double(0)
override func viewDidLoad() { super.viewDidLoad() self.configUI()

// Do any additional setup after loading the view.

}

func configUI() {
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factorArray.append(F1Factors) factorArray.append(F2Factors) factorArray.append(F3Factors)
factorArray.append(F4Factors) factorArray.append(F5Factors) factorArray.append(F6Factors)
factorArray.append(F7Factors) factorArray.append(F8Factors) factorArray.append(F9Factors)
factorArray.append(F10Factors) factorArray.append(F11Factors)

self.tableView.rowHeight = UITableView.automaticDimension
self.tableView.estimatedRowHeight = 45 self.tableView.sectionHeaderHeight =

UlTableView.automaticDimension self.tableView.estimatedSectionHeaderHeight = 45
/] forrow in 0..<11 {

/] for factor in 0..<factorArray.count {

/[l MARK: Calculate Expert I, Expert II, Expert III, Expert IV Value

/] finalArray["F\ (row+1)\ (factor+1)"] = (factorArray[row][0].contains("F\ (factor+1)") ? 0.25 :
0)+(factorArray[row][1].contains("F\ (factor+1)") ? 0.25 :
0)+(factorArray[row][2].contains("F\ (factor+1)") ? 0.25
0)+(factorArray[row][3].contains("F\ (factor+1)") ? 0.25 : 0)

I}

I}

for row in 0..<11 {

for factor in 0..<factorArray.count {

"non

let factor1String = factorArray[row][0].split(separator: ;

non

].split( )
let factor2String = factorArray[row][1].split(separator: ";")
let factor3String = factorArray[row][2].split(separator: ";")
let factor4String = factorArray[row][3].split(separator: ";")

// MARK: Calculate Expert I, Expert II, Expert III, Expert IV Value
let FFirstVal = (((factor1String.first?.contains("F \ (factor+1)") ?? false)
20.25:0)+

((factor2String.first?.contains("F \ (factor+1)") ?? false)

20.25:0)+

((factor3String.first?.contains("F \ (factor+1)") ?? false)

20.25:0) +

((factor4String.first?.contains("F \ (factor+1)") ?? false)

20.25:0))

let FLastVal = ((factor1String.last?.contains("F \ (factor+1)") ?? false) ?

1:0) + ((factor2String.last?.contains("F \ (factor+1)") ?? false) ? 1 : 0) +
((factor3String.last?.contains("F \ (factor+1)") ?? false) ?

1:0)+ ((factor4String.last?.contains("F\ (factor+1)")
?? false) ?1:0)
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finalArray["F\ (row+1)\ (factor+1)"] = FLastVal == 0 ? "\ (FFirstVal)" : "\ (FLastVal)I\ (FFirstVal =0 ?

"": "+\ (FFirstVal)")"

/| print(finalArray["F\ (row+1)\ (factor+1)"] ?? ")
}

// print("\n")

}

var totalRowArray = [String]() var totalColumnArray = [String]() for row in 0..<11 {

var ¢ = [0,0,0,0,0,0,0,0,0,0,0]

c[row] =1

var RowlTotal = Double(0) var RowTotal = Double(0)

var ColumnlITotal = Double(0) var ColumnTotal = Double(0)
for factor in 0..<factorArray.count {

// MARK: The fuzzy comatibility degree calculation

var rowTot = Double(0) var columnTot = Double(0)

if final Array["F\ (row+1)\ (factor+1)"]?.contains("I") ?? false {

let component = final Array

["F\(row+1)\ (factor+1)"]?.components(separatedBy: "+") RowITotal = RowlITotal+1

// print("Component = \ (component)") if (component?.count ?? 0) > 1 {

rowTot = (Double(component?.last ?? "0") ?? 0)

}

}

else {

/' print("Component =

\ (Double(final Array["F\ (row+1)\ (factor+1)"] ?? "0") ?? 0)")
rowTot = (Double(final Array["F\ (row+1)\ (factor+1)"] 2?2 "0") ?? 0)
}

if final Array["F\ (factor+1)\ (row+1)"]?.contains("I") ?? false {

let component = final Array

["F\(factor+1)\ (row+1)"]?.components(separatedBy: "+")
ColumnlITotal = ColumnITotal+1 if (component?.count ?? 0) > 1 {
columnTot = (Double(component?.last ?? "0") ?? 0)

}

}

else {
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columnTot = (Double(finalArray["F \ (factor+1)\ (row+1)"]
??2"0") ??0)

}

if lrowTot.isNaN {

RowTotal = RowTotal+rowTot

}

if lcolumnTot.isNaN {

ColumnTotal = ColumnTotal+columnTot

}

}

let totalRow ="\ (RowITotal > Double(0) ? "\ (RowITotal)I" : ")\ (RowTotal > Double(0) ?
|V+\ (ROWTOtal)” : l||l)l|

totalRowArray.append(totalRow)

let totalColumn = "\ (ColumnITotal > Double(0) ? "\ (ColumnITotaD)I" : ")\ (ColumnTotal >
Double(0) ? "+\ (ColumnTotal)" : ")"

totalColumnArray.append(total Column)
}

for row in 0..<11 {
var totalRow = [Int]() var totalColumn = [Int]() var fArray = [String]() var totArray = [Int]()

print("\n\n")

var ¢ =[0,0,0,0,0,0,0,0,0,0,0]

c[row] =1 print("\ tC\ (row+1) = \(c)")

for factor in 0..<factorArray.count { if row == 0 && factor == 10 {
fArray.append("0")

totArray.append(0)

}

else {

fArray.append(finalArray["F\ (row+1)\ (factor+1)"] ?? "") let text =
((finalArray["F\ (row+1)\ (factor+1)"] ??

"™).contains("I")) ? 1 : (Double(final Array["F \ (row+1)\ (factor+1)"] 22 ") 22 0)>=1 2 1 : 0)

let finalText = c[factor]+text totArray.append(final Text)

R.Priya, Nivetha Martin, Neutrosophic Sociogram Approach to Neutrosophic Cognitive Maps in Swift Language



Neutrosophic Sets and Systems, Vol. 49, 2022 131

}

}

print(("\tC\ (row+1)XM = [\ (fArray.joined(separator: ","))]")) print(("\t->= \ (totArray)"))
for factor in 0..<totalRowArray.count {

let text = (totalRowArray|[factor].contains("I")) ? 1 : ((Double(totalRowArray][factor]) ?? 0)>0 ? 1 : 0)
let finalText = ¢[factor]+text>=171:0

totalRow.append(final Text)

}

print(("\tC\ (row+1)'XM = [\ (totalRowArray joined(separator: ","))]"))

print(("\t-> = \ (totalRow)"))

for factor in 0..<totalColumnArray.count {

let text = (total ColumnArray[factor].contains("I")) ? 1 : ((Double(total ColumnArray[factor]) ?? 0)>0 ?
1:0)

let finalText = (c[factor]+text)>=1?1:0

total Column.append(final Text)

}

print(("\tC\ (row+1)'XM = [\ (totalColumnArray.joined(separator: ","))]"))

print(("\t-> = \ (totalColumn)"))

}

}

func generatePDF() {

guard let v1 = self.tableView else { return }

// v1.contentSize = CGSize(width: 100.0, height: 200.0) let dst = URL(fileURLWithPath:
NSTemporaryDirectory().appending("FinalFactorCalculation.pdf"))
// writes to Disk directly. do {

try PDFGenerator.generate(v1, to: dst)

} catch (let error) { print(error)

}

}

}

extension ViewController: UITableViewDelegate, UITableViewDataSource { func tableView(_
tableView: UlTableView, numberOfRowsInSection section:

Int) -> Int {
return 12
}
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func tableView(_ tableView: UlTableView, heightForRowAt indexPath: IndexPath) -> CGFloat {

return self.view.frame.height/12

}

func numberOfSections(in tableView: UlTableView) -> Int { return 8

}

func tableView(_ tableView: UlTableView, heightForHeaderInSection section: Int) -> CGFloat {

return 45

}

func tableView(_ tableView: UlTableView, titleForHeaderInSection section: Int) -> String? {

if section ==0 {

return "

}

else if section == 1 { return "Expert - I"

}

else if section == 2 { return "Expert - II"
}

else if section == 3 { return "Expert - III"
}

else if section == 4 { return "Expert - IV"
}

else if section == 5 { return "Table 5"

}

else if section == 6 { return "

}
return "Final Scores"
}

func tableView(_ tableView: UlTableView, cellForRowAt indexPath: IndexPath) ->
UlTableViewCell {

if indexPath.section == 0 {

let cell = tableView.dequeueReusableCell(withldentifier: "FactorTableViewCell") as!
FactorTableViewCell

if indexPath.row == 0 { cell.expert1Label.text = "Expert —I" cell.expert2Label.text = "Expert-II"
cell.expert3Label.text = "Expert-III" cell. Expert4Label.text = "Expert-IV"

}
else if indexPath.row ==1 {

cell.titleLabel.text = "F1"
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cell.factorLabel.text = "Individual characteristic factor" cell.expertlLabel.text =
F1Factors[0].joined(separator: ",") cell.expert2Label.text = F1Factors[1].joined(separator: ",")
cell.expert3Label.text = F1Factors[2].joined(separator: ",") cell. Expert4Label.text =
F1Factors[3].joined(separator: ",")

}

else if indexPath.row == 2 { cell.titleLabel.text = "F2" cell.factorLabel.text = "Motivation factor"

"o

cell.expertlLabel.text = F2Factors[0].joined(separator: ",") cell.expert2Label.text =
F2Factors[1].joined(separator: ",") cell.expert3Label.text = F2Factors[2].joined(separator: ",")
cell.Expert4Label.text = F2Factors[3].joined(separator: ",")

}

else if indexPath.row == 3 { cell.titleLabel.text = "F3" cell.factorLabel.text = "Situational factors"

"o

cell.expertlLabel.text = F3Factors[0].joined(separator: ",") cell.expert2Label.text =
F3Factors[1].joined(separator: ",") cell.expert3Label.text = F3Factors[2].joined(separator: ",")
cell.Expert4Label.text = F3Factors[3].joined(separator: ",")

}

else if indexPath.row == 4 { cell.titleLabel.text = "F4" cell.factorLabel.text = "Exogenous factors'

1

"o

cell.expertlLabel.text = F4Factors[0].joined(separator: ",") cell.expert2Label.text =
F4Factors[1].joined(separator: ",") cell.expert3Label.text = F4Factors[2].joined(separator: ",")
cell. Expert4Label.text = F4Factors[3].joined(separator: ",")

}

else if indexPath.row == 5 { cell.titleLabel.text = "F5" cell.factorLabel.text = "Social Factors"

nn

cell.expertlLabel.text = F5Factors[0].joined(separator: ",") cell.expert2Label.text =
F5Factors[1].joined(separator: ",") cell.expert3Label.text = F5Factors[2].joined(separator: ",")
cell. Expert4Label.text = F5Factors[3].joined(separator: ",")

}

else if indexPath.row == 6 { cell.titleLabel.text = "F6" cell.factorLabel.text = "Financial factor"

cell.expertlLabel.text = F6Factors[0].joined(separator: ",") cell.expert2Label.text =

F6Factors[1].joined(separator: ",") cell.expert3Label.text = F6Factors[2].joined(separator: ",")
cell. Expert4Label.text = F6Factors[3].joined(separator: ",")

}
else if indexPath.row == 7 { cell.titleLabel.text = "F7"

cell.factorLabel.text = "Non-Financial Assistance factor" cell.expertlLabel.text =

F7Factors[0].joined(separator: ",") cell.expert2Label.text = F7Factors[1].joined(separator: ",")
cell.expert3Label.text = F7Factors[2].joined(separator: ",") cell. Expert4Label.text =
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F7Factors[3].joined(separator: ",")

}

else if indexPath.row == 8 { cell.titleLabel.text = "F8"
cell.factorLabel.text = "Entrepreneurial and business skills factor"

"o

cell.expertlLabel.text = F8Factors[0].joined(separator: ",") cell.expert2Label.text =
F8Factors[1].joined(separator: ",") cell.expert3Label.text = F8Factors[2].joined(separator: ",")
cell. Expert4Label.text = F8Factors[3].joined(separator: ",")

}

else if indexPath.row == 9 { cell.titleLabel.text = "F9" cell.factorLabel.text = "Cultural factors"

"o

cell.expertlLabel.text = F9Factors[0].joined(separator: ",") cell.expert2Label.text =
F9Factors[1].joined(separator: ",") cell.expert3Label.text = F9Factors[2].joined(separator: ",")
cell. Expert4Label.text = F9Factors[3].joined(separator: ",")

1
else if indexPath.row == 10 { cell.titleLabel.text = "F10"

cell.factorLabel.text = "Socioeconomic conditions factor" cell.expert1Label.text =

F10Factors[0].joined(separator:

lV,IV)

cell.expert2Label.text = F10Factors[1].joined(separator: ",")
cell.expert3Label.text = F10Factors[2].joined(separator: ",")

cell.Expert4Label.text = F10Factors[3].joined(separator: ",")

}

else if indexPath.row == 11 { cell.titleLabel.text = "F11"
cell.factorLabel.text = "Government policies and procedures factor"
cell.expertlLabel.text = F11Factors[0].joined(separator: ",")
cell.expert2Label.text = F11Factors[1].joined(separator: ",")
cell.expert3Label.text = F11Factors[2].joined(separator: ",")
cell.Expert4Label.text = F11Factors[3].joined(separator:
")

}

return cell

}

else {

let cell = tableView.dequeueReusableCell(withldentifier: "FactorlTableViewCell") as!
Factor1TableViewCell
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// cell.final Array = self.finalArray cell.totalValue = self.tableTotal Value

if indexPath.section ==1 | | indexPath.section ==2 | | indexPath.section ==3 | | indexPath.section ==

4 || indexPath.section ==5 | | indexPath.section ==6 | | indexPath.section ==7 {
if indexPath.row == 0 {

cell.loadData(indexPath.section, row: indexPath.row, factor: [[String]]())

}

else {

cell.loadData(indexPath.section, row: indexPath.row, factor: factorArray[indexPath.row-1])

}
}
/1

return cell

}

// Display Value
class FactorlTableViewCell: UITableViewCell {

@IBOutlet weak var fLabel: UlLabel! @[BOutlet weak var f1Label: UlLabel! @IBOutlet weak var
f2Label: UlLabel! @IBOutlet weak var f3Label: UlLabel! @[ BOutlet weak var f4Label: UlLabel!
@IBOutlet weak var f5Label: UlLabel! @IBOutlet weak var f6Label: UlLabel! @I BOutlet weak var
f7Label: UlLabel! @IBOutlet weak var f8Label: UILabel! @[BOutlet weak var f9Label: UlLabel!
@IBOutlet weak var f10Label: UILabel! @IBOutlet weak var f11Label: UlLabel! var finalArray =
[String: Double]() var totalValue = Double(0)

override func awakeFromNib() { super.awakeFromNib()

// Initialization code

}

func loadData(_ section: Int, row: Int, factor: [[String]]) { self.f2Label.isHidden = false

self.f3Label.isHidden = false self.f4Label.isHidden = false self.f5Label.isHidden = false
self. f6Label.isHidden = false self.f7Label.isHidden = false

self. f8Label.isHidden = false self.f9Label.isHidden = false self.f10Label.isHidden = false
self.f11Label.isHidden = false fLabel.text =""

flLabel.text ="" f2Label.text = "" f3Label.text ="" f4Label.text = "" f5Label.text = "" f6Label.text =""
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f7Label.text ="" f8Label.text = "" f9Label.text = "" fl0Label.text = "" f11Label.text ="" if row ==
if section == 7 { fLabel.text = "Factors" f1Label.text = "Score"

self.f2Label.isHidden = true self.f3Label.isHidden = true self.f4Label.isHidden = true
self.f5Label.isHidden = true self.f6Label.isHidden = true self.f7Label.isHidden = true
self.f8Label.isHidden = true self.f9Label.isHidden = true self.f10Label.isHidden = true
self.f11Label.isHidden = true

}
else {

fLabel.text ="" f1Label.text = "F1" f2Label.text = "F2" f3Label.text = "F3" f4Label.text = "F4"
f5Label.text = "F5" f6Label.text = "F6" f7Label.text = "F7" f8Label.text = "F8" f9Label.text = "F9"
fl10Label.text = "F10" f11Label.text = "F11"

}
}

else {

fLabel.text = "F\ (row)" f1Label.text = "0"
f2Label.text ="0"
f3Label.text ="0"
f4Label.text ="0"
f5Label.text ="0"
f6Label.text ="0"
f7Label.text ="0"
f8Label.text ="0"
f9Label.text ="0"
f10Label.text ="0"
f11Label.text ="0"

f1Label.font = UIFont.systemFont(ofSize: 15) f2Label.font = UIFont.systemFont(ofSize: 15)
f3Label.font = UIFont.systemFont(ofSize: 15) f4Label.font = UIFont.systemFont(ofSize: 15)
f5Label.font = UIFont.systemFont(ofSize: 15) f6Label.font = UIFont.systemFont(ofSize: 15)
f7Label.font = UIFont.systemFont(ofSize: 15) f8Label.font = UIFont.systemFont(ofSize: 15)
f9Label.font = UIFont.systemFont(ofSize: 15) f10Label.font = UIFont.systemFont(ofSize: 15)
f11Label.font = UIFont.systemFont(ofSize: 15)

if section==1 || section==2 | | section==3 | | section == 4{ if factor.count > (section-1) {
let factorString = factor[section-1].split(separator: ";")

if factor[section-1].contains("F1") {

f1Label.text ="T"
f1Label.font = UIFont.boldSystemFont(ofSize:

{
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15)

} else{

}

if factor[section-1].contains("F2") {

f2Label.text ="T"

f2Label.font = UIFont.boldSystemFont(ofSize:

} else{

}

if factor[section-1].contains("F3") {

f3Label.text ="T"

f3Label.font = UlFont.boldSystemFont(ofSize:

1} else

}

if factor[section-1].contains("F4") {

f4Label.text = "I"

f4Label.font = UlFont.boldSystemFont(ofSize:

else {

if factorString.last?.contains("F1") ?? false {

15)

15)

15)
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flLabel.text="1"

if factorString.last?.contains("F2") ?? false {

f2Label.text="1"

if factorString.last?.contains("F3") ?? false {

f3Label.text ="1"

if factorString.last?.contains("F4") ?? false {

f4Label.text="1"
}

if factor[section-1].contains("F5") {

if factorString.last?.contains("F5") ?? false { f5Label.text = "I"
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f5Label.font = UIFont.boldSystemFont(ofSize: 15)
}

else {

f5Label.text ="1"

}

}

if factor[section-1].contains("F6") {

if factorString.last?.contains("F6") ?? false { f6Label.text = "I"
f6Label.font = UIFont.boldSystemFont(ofSize: 15)

}

else {

f6Label.text="1"

}

}

if factor[section-1].contains("F7") {

if factorString.last?.contains("F7") ?? false { f{7Label.text = "I"
f7Label.font = UIFont.boldSystemFont(ofSize: 15)

}

else {

f7Label.text ="1"

}

}

if factor[section-1].contains("F8") {

if factorString.last?.contains("F8") ?? false { f8Label.text = "I"
f8Label.font = UIFont.boldSystemFont(ofSize: 15)

}

else {

f8Label.text ="1"

}

}

if factor[section-1].contains("F9") {

if factorString.last?.contains("F9") ?? false { f9Label.text = "I"
f9Label.font = UIFont.boldSystemFont(ofSize: 15)

}

else {
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f9L.abel.text ="1"

}

}

if factor[section-1].contains("F10") {

if factorString.last?.contains("F10") ?? false { fl0Label.text = "T"
f10Label.font = UIFont.boldSystemFont(ofSize:

15)

}

else {

f10Label.text ="1"

}

}

if factor[section-1].contains("F11") {

if factorString.last?.contains("F11") ?? false { f11Label.text = "I"
f11Label.font = UIFont.boldSystemFont(ofSize:

15)

}

else {

fl11Label.text ="1"
}
}
}
}

else if section ==5 | | section==6 || section ==7 { let factor1String = factor[0].split(separator: ";") let

"o

factor2String = factor[1].split(separator: ";") let factor3String = factor[2].split(separator: ";") let

"o

factor4String = factor[3].split(separator: ";")

let F1FirstVal ="\ (((factor1String.first?.contains("F1")

?? false) 2 0.25: 0) +

((factor2String.first?.contains("F1") ?? false) ? 0.25 :

0) + ((factor3String.first?.contains("F1") ?? false) ?

0.25:0)+  ((factor4String.first?.contains("F1") ?? false) ? 0.25 : 0))"

let F1LastVal = ((factor1String.last?.contains("F1") ?? false) ? 1: 0) +
((factor2String.last?.contains("F1") ?? false) ? 1 : 0) + ((factor3String.last?.contains("F1") ?? false) ? 1 :
0) +((factor4String.last?.contains("F1") ?? false) ? 1 : 0)

self.f1Label.text = F1LastVal == 0 ? F1FirstVal : "\ (F1LastVal)I+\ (F1FirstVal)"

R.Priya, Nivetha Martin, Neutrosophic Sociogram Approach to Neutrosophic Cognitive Maps in Swift Language



Neutrosophic Sets and Systems, Vol. 49, 2022 141

let F2FirstVal ="\ (((factor1String.first?.contains("F2")

?? false) 7 0.25:0) +

((factor2String.first?.contains("F2") ?? false) ? 0.25 :

0) + ((factor3String.first?.contains("F2") ?? false) ?

0.25:0)+  ((factor4String.first?.contains("F2") ?? false) ? 0.25 : 0))"

let F2LastVal = ((factor1String.last?.contains("F2") ?? false) ? 1: 0) +
((factor2String.last?.contains("F2") ?? false) ? 1 : 0) + ((factor3String.last?.contains("F2") ?? false) ? 1 :
0) +((factor4String.last?.contains("F2") ?? false) ? 1 : 0)

self.f2Label.text = F2LastVal == 0 ? F2FirstVal : "\ (F2LastVal)I+\ (F2FirstVal)"
let F3FirstVal ="\ (((factor1String.first?.contains("F3")

?? false) 2 0.25: 0) +

((factor2String.first?.contains("F3") ?? false) ? 0.25 :

0) + ((factor3String.first?.contains("F3") ?? false) ?

0.25:0)+  ((factor4String.first?.contains("F3") ?? false) ? 0.25 : 0))"

let F3LastVal = ((factor1String.last?.contains("F3") ?? false) ? 1: 0) +
((factor2String.last?.contains("F3") ?? false) ? 1 : 0) + ((factor3String.last?.contains("F3") ?? false) ? 1 :
0) +((factor4String.last?.contains("F3") ?? false) ? 1 : 0)

self.f3Label.text = F3LastVal == 0 ? F3FirstVal : "\ (F3LastVal)I+\ (F3FirstVal)"
let F4FirstVal ="\ (((factor1String.first?.contains("F4")

?? false) 2 0.25: 0) +

((factor2String.first?.contains("F4") ?? false) ? 0.25 :

0) + ((factor3String.first?.contains("F4") ?? false) ?

0.25:0)+  ((factor4String.first?.contains("F4") ?? false) ? 0.25 : 0))"

let F4LastVal = ((factor1String.last?.contains("F4") ?? false) ? 1 : 0) +
((factor2String.last?.contains("F4") ?? false) ? 1 : 0) + ((factor3String.last?.contains("F4") ?? false) ? 1 :
0) +((factor4String.last?.contains("F4") ?? false) ? 1 : 0)

self.f4Label.text = F4LastVal == 0 ? F4FirstVal : "\ (F4LastVal)I+\ (F4FirstVal)"

let F5FirstVal ="\ (((factor1String.first?.contains("F5")

?? false) 7 0.25: 0) +

((factor2String.first?.contains("F5") ?? false) ? 0.25 :

0) + ((factor3String.first?.contains("F5") ?? false) ?

0.25:0)+  ((factor4String.first?.contains("F5") ?? false) ? 0.25 : 0))"

let F5LastVal = ((factor1String.last?.contains("F5") ?? false) ? 1: 0) +
((factor2String.last?.contains("F5") ?? false) ? 1 : 0) + ((factor3String.last?.contains("F5") ?? false) ? 1 :
0) +((factor4String.last?.contains("F5") ?? false) ? 1 : 0)

self.f5Label.text = F5LastVal == 0 ? F5FirstVal : "\ (F5LastVal)I+\ (F5FirstVal)"
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let F6FirstVal ="\ (((factor1String.first?.contains("F6")

?? false) ? 0.25:0) +

((factor2String.first?.contains("F6") ?? false) ? 0.25 :

0) + ((factor3String.first?.contains("F6") ?? false) ?

0.25:0)+  ((factor4String.first?.contains("F6") ?? false) ? 0.25 : 0))"

let F6LastVal = ((factor1String.last?.contains("F6") ?? false) ? 1: 0) +
((factor2String.last?.contains("F6") ?? false) ? 1 : 0) + ((factor3String.last?.contains("F6") ?? false) ? 1 :
0) +((factor4String.last?.contains("F6") ?? false) ? 1 : 0)

self.f6Label.text = F6LastVal == 0 ? F6FirstVal : "\ (F6LastVal)I+\ (F6FirstVal)"
let F7FirstVal ="\ (((factor1String.first?.contains("F7")

?? false) 2 0.25: 0) +

((factor2String.first?.contains("F7") ?? false) ? 0.25 :

0) + ((factor3String.first?.contains("F7") ?? false) ?

0.25:0)+  ((factor4String.first?.contains("F7") ?? false) ? 0.25 : 0))"

let F7LastVal = ((factor1String.last?.contains("F7") ?? false) ? 1: 0) +
((factor2String.last?.contains("F7") ?? false) ? 1 : 0) + ((factor3String.last?.contains("F7") ?? false) ? 1 :
0) +((factor4String.last?.contains("F7") ?? false) ? 1 : 0)

self.f7Label.text = F7LastVal == 0 ? F7FirstVal : "\ (F7LastVal)I+\ (F7FirstVal)"
let F8FirstVal = "\ (((factor1String.first?.contains("F8")

?? false) 2 0.25: 0) +

((factor2String.first?.contains("F8") ?? false) ? 0.25 :

0) + ((factor3String.first?.contains("F8") ?? false) ?

0.25:0)+  ((factor4String.first?.contains("F8") ?? false) ? 0.25 : 0))"

let F8LastVal = ((factor1String.last?.contains("F8") ?? false) ? 1: 0) +
((factor2String.last?.contains("F8") ?? false) ? 1 : 0) + ((factor3String.last?.contains("F8") ?? false) ? 1 :
0) +((factor4String.last?.contains("F8") ?? false) ? 1 : 0)

self.f8Label.text = F8LastVal == 0 ? F8FirstVal : "\ (F8LastVal)I+\ (F8FirstVal)"
let F9FirstVal ="\ (((factor1String.first?.contains("F9")

?? false) 7 0.25: 0) +

((factor2String.first?.contains("F9") ?? false) ? 0.25 :

0) + ((factor3String.first?.contains("F9") ?? false) ?

0.25:0)+  ((factor4String.first?.contains("F9") ?? false) ? 0.25 : 0))"

let F9LastVal = ((factor1String.last?.contains("F9") ?? false) ? 1: 0) +
((factor2String.last?.contains("F9") ?? false) ? 1 : 0) + ((factor3String.last?.contains("F9") ?? false) ? 1 :
0) +((factor4String.last?.contains("F9") ?? false) ? 1 : 0)

self.f9L.abel.text = F9LastVal == 0 ? F9FirstVal : "\ (F9LastVal)I+\ (F9FirstVal)"
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let F10FirstVal = "\ (((factor1String.first?.contains("F10")

?? false) 7 0.25:0) +

((factor2String.first?.contains("F10") ?? false) ? 0.25:

0) + ((factor3String.first?.contains("F10") ?? false) ?

0.25:0)+  ((factor4String.first?.contains("F10") ?? false) ? 0.25: 0))"

let F10LastVal = ((factor1String.last?.contains("F10") ?? false) ? 1 : 0) +
((factor2String.last?.contains("F10") ?? false) ? 1 : 0) + ((factor3String.last?.contains("F10") ?? false) ? 1
:0)+  ((factor4String.last?.contains("F10")

?? false) ?1:0)

self.f10Label.text = F10LastVal == 0 ? F10FirstVal : "\ (F10LastVal)I+\ (F10FirstVal)"
let F11FirstVal = "\ (((factor1String.first?.contains("F11")

?? false) 2 0.25: 0) +

((factor2String.first?.contains("F11") ?? false) ? 0.25:

0) + ((factor3String.first?.contains("F11") ?? false) ?

0.25:0)+  ((factor4String.first?.contains("F11") ?? false) ? 0.25 : 0))"

let F11LastVal = ((factor1String.last?.contains("F11") ?? false) ? 1 : 0) +
((factor2String.last?.contains("F11") ?? false) ? 1 : 0) + ((factor3String.last?.contains("F11") ?? false) ? 1
:0)+  ((factor4String.last?.contains("F11")

?? false) ?1:0)
self.f11Label.text = F11LastVal == 0 ? F11FirstVal : "\ (F11LastVal)I+\ (F11FirstVal)"
}

override func setSelected(_ selected: Bool, animated: Bool) { super.setSelected(selected, animated:

animated)

// Configure the view for the selected state

}

}
class FactorTableViewCell: UlTableViewCell {

@IBOutlet weak var Expert4Label: UlLabel! @IBOutlet weak var expert3Label: UILabel! @IBOutlet
weak var expert2Label: UlLabel! @ BOutlet weak var expertlLabel: UlLabel! @I BOutlet weak var
factorLabel: UlLabel! @IBOutlet weak var titleLabel: UILabel!

override func awakeFromNib() { super.awakeFromNib()
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// Initialization code

}

override func setSelected(_ selected: Bool, animated: Bool) { super.setSelected(selected, animated:
animated)

// Configure the view for the selected state

}

Received: Dec. 13, 2021. Accepted: April 5, 2022.
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Abstract

The main objective of this paper is to introduce the notion of single-valued bipolar
pentapartitioned neutrosophic set (SVBPNS). We also present some supporting examples and prove
some basic properties of SVBPNS. We define score function and accuracy function of SVBPNS, and
establish their basic properties. We define the single-valued bipolar pentapartitioned neutrosophic
arithmetic mean (SVBPNAM) operator and the single-valued bipolar pentapartitioned neutrosophic
geometric mean (SVBPNGM) operator and prove their basic properties. We develop two
Multi-Attribute Decision Making (MADM) strategies namely SVBPNS-MADM Strategy based on
SVBPNAM operator and SVBPNS-MADM strategy based on SVBPNGM operator under SVBPNS
environment. Finally, we present a real world numerical example to illustrate the developed
strategies.

Keywords: Single-Valued Pentapartitioned Neutrosophic Set; SVBPNS; MADM-Strategy.

1. Introduction

Smarandache [1] defined the Neutrosophic Set (NS) to deal with uncertainty, indeterminacy and
inconsistency involved in this real world of mathematical objects. NS is the generalization of Fuzzy
Set (FS) [2] and intuitionistic fuzzy set (IFS) [3] by incorporating degrees of indeterminacy and
rejection (falsity or non-membership) as independent components. In 2010, Wang et al. [4] defined
Single Valued NS (SVNS). The SVNSs, its variants and extensions have been utilized in many areas
such as air surveillance [5], conflict resolution [6], decision making [7-12] fault diagnosis [13],
image segmentation [14], and so on. Details applications and theoretical developments of NSs are

depicted in the studies [15-20].
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Deli et al. [21] introduced the Single Valued Bipolar NS (SVBNS). Later on, so many researchers
applied the notion of SVBNS in the model formation for Multi Attribute Decision making (MADM)
[22-26] problems. In 2020, Mallick and Pramanik [27] grounded the notion of Pentapartitioned
Neutrosophic Set (PNS) in which five independent components were introduced. In 2021, Das et al.
[28] established an MADM strategy using tangent similarity measure under single valued PNS
Environment. Recently, Das et al. [29] proposed an MADM strategy based on Grey Relational
Analysis (GRA) under the single valued PNS Environment.

Research gap: No report of the investigation dealing with the combination of bipolar
neutrosophic set and PNS has been appeared in the literature.

Motivation of the study: The research gap motives us to investigate the possible combination of

bipolar neutrosophic set and PNS.

In this study, we introduce the Single-Valued Bipolar Pentapartitioned Neutrosophic Set
(SVBPNS) by combing SVBNS and PNS. Then, we establish some basic properties of SVBPNS. Also,
few illustrative examples on the SVBPNS are provided. Further, we propose some aggregation
operators and prove their basic properties. Also, we develop two new MADM strategies under

the SVBPNS environment.

The organization of the remaining part of this article is described as follows:
Section 2 presents some relevant results on PNS. Section 3 devotes to introduce the SVBPNS. In
Section 4, we introduce two aggregation operators, namely, single-valued bipolar pentapartitioned
neutrosophic arithmetic mean operator and single-valued bipolar pentapartitioned neutrosophic
geometric mean operator under the SVBPNS environment. In Section 5, we procure the notion of
score function and accuracy function under SVBPNS Environment. In Section 6, we develop an
MADM strategy using the single-valued bipolar pentapartitioned neutrosophic arithmetic mean
operator under SVBPNS environment. Further, in Section 7, we establish an MADM strategy using
the single-valued bipolar pentapartitioned neutrosophic geometric mean operator under SVBPNS
environment. In Section 8, we validated the proposed MADM strategies by providing a real world
numerical example, and also comparing both the MADM strategies. Finally, in Section 9, we

conclude the paper by stating future scope research in newly defined set environment.

2. Some Preliminary Results

We recall some basic definitions on NS, Bipolar NS, and PNS, which are relevant to the main results
of this paper.

Definition 2.1.[1]. An NS V over a fixed set v is defined as follows:

V=, Tv(w) Iv(w), Fr(w)):ne v},
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where T, I, F : y—]0, 1*] are the truth, indeterminacy and falsity membership functions respectively

and

Example 2.1. Suppose that v = {x, y} be a fixed set. Then, U={(x,0.2,0.8,0.8), (v,0.3,0.2,0.4)} is an NS
over y.
Definition 2.2.[21]. A BNS U over a non-empty set y is defined as follows:
U={(w, T5 (W), (W), Fo(w), Ty (W), Ip(w), Fyw):peyl,
where T (w), Ij (), Fy (W€ [0, 1], and Ty (w), Iy (W), Fy(we[-1, 0],
Here, Tj (n), I (), and Fj (n) denote the positive degree of truth-membership,
indeterminacy-membership, falsity-membership respectively for pey corresponding to the BNS U
and Ty (), Iy (wand F; (n) denote the negative degree of truth-membership,
indeterminacy-membership, falsity-membership respectively of uey corresponding to the BNS U.
Example 2.2. Suppose that wy={x, y} be a fixed set. Then, U={(x,0.1,0.6,0.8,-0.3,-0.4,-0.7),
(v,0.3,0.4,0.6,-0.5,-0.4,-0.5)} is a bipolar neutrosophic set over .
Definition 2.3.[21]. Assume that U={(y, T (W), IZ(v), Fi(w), Ty (W), I5(n), Fy(w):ney} be a BNS.
Then, for each pewy, [T (w), I (w), Fi(w), Ty (w), Iz, Fy(w)] is called a Single Valued Bipolar
Neutrosophic Number (SVBNN).
Definition 2.4.[27]. Assume that y be a fixed set. A PNS Z over vy is defined by:
Z={(w, Tz(w), Cz(w), Gz(w), Uz(w), Fz(w)):nevl,
where Tz(u), Cz(n), Gz(p), Uz(n), and Fz(p)€ [0, 1] are the truth, contradiction, ignorance, unknown
and falsity membership values for each pey. So,
0 < Tz(w)+Cz(w)+Gz(u)+Uz(w)+Fz(w) < 5.
Definition 2.5.[27]. Suppose that M = {(u, Tm(n), Cm(n), Gm(w), Um(p), Fm(p)):pey} and N = {(n, Tn(w),
Cn(p), Ga(w), Un(p), Fn()):pey} be any two PNSs over y. Then, M < N < Tm(p)< Tv(p), Cy(p)< Cn(p),
Gm()= Gr(w), Um()= Un(w), Fm(p)> Fn(w), for all pew.
Definition 2.6.[27]. The null PNS (Orn) and the absolute PNS (1rn) over y are defined as follows:
(i) 0pn={(1, 0, 0, 1, 1, 1): pey};
(i) Irv={(y, 1,1, 0, 0, 0): pey};
It is clearly seen that, Orn = X < 1pn, where X is a PNS over .
Example 2.3. Consider a PNS X={(1,0.3,0.4,0.5,0.7,0.3), (1n,0.3,0.6,0.4,0.8,0.4)} and Y={(1,0.4,0.7,0.1,0.5,
0.2), (m,0.8,0.9,0.2,0.1,0.2)} over y={n, m}. Then, XY.
Definition 2.7.[27]. Suppose that M = {(y, Tm(p), Cm(p), Gm(p), Um(p), Fu(p)): pey} and N = {(y, Tn(w),
Cn(p), Gn(w), Un(p), En(p)): pey} be any two PNSs over y. Then, their intersection XNY = {(i, min
{Twm(p), Tn(w)}, min {Cu(), Cn(w)}, max {Gm(u), Gr(w)}, max {Unm(w), Un(w)}, max {Fu(u), Fv(w)): pew}.
Example 2.4. Consider two PNSs X={(1,0.4,0.3,0.7,0.4,0.9), (11,0.5,0.6,0.3,0.8,0.4)} and Y={(1,0.6,0.2,0.8,
0.7,0.8), (m,0.5,0.8,0.7,0.4,0.8)} over y = {n, m}. Then, their intersection is:
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XNY ={(n,0.4,0.2,0.8,0.7,0.9), (m,0.5,0.6,0.7,0.8,0.8)}.
Definition 2.8. [27]. Assume that M = {(1, Tm(p), Cm(p), Gm(p), Um(p), Fm(p)):pey} and N = {(y, Tn(w),
Cn(p), Gr(p), Un(p), Fn(p)):ney} be two PNSs over y. Then, the union of X and Y is defined by:
XY = {(n, max {Tm(p), Tn(u)}, max {Cu(p), Cn(p)}, min {Gm(p), Gr(p)}, min {Um(p), Un(p)}, min {Fr(p),
Fn(w}):pey}.
Example 2.5. Consider two PNSs X={(1,0.4,0.5,0.6,0.8,0.9), (11,0.8,0.5,0.9,1.0,0.5)} and Y={(#,0.6,0.7,0.0,
0.5,0.3), (m,1.0,0.9,0.4,0.0,0.1)} over y={n, m}. Then, their union is:

X v Y={(n0.6,0.7,0.0,0.5,0.3), (1,1.0,0.9,0.4,0.0,0.1)}.
Definition 2.9.[27]. Suppose that M = {(n, Tm(p), Cm(p), Gm(p), Um(p), Fm(p)): pey} a PNS over .
Then, the complement of M is defined by:

Me = {(p, Fu(p), Um(p), 1-Gm(p), Cr(p), Tm(p)): pey}.
Example 2.6. Suppose that M={(1,0.5,0.7,0.9,0.7,0.9), (1n,0.8,0.1,0.5,0.7,0.0)} be an PNS over a fixed set
y={n, m}. Then, M*={(n,0.9,0.7,0.1,0.7,0.5), (1n,0.0,0.7,0.5,0.1,0.8)}.

Definition 2.10. Suppose that u1, u2,..., unbe n real numbers. Then, the arithmetic mean (AM) of u;,
uz,..., un is defined by AM (u1, uz, ..., un) = % U
Definition 2.11. Suppose that u1, uz,..., unbe n real numbers. Then, the geometric mean (GM) of u;,

1
uz,..., unis defined by GM (u1, uz,..., un) = ([T, uy) .

3. Single-Valued Bipolar Pentapartitioned Neutrosophic Set

In this section, we procure the notion of SVBPNS. Also, we investigate some different properties
of these kind of sets. Also, few illustrative examples are given.
Definition 3.1. A single-valued bipolar pentapartitioned neutrosophic set N over a non-empty set y
is defined as:
N={(1 Ty (1), Cv (W), Gy (W), Uy (), Fy (W), TV (W), C§ (W), GR (W), Uy (W), Fy(w):pey}, where Ty (W),
Cy (W, Gy (W), Uy (W), Fy (W) €[-L0]and Ty (), Cy (W), Gy (W), Uy (W), Fy (0) €[0,1].
The negative membership degrees Ty (1), Cy (1), Gy (1), Uy (W), and Fy (1) indicate the degree of
truth-membership, contradiction-membership, ignorance-membership, unknown-membership,
falsity-membership respectively for pey corresponding to an SVBPNS N. Again, the positive
membership degrees, Ty (1), Cy (W), Gy (v, Uy (1), and Fy (n) indicate the degree of
truth-membership, contradiction-membership, ignorance-membership, unknown-membership,
falsity-membership respectively for ney corresponding to an SVBPNS N.
Example 3.1. Let y={n, m} be a fixed set. Then, U={(n,-0.2,-0.4,-0.3,-0.4,-0.7,0.1,0.6,0.8,0.4,0.1), (y,-0.5,
-0.4,-0.5,-0.3,-0.2,0.5,0.1,0.3,0.4,0.6)} is an SVBPNS over y.
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Definition 3.2. Let N={(1, Ty (1), Cy (W), Gy (1), Uy (), Fxy (1), T (W), Cy (1), Gy (W), Uy (1), Fy (W):pe y} be an
SVBPNS. Then, [Ty (1), Cy (W), Gy (W), Uy (W), Fy (W), Ty (W), Cx (W), Gy (W), Uy (), Fy (w)] is called a
single-valued bipolar pentapartitioned neutrosophic number (SVBPNN), for each pey.

Definition 3.3. Suppose that A ={(n, T; (v), Ci (W), Gz (W), Uz (W), Fa(w), TS (W), Cf(w), Gi (), U (w),
Fif(w): pewt and B = {(1, T5 (W), C5 (W), Gg (W), Us (W), Fz (), Tg (W), C5 (W), GE (W), Us(w), F5(W):
pney} be any two SVBPNSs over y. Then, AcB if and only if T, (n) < Tz (1), Ci () = Cz(p), Gz (p) =
Gp (W), Uz (W) 2 U (), Fa ()2 Fg(w), T4 (W) < Ty (W), G ()2 Cx(w), Ga(w)2 Gg(w), Ui (w) = Ug (),
Fif(p) = Fg (), for all pey.

Example 3.2. Consider two SVBPNSs X={(x,-0.2,-0.5,-0.3,-0.4,-0.3,0.3,0.4,0.5,0.7,0.3), (v,-0.3,-0.5,-0.4,
-0.2,-0.4,0.3,0.6,0.4,0.8,0.4)} and Y={(x,-0.2,-0.6,-0.7,-0.5,-0.5,0.4,0.3,0.1,0.5,0.2), (y,-0.2,-0.6,-0.6,-0.3,-0.5,
0.8,0.5,0.2,0.1,0.2)} over y = {x, y}. Then, XCY.

Definition 3.4. Suppose that A = {(1, Ty (W), Cs (W), G& (W, Uz (W), Fa (W), TS (W), Ci (W), Gi(w),
Uf (W), Ff(w):peytand B={(y, Ts (W), Cs(w), G (W), Us (W), Fz (W), T& (W), C5 (W), GE (W), Ug (W),
Fg (w):pey} are any two SVBPNSs over y. Then, the intersection of X and Y is defined by:

XY = {(n, min {T; (W), T5 (W}, max {C4 (v), Cg (W)} max {G4(w), Gz(W}, max {Uz (v), Ug (W)}, max
{Fx (W), Fg (W}, min (T (1), T (W)}, max {C5 (), C5 (W)}, max (G4 (w), G§ (W}, max {US (w), Ug(w)}, max
{4 (), Fg (W) : pey}.

Example 3.3. Suppose that X and Y are two SVBPNSs over y= {x, y} such that X = {(x,-0.3,-0.7,-0.5,
-0.1,-0.5,0.5,0.7,0.2,0.4,0.2), (y,-0.5,-0.1,-0.5,-0.3,-0.4,0.4,0.7,0.5,0.7,0.3)} and Y = {(x,-0.1,-0.7,-0.5,-0.4,
-0.3,0.2,0.5,0.3,0.5,0.4), (y,-0.4,-0.5,-0.5,-0.2,-0.3,0.4,0.5,0.3,0.4,0.3)}. Then, their intersection is XNY =
{(x,-0.3,-0.7,-0.5,-0.1,-0.3,0.2,0.7,0.3,0.5,0.4), (y,-0.5,-0.1,-0.5,-0.2,-0.3, 0.4,0.7,0.5,0.7,0.3)}.

Definition 3.5. Suppose that A = {(n, T4 (1), Ca (W), Gx (W), Ux (W, Fr (W), TA (W), C (1), Gi (W),
Ui (w), Ef (w):ney Jand B ={(n, Ty (w), Cx(w), Gz (W), U (), Fz(w), Tg (W), C(w), Gg(w), Ug (),
Fg (w): pey } are any two SVBPNSs over y. Then, the union of X and Y is defined by:

XY = {(n, max {T; (), Tz (W)}, min {C4 (W), Cg (W)}, min {G4 (W), Gz (W}, min {Uz(w), Up (W), min
{Fx (W), Fg (W)}, max {7} (w), T (W}, min {C; (W), G5 (W}, min {67 (w), Gz (W)}, min {U7 (w), U (W)}, min
{4 (), Fg (W) : pey}.

Example 3.4. Suppose that X and Y be two SVBPNSs over y = {x, y} such that X =
{(x,-0.4,-0.7,-0.5,-0.6,-0.7,0.5,0.7,0.5,0.2,0.3), (v,-0.1,-0.3,-0.7,-0.7,-0.4,0.4,0.7,0.8,0.6,0.4)} and Y = {(x, -0.2,
-0.3,-0.4,-0.7,-0.6,0.3,0.8,0.5,0.4,0.7), (y,-0.7,-0.1,-0.4,-0.7,-0.6,0.7,0.8,0.6,0.7,0.9)}. Then, their union is
XUY = {(x,-0.2,-0.7,-0.5,-0.7,-0.7,0.5,0.7,0.5,0.2,0.3), (y,-0.1,-0.3,-0.7,-0.7,-0.6,0.7,0.7,0.6,0.6,0.4).
Definition 3.6. Let A = {(1, 71 (W), Ca (W), Ga (), Ux (W), Fa (W), T4 (W), Ca (W), G4 (W), Ux (W), F (W) = ney} be
an SVBPNSs over y. Then, the complement of A is defined as follows:

A= {(-1-Tg (),-1-Ca (W),-1-G (L), -1-Ug (w),-1-Fg (W), 1-T (), 1-C (W), 1-G (W), 1-Uf (), 1-F ()):muew).
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Example 3.5. Suppose that A = {(x,-0.4,-0.7,-0.5,-0.6,-0.7,0.5,0.7,0.5,0.2,0.3), (v,-0.1,-0.3,-0.7,-0.7,-0.4,0.4,
0.7,0.8,0.6,0.4)} be an SVBPNS over y = {x, y}. Then, the complement of A is Ac={(x,-0.6,-0.3,-0.5,-0.4,
-0.3,0.5,0.3,0.5,0.8,0.7), (y,-0.9,-0.7,-0.3,-0.3,-0.6,0.6,0.3,0.2,0.4,0.6)}.

Definition 3.7. The null SVBPNS (0srn) and the absolute SVBPNS (1sen) over y are defined as
follows:

(i) Osen={(n, -1,0,0,0,0,0,1,1, 1, 1) : pey};

(ii) 1sen={(n, 0, -1,-1,-1,-1,1,0,0, 0, 0) : pey};

It is clearly seen that,

(i) Oen < X < 18pN, where X is an SVBPNS over v;

(ii) Ogpy = leen& 1Epy = Osen;

(iii) Ospn U Teen = Teen;

(iv) Osen M 1PN = OBPN.

Definition 3.8. Suppose that u=[T, (w),C, (1),Gy, (W), Uy (1), F, (W), T, (1), Cy (W), Gy (), Uy (W), Fy (W] and
v=[T, (v),C; (v),G, (v),Uy, (v),F,; (v),T, (v),Cy (0),Gy (v),Uy (v),F, (v)] be two SVBPNNSs. Then,

(i) kp=[-(-Ty ()5 -(-Cy (W) -Gy (W)Y Uy (W)s -(1-(A-CF ()9, 1-(1-T, ()5 (Cg (W) (Gy (W)
Uy (W) (B (W), where k >0.

(if) pe=[-(1-(1-(-Ty ()9, =(-Cy (W)Y -(-Gy ()5 ~(-Uy (W) -(Fy (W) (Ty (W) 1-(1-C (W), 1-(1-Gy (W)
1-(1-Uy (w))%, 1-(1-F,f (w))¥], where k >0.

(i) pn=[- Ty (W). T, (), - G (W)- G ()- Gy (W) -Gy ), -(- Gy (W)- Gy (n)- Gy (W) -Gy (),
-(-Uy (W)-Uy ()- Uy (). Uy ), -(-Fy (W-Fy (n)- By ()- By (), Ty (w)+ T ()-Ty ()-Ty (), Gy (w)- Gy (),
Gy (). Gy (), Uy(w). Uy(), B (w)-FF(m)l;

(iv) un=[-(-Ty (W-T, ()-Ty (W)-Ty ), -Gy (W)-Cy (1), -Gy (W) Gy (M), -Uy (W)- Uy (), -E; (W) (),
Ty (W)-Ty (), Cy (W+Cy ()-Cy (W)-Cy (), Gy (W+Gy ()-Gy (0)-Gy (), Uy (w+Uy ()-Uy (). Uy (n),
Ej (w+Ey ()-F) (W)-E; ()]

4. Single-Valued Bipolar Pentapartitioned Neutrosophic Aggregation Operators
Definition 4.1. Assume that u=[Ty, (ui),Cy, (1), Gy, (i), Uy, (i), Fyy (i), Typ (1), Cofy (i), Gy (ui), Uy (ui), Fyy (ui)],
=1, 2, 3,..., n, be a collection of SVBPNNSs over y. Then, the single-valued bipolar pentapartitioned

neutrosophic arithmetic mean (SVBPNAM) operator is defined as follows:
SVBPNAM (1, 16, ) = ~ L1 u; 1)

Theorem 4.1. Assume that u=[Ty, (ui),Cy, (i), Gy (i), Uy, (ui), Fyy (i), Tyy (u), Cyy (i), Gy (i), Uy (i), Fo (ui)], =1,
2,3,..., n, be a collection of SVBPNNSs over y. Then, the aggregated value SVBPNAM (u1, uz,..., us) is
also an SVBPNN.

Proof. Assume that u=[Ty, (ui),Cy (ui), Gy, (i), Uy, (i), Fyy (ui), Ty (i), Cy (i), Gy, (i), Uy, (wi), Fyy (i), =1, 2,
3,..., n, be a finite collection of SVBPNNSs over . Therefore, u1 is an SVBPNN.
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Now,
Yiqu = (i + )
- Ty (). Ty (w2), ¢ Cp () Cy () Cj (w) .Cy (w2)), ~- Gy (w)- Gy (w)- Gy () .G (),
~(- Uy (u1)-Uy, (u2)- Uy, (ur). Uy, (42)), ~(-Fy (u1)-Fy, (u2)- Fy (). Fyy (w2)), Ty (ua)+ Ty (u2)-Ty (u). Ty (u2),
Cy (). Cy(u2), Gy (). Gy (u2), Uy (). Uy (u2), Fyj(ur).Fy5 (u2)]
= [Ty (w1, u2), Cy(ur, u2), Gy(ur, u2), Uy (w1, u2), Fy(u1, u2), TIZ(I/H, u2), CIZ(I/H, u2), GIZ(ul, u2), U{;;(Ml, u2),
Fy (u1, u2)] (say), which is an SVBPNN.
Assume that, ", u; is an SVBPNN over y for n = m, i.e. X7, u;= [Ty (u1, 2. um), Cy (1, u2,...,um),
GIZ (u1, uz,...,um), UIZ (u1, uz,...,um), Fl[; (u1, uz,...,um), TIZ (u1, uz,...,um), CIZ (u1, uz,...,um), GIZ (u1, uz,...,um),
U{;;(Ml, u,...,Un), FJ;(Hl, u2,...,um)] is an SVBPNN.
Now,

2w
= Y21 U + uma
= [Tuj(m, Uz,...,Uum), Clz(m, uz,...,Um), Glz(m, uz,...,Um), Ulz(m, uz,...,Um), Fllj(m, uz,...,Um), TJ(ul, uz,...,Um),
Cop (w1, Uz, ytim), G (ur, vz, m), U (s, ua, ... uim), Fif (w1, Uz, )]
+ [Ty (um), €y (), Gy (), Uy (o), By (), Tgf (), Cop (), G (1), U (), Fs () ].
=[- Ty (w1, uz,...um). Ty (um=), (- Cy (w1, uz,...,um)- Cy (um=)- Cy (w1, uz,...,um) . Cy (umn)), -(- Gy, (u1,
U2, m)-Goy (Ume)= Gy, (U1, U2,..., Um). Gy (Um+1)), -(-Uy (w1, v2,...,um)-Uy, (m1)- Uy, (1, v2,...,um). Uy, (4ms1)),
(- Fy (w1, wz,...um)- Fy (umn)- Fy (w1, ua,...,um) .Fy (unn)), Ty (w1, ta,...um)+ Ty (uwn)- Ty (u,
Uz, ). Tyf (tmn),  Cf (U, uz,... tim). Cof (tm1), Gy (1, U2, bm). Gy (umnt),  Ugf (U, uz,...,um). Uy (um+),
Fyf (ur, iz, ... ) Fy (1)
=[T1;(u1, Uz,..., Um+), Clz(ul, uz,..., Um), GJ(L[I, uz,..., Um), UJ(”L Uz,..., Um), Fllj(ul, U2,..., Um), TJ,L(ul,
uz,..., umnt), Cof (1, Uy, Umnt), G (u, tiz,..., tmt), Ug(u, uz,..., um), Fjf(us, uz,..., uma)] (say), which is
an SVBPNN.
Therefore, Y™ w; is an SVBPNN. This implies, 2.7t u; is an SVBPNN for n= m+1.
Hence, )i, u; is an SVBPNN for n=1 and 2. Again, );; u; is an SVBPNN for n=m+1, whenever it s

an SVBPNN for n=m. Therefore, by the principle of mathematical induction, we can say that ;- ; u;

is an SVBPNN for each n. Now, from Definition 3.8. we can say that %Z{‘zl u; is an SVBPNN. Hence,

SVBPNAM (u1,uz,...,un) = %Z?zl u; is an SVBPNN.

Example 4.1. Assume that u=(-0.3,-0.5,-0.3,-0.2,-0.5,0.5,0.3,0.6,0.502) and ©v=(-0.8,-0.5,-0.5-0.3,
-0.7,0.3,0.6,0.2,0.5,0.4) be two SVBPNNs. Then, SVBPNAM(1, v) = 0.5 (u+v) = 0.5 (-0.24, -0.75,-0.65,
-0.44,-0.85,0.65,0.18,0.12,0.25,0.08) = (-0.49,-0.87,-0.81,-0.66,-0.61,0.41,0.42,0.35,0.5,0.28). It is also an
SVBPNN.
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Definition 4.2. Assume that u=[Ty, (ui),Cy, (1), Gy, (i), Uy, (i), Fyy (i), Ty (1), Cy (i), Gy (us), Uy (i), Fyy (ui)],
i=1, 2, 3,..., n, be the family of SVBPNNSs over y. Then, the Single-Valued Bipolar Pentapartitioned
Neutrosophic Geometric Mean (SVBPNGM) operator is defined as follows:

1
SVBPNGM (u1, uz, ..., un) = ([T, w;) = @)

Theorem 4.2. Assume that u=[Ty, (ui),Cy, (i), Gy (i), Uy, (w), Fyy (i), Tyy (), Cy (i), G (ui), Uy (i), Fo (ua)], =1,
2,3,..., n,be afamily of SVBPNNSs over y. Then the aggregated value SVBPNGM (us, uz,..., us) is also
an SVBPNN.
Proof. Assume that u=[Ty, (ui),Cy, (i), Gy, (ui), Uy, (i), Fyy (i), Ty, (i), Cof (i), Gy (ua), Uy (wi), Fyy ()], =1, 2,
3,..., n, be a finite collection SVBPNNs over y. Therefore, u1 is an SVBPNN.
Now, [T,ui= u. uy = [-(- Ty (u1)-Ty (u2)- Ty (u1). Ty (u2)), - Cy (1) .Cy (u2), -Gy (w1) . Gy (u2),
- Uy (n) Uy (w2), - Fy () .Fy (), Ty (). Ty (w2), Cj ()t Cj (u2)- Cj (w). Cj (u2),
Gy (un)+G o (u2)-G o (). Gy (u2), Uy () +Uy (u2)-Uyy (un). Uy (u2), Fif ()+Fy (u2)-Ff (u1).Ff (u2)]
= [Ty (w1, w2), Cy(wr, u2), Gy (1, u2), Uy, u2), Fy (11, u2), TJ,’ (w1, u2), CJ; (w1, u2), GJ,' (w1, u2), Uzz,' (1, u2),
Fyj (1, u2)] (say), which is an SVBPNN.
Suppose that, []i~; u;is an SVBPNN over y forn=m, i.e. [[Z;u; = [Ty (w1, vz, ,um), Cy (11, 2, Um),
Gy (U, Uz, ytim), Uy (1, 1z, um), Fy (1, iz, um), Ty (1, iz, um), Cop (1, tiz,... um), G (U1, uz,...,um),
Uy (ur, iz, ..., um), Fy(u1, ua,...,um)] is an SVBPNN.
Now,

i=1 Ui
=uma. [[Z24
= [Ty (unn), Cyy (tmn), Gy, (1), Uy, (1), Fyy (msr), Tyf (1), Cy (1), Gofy (tmenr), Uy (), Fof (umen)]. [Ty (us,
Uz, i), Coyy (U, U2, um), Go(u, tz,...,um), Uy (u, ua,...,um), Fy (U1, us,...,um), TJ(ul, ua,...,Un), CJ;(M],
u2,...,Un), G;,j(ul, ua,...,Un), U&,’(w, U2,...,Un), FJ,’(ul, u2,...,um)|
=[-(-Ty (umn)-Ty (U1, vz,...,um)-Ty, (tma1). Ty, (U1, 12,...,um)), -Cy (Ume1). Cyy (U1, u2,...,um), -Gy, (Um). Gy, (U1,
Uz, ttm), Uy (). Uy (U, iz, ... tim), =Fy (). Fyy (ua, 2. tim), Ty (umer).Tyf (1, 1z, .. ttm), Cof (mn)+Cyf (1,
Uz, ttm)-Cof (me1). Cy (U, Uz, thm), Gofy (Unm) Gy (U, Uz, .. tm)=Goy ()G (11, Uz, ytim), Uy (ums)+Uyp (u1,
Uz, tim)-Us () Uif (1, 1z, .. tim), Fof () +Fgf (un, iz, ... m)-Ff (ume).Fy (1, w2, 1)
=[T1;(u1, U2,..., Um+), C};(ul, u2,..., Um), GJ(MI, u2,..., Um), Ull_,(m, U2,..., Um+), Fd_,(ul, U2,..., Um+), TJj(ul,
u,..., Una), CJ;(M], U2,..., Uns1), Glzj(m, u,..., Una), UIZ(I/H, U,..., Un), FJ(m, uz,..., umn)] (say), which is
an SVBPNN.
Therefore, [I%%'u; is an SVBPNN. This implies, [TiL; u; is an SVBPNN for n=m+1.
Hence, []i~,u; isan SVBPNN for n=1 and 2. Again, [, u; is an SVBPNN for n=m+1, whenever it is

an SVBPNN for n=m. Therefore, by the principle of mathematical induction, we can say that []i; u;
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1
is an SVBPNN for each n. Now, from Definition 3.8. we can say that ([, u;)» is an SVBPNN.

1
Hence, SVBPNGM (u1,u2,...,un) = ([Ii=; u;)n is an SVBPNN.

Example 4.2. Let u=(-0.3,-0.5,-0.3,-0.2,-0.5,0.5,0.3,0.6,0.5,0.2), v=(-0.8,-0.5,-0.5,-0.3,-0.7,0.3,0.6,0.2,0.5,
0.4) be two SVBPNNSs as shown in Example 4.1. Then, SVBPNGM (u, v) = (u+v)%5= (-0.86,-0.25,-0.15,
-0.06,-0.35,0.15,0.72,0.68,0.75,0.52)%5 = (-0.63,-0.5,-0.39,-0.24,-0.59,0.39,0.47,0.43,0.5,0.31). It is also an
SVBPNN.

5. Score & Accuracy Functions under the SVBPNS Environment

Definition 5.1. Suppose that p = [T, (1),Cy (1), Gy (1), Uy (1), Fy (), Ty (), G (), G (1), Uy (), Fys (W)] be

an SVBPNN over y. Then, the score function and accuracy function are defined by:

_ (14T (0-C (0 =6y (10— U (0~ Fy (0 +T (0 +1-C (0 +1 -6 () +1- U (10 +1-Fy ()]

S/ (w) - (3)

[Ty (W—Cyy (W —Fj W +Tf (W —C (W —Ff (W]
A = H————— )

Example 5.1. Suppose that p=(-0.3,-0.5,-0.3,-0.2,-0.5,0.5,0.3,0.6,0.5,0.2) be an SVBPNN as defined in
Example 4.1. Then, Sr(1)=0.51 and Ay (1)=0.233.

Definition 5.2. Suppose that p=[Ty (1), Cy (1), Gy (1), Uy (), Fyy (1), Ty (), € (W), Gy (W), Uy (), Fyy (w)] and
v=[Ty (v),Cy (v),Gy (V),Uy (0),Fy (0), T (v),Cy (v),G i (0), Uy (v),Fyf (0)] be any two SVBPNNS over y. Then,

1) Ss(W>SMm)=p>n;

(ii) Sr (W) =Sr(m), Ar (W) >Ar(n) > p>n;

(iii) Sf (1) = Sr(n), Ar () = Ar (M), Ty (W) > Ty (), Ty (w) < Ty(n) = p>n.

Theorem 5.1. The score function and accuracy function of an SVBPNN are bounded.

Proof. Suppose that =Ty, (n), Cy, (M), Gy, (n), Uy, (n), Fy (), Ty, (), Cyf (), Gy (), Uy; (M), Fyy (n)] be an
SVBPNN.

Therefore, -1<T}; ()<0, -1<C;(n)<0, -1<Gy;(n)<0, -1<U; (n)<0, -1<Fj (n)<0, 0<T{ (n)<1, 0<C(m)<1,
0<Gy;()<1, 0<U(n)<1, 0<Fy (n)<1.

This implies, 0 < 1+T; (M)+T () < 2, 0 < -C; (M+1-Cy (M) < 2, 0 < -Gy (M)+1-G(n) < 2, 0 <
Uy (m)+1-Uf () £2,0<-Fy(n)+1-Fjj(n) <2.

Therefore,

0 < 14Ty, ()+Tyy ()-Cy M)+1-Cf (M) -Gy (N)+1-Gf (M)-Uy () +1-Uys ()-Fyy () +1-Ff () <10

= 0 < 14Ty (M)-Cy ()-Gyy (n)-Uy ()-Fy ()+T () +1-Cy ()+1-G () +1-Uy ()+1-Ff (n) <10

< [ 147 (V) =C (M) =Gy () =Ugy (V) =Fy (4T () +1-Cf (M +1-6, () +1-U, () +1-F (0] <
- 10 -

=0 1

= 0<S(u)<l.

Hence, the score function is bounded.
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Again, -1 < Ty (+T; () <1,-1<-C;,(m)-Cj(m) <1, -1 <-Fy(m)-Fjy(n) <1
This implies,
-3 <y, (+Ty; ()-Cyy()-Cj5 ()-Fy (n)-Fy () <3

Ty (M) =Cyy () =Fy () +Tf () =€ () —F) ()
3

=-1< <1

=>-1<Ar(n)<1L

Hence, the accuracy function is bounded.

Theorem 5.2. The score function and accuracy function of an SVBPNN are monotonic increasing.
Proof. Suppose that p=[T, (W), Cy (W), Gy (1), Uy (W), Fy (W), Ty (), Gy (W), Gy (W), Uy (W), Fyy (w)] and
n=[T (0),Cj (W), Gy (), Uy (), Fy (), Ty (), Cf (), G (), U (), Fi )] b two SVBPNNS over y such
that pcn.

Therefore, T (1) < Ty (W), Cp() > Gy (), Gy () = Gy (), Uy () = U (), Fyy () = Fyy (), T () <
THO), GRG0 G, G2 GE (), U= U (), Ff (0= Ff ().

It is known that,

_ (1475 (0= Cy (0= (10— U (10— (0 +Ty () +1-C (0 +1-6 (0 +1-Ug (0 +1-Fyy ()],

S (w) = ;
S () = [ 147 (V) =Cy (M =G (M) =Ugy (V) =Fyy 4T (+1-C M +1-6 1, () +1-Ug () +1-Ff ()]
10 !
[T (10 =Cyp (W= (W +Tyf ()= C (0 —Ffy (W]
Af (M) I P P - P P Y .
[T (V) —=Coy () —Fyy ()+Tf ()= Cyf ()= Ff ()]
As (n) - Yy P P - Y Y Y .
Now,

Sr(m) - Sr(w)

[ 14Ty (M =Cy =Gy M =Uy (M =Fy HTH M) [ 14T (0 =Cyp (W =G (W) =Ug () =F (10+T (W)
+1-C M +1-G, () +1-Ug () +1-Ff (n)] +1-C (W +1-Gf (W +1-Ug (W +1-F) (W]
10 10

>0 [since pcn]
This implies, S (1) = Sf (p), i.e. the score function is monotonic increasing.

Now,

Ar(m) - Af (W)

_ [Ty =Gy =Ry (AT (D-CD-F (] [Ty (0=Cy (0)—Fy (4T (0= Cy, (- Fy ()]
3 3

>0 [since pen]
This implies, Ar(n) = Ar (), i.e., the accuracy function is monotonic increasing.

Hence, the score and accuracy functions are monotonic increasing functions.
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6. SVBPNS-MADM Strategy Based on SVBPNAM Operator

Suppose that A= {A1, Az, .., Ax} be a fixed set of alternatives, and P= {P1, P»,..., Pn} be a family of
attributes. The decision maker involves in the decision making provides his/her evaluation
information of each alternative Q: (i = 1, 2,..., n) over the attribute P; (j = 1, 2,..., m) in terms of
SVBPNNSs. The whole evaluation information of all alternatives can be expressed by a decision

matrix.

The proposed SVBPNS-MADM strategy (see Figure 1)is described using the following steps:

Step-1: Construct the decision matrix using SVBPNSs.

The whole evaluation information of each alternative A: (i =1, 2,..., n) based on the attributes Pj (j=1,
2,..., m) is expressed in terms of SVBPNS E, = {(P;T;;(A; Pi),Cij(A; Pj),Gi;(Ai Pi)Ug(Ai P),Fj(A;
P),Tii (Ai, P),C{i(Ai, Py), Gi(Ai Pj),Uf(A; Pj), Fi;(Ai Pj)): PieP}, where (T;;(A;, Pj),Cj;(A; Py),Gi; (A,
Py), Ui (Ai ,Pj),F; (A, Pj),Tif (A Pj),Ci(Ai Pj),Gj(Ai, Pj),Uf(A; Pj),Fj;(A;, Pj)) denote the evaluation

information of Ai (i=1, 2,..., n) based on P; (j =1, 2,..., m).

Then the Decision Matrix (DM[A|P] ) can be expressed as:

DM[AIP] =
P P> P
At | [T7(Ay, Pr), C(Ay, Pa), [T (A1, P2), C(Ay, P2), [T (A1, Pr), Cin(A1, Pm),

G(As, Py, Upy(Ay, Py,
Fia(Ay, Py), T (A, Py,
Ciy(As, Py), Giy(As, Py),
Ui (A, Py), Fiy(As, P)]

G12(A, P2), Up(Ay, P2),
Fio(A1, P2), Ty (Ay, Pa),
Cir(A1, P2), G5(As, Pa),
Uz (A, P2), Fi5(Ay, P2)]

Gim (A1, Pm), Uy (A1, Pr),
Fiin(A1, Pm), Tin (A1, Pm),
Cim(A1, Pm), Gi(A1, Pm),
Ui (A1, Pr), Fii (A1, P)]

Az | [T71(A2 P1), C51(A2, Py), [T22(A2, P2), C35(Az2 P), [T2m (A2, Pm), Copm(Az, Pu),
G21(Az, P1), Uzi(A2, P), G22(A2, P2), Uzp(Az, Pa), Gam(Az, Pr), Uz (A2, Pr),
F31(A, P1), Ty (A2, Py), F3(A2, P2), TH(Az P2), F3m(Az, Pu), Tf (A2, Pu),
C# (A2, P1), G31(Az2, P), CH (A2, P2), G (A, P2), CHn(A2, Pu), G (A2, Pu),
U31(Az, Pv), Fi(Az, Pr) Uz2(Az, P2), F5(Az, P2)] Uzm(A2, Pu), Fgi (A2, Pu)]

An | [T (An, P1), Ci1(As, P1), [Tz (An, P2), Cry(An, P2), [T (An, Pm), Crpn(An, Pu),

Gn1(An, P1), Upi(An, P1),
Fri(Aw, P1), Ty (An, P1),
Cr(An P1), G}y (As, P1),
U (A, P1), Ffy(An, P1)]

Gry(An, P2), Uy(An, P2),
F,(An, P2), T (An, P2),
CEy(An, P2), Giy(An, P2),
Uy (An, P2), Fiy(As P2)]

Gim(As, Pu), Ui (An, P,
Fn(As, Pu), T;(As, Pu),
Chn(An, Pu), G (An, Pu),
Ut (An, Pu), Egn(An, Pu)]
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Step-2: In this step, the decision maker determines the aggregation values (Ai | Py, Ps,..., Pu) =
SVBPNAM (P, P,..., Pu) of all the attributes for each alternative by using the eq. (1). After the
determination of aggregation values SVBPNAM (P1, Py,..., Pu), the decision maker makes an

aggregate decision matrix aggregate-Du.

Step-3: In this step, the decision maker determines the score and accuracy values of each alternative

by using the egs. (3) and (4).

Step-4: In this step, the decision maker ranks the alternatives by using Definition 5.1. and Definition

5.2.

Step-5: End.

Determine the SVBPNAM

aggregation values of all attributes

O

Sten-2

Ranking the alternatives

Figure 1: Flow chart of the SVBPNS-MADM Strategy based on SVBPNAM operator

7. SVBPNS-MADM Strategy Based on SVBPNGM Operator
Consider the same MADM problem which is considered in section 6. Then the proposed
SVBPNS-MADM strategy (see Figure 2) can be described by the following steps:
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Step-1: Construct the decision matrix using SVBPNSs.

It is similar to the step-1 of the section 6.

Step-2: In this step, the decision makers determine the aggregation values (Ai | Py, Ps,..., Pu) =
SVBPNGM (Py, Ps,..., Pu) of all the attributes for each alternative by using the eq. (1). After the
determination of aggregation values SVBPNGM (Pi, P,..., Pu), the decision maker makes an

aggregate decision matrix aggregate-Du.

Step-3: In this step, the decision maker determines the score and accuracy values of each alternative

by using the egs. (3) and (4).

Step-4: In this step, the decision maker ranks the alternatives by using Definition 5.1. and Definition

5.2.

Step-5: End.

aggregation values of all attributes

Rank the alternatives

Figure 2: Flow chart of the SVBPNS-MADM Strategy based on SVBPNGM operator
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8. Validation of the Proposed SVBPNS-MADM Strategies:

In this section, we present a realistic example of “University Selection for Admission into Various
Degree Course” to validate the proposed SVBPNS-MADM strategies based on both SVBPNAM
operator and SVBPNGM operator.

8.1. Example: “University Selection for Admission into Various Degree Course”.

The selection of university for getting admission for higher education by the students who just
have passed the higher secondary or college from any stream can be considered as an MADM
problem. To select the best university for higher education, the students must need to select some
attributes based on which they select the best university. After the initial screening, the decision
maker (student) chooses three alternatives (Universities) for further screening. Suppose the
alternatives (Universities) are A1, A2, As. After the consultation with experts the decision makers
(students) can choose three major attributes namely

P1(Faculty):- In an educational institution, faculty has the most important role for the system as
well as students. The number of faculty members and the quality of the faculty members that is the
profile of faculty is too important. Only faculty can help and find the creative students for the
success of the social. A good quality Teacher encourages students to come to class from time to time
with work interest.

P> (NAAC-Grade):- In India, UGC gives different grades based on their different performance.
Higher learning institutes in India are graded for each key aspect/ parameter under different
categories such as 'A', 'B', 'C', and 'D'. The NAAC grade indicates the overall performance of an
institution such as very good, good, satisfactory, and unsatisfactory.

Ps (Government University / Private University):- Most of the time a central University
certificate has more value than a state university. It's generally seen that the government universities
charge a lower tuition fee than private universities. There are also more opportunities for a fee
reduction in government universities with scholarships and/or quota-based benefits
(SC/ST/OBC/EWS, etc.). So there are many issues on this regard that is why we are taking a
criterion on this objective.

Ps (Infrastructure): A high-grade university infrastructures [30] must have a dynamic facility.
The infrastructure criteria for being a world-class university are:

1) Physical infrastructure,
2) Digital infrastructure,
3) Innovative academic & training Infrastructure for confidence building,

(1)
()
€)
(4) Intellectual property infrastructure,
(5) Emotional infrastructure, and

(6)

6) Network infrastructure,
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Based on the rating of the alternatives in terms of SVBPNNSs, the decision matrix Dwm (see Table-1) is

constructed as follows:

Table-1:

Dum | P1 P> Ps Ps

A1 | (-0.3,-0.5,-0.4,-0.6,-0.3, | (-0.7,-0.2,-0.6,-0.5-0.6, | (-0.4,-0.6,-0.3,-0.5,-0.5, | (-0.1,-0.2,-0.8,-0.1,-0.8,
0.3,0.6,0.5,0.4,0.2) 0.4,0.5,0.5,0.3,0.7) 0.7,0.8,0.5,0.6,0.5) 0.9,0.2,0.8,0.4,0.1)

A2 | (-0.3,-0.7,-0.5,-0.5,-0.3, | (-0.6,-0.6,-0.5,-0.4,-0.5, | (-0.5,-0.5,-0.6,-0.4,-0.2, | (-0.2,-0.2,-0.5,-0.8,-0.9,
0.3,0.5,0.4,0.3,0.2) 0.5,0.4,0.5,0.6,0.5) 0.8,0.6,0.4,0.2,0.6) 1.0,0.7,0.5,0.4,0.4)

As | (-0.5,-0.5,-0.7,-0.5,-0.8, | (-0.5,-0.4,-0.7,-0.5,-0.4, | (-0.5,-0.5,-0.2,-0.4,-0.8, | (-0.1,-0.5,-0.4,-0.1,-0.7,

0.6,0.3,0.4,0.6,0.8)

0.8,0.5,0.6,0.5,0.4)

1.0,0.6,0.4,0.2,0.5)

1.0,0.7,0.4,0.3,0.3)

In Table 2, we calculate the aggregation values (Ai | P1, P2, Ps) of all attributes for each alternative A;,
by using the SVBPNAM operator.
Table-2: Aggregate-Dum

(Ai | P1, P2, P3)
Ai (-0.30274,-0.96634,-0.99149,-0.9767,-0.59094,0.664963,0.468069,0.562341,0.411953,0.289251)
A (-0.36628,-0.98778,-0.98726,-0.99088,-0.59094,1.00000,0.538356,0.447214,0.34641,0.393598)
As (-0.33437,-0.9807,-0.98902,-0.96439,-0.7087,1.00000,0.500997,0.442673,0.366284,0.468069)

By using eq (2), we get S¢(A1)= 0.7156079; Sf (A2)= 0.7465002; Sr (A3)=0.7530417.

Therefore, Sf (A1) < 57 (Az2) < 57 (As).

The ranking order is obtained as: A1 <A2< As.

Hence, As is the best university for getting admission among the set of alternatives
(universities).
In table 3, we calculate the aggregation values (Ai | P1, P2, Ps) of all attributes for each alternative A;
by using the SVBPNGM operator.
Table-3: Aggregate-Dm

(Ai | P1, P>, P3)

A1 (-0.4197,-0.33098,-0.4899,-0.34996,-0.518,0.524361,0.577051,0.602365,0.436537,0.426734)

A (-0.4215,-0.4527,-0.52332,-0.50297,-0.40536,0.588566,0.564412,0.452277,0.39452,0.443368)

As (-0.42085,-0.47287,-0.44496,-0.31623,-0.65063,0.832358,0.547298,0.457839,0.421498,0.547298)
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By using eq. (2), we get S¢ (A1)= 0.4750814; Sy (A2)= 0.5196839; Sr (As)= 0.5322265.
Therefore, Sf (A1) < Sf (Az) < 5r(As).
The ranking order is obtained as: A1 < A2 < As.
Hence, As is the best university for getting admission.

Table 4: Ranking order of alternatives

Strategies Ranking order Best alternative
SVBPNS-MADM strategy based on A1<A2< As As
BPNAM operator.
SVBPNS-MADM strategy based on A1<A2< As As
BPNAM operator.

Both the SVBPNS-MADM strategies offer the same ranking order of the alternatives (See table

4) and As is the best university for getting admission.

9. Conclusions

In this paper, we introduce the notion of SVBPNS, and prove its basic properties and operations.
We define the score and accuracy functions of SVBPNNSs, and prove their basic properties. Besides,
we define two aggregation operators namely, single-valued bipolar pentapartitioned neutrosophic
arithmetic mean operator and the single-valued bipolar pentapartitioned neutrosophic geometric
mean operator, and prove their basic properties. Based on these two operators, we develop two new
MADM strategies and present a numerical example in SVBPNS environment to show the
applicability of SVBPNS in MADM. The developed strategies can be further used for the other
MADM problems [31-34], medical diagnosis [35-36] , risk analysis [37], and so on.
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Abstract: One of the most prevalent cancers in children and adults, acute leukemia has the
potential to lead to death if left untreated. Within a few weeks after diagnosis, childhood
ALL has spread throughout the body, posing a serious health risk to the patient. Evaluation
of acute leukemia contains uncertainty and incomplete information. Due to the subjective
nature of the expectations, this rating procedure incorporates ambiguity and inaccuracy. To
illustrate the ambiguity of our subjective judgments, we can use the triplet T, F, and I, truth,
falsity, and indeterminacy (I). Therefore, a Single-Valued Neutrosophic Sets (SVINSs)
approach based on AHP, TOPSIS, and VIKOR is designed and implemented in this article.
Neutrosophic AHP is used to determine the weighting of criteria in this methodology. A
neutrosophic TOPSIS and VIKOR model are used to rank alternatives. There is further
validation and verification of the proposed methodology in the application. To demonstrate
the adaptability of the offered decisions under various circumstances, sensitivity
assessments and comparative analyses were carried out.

Keywords: AHP; TOPSIS; VIKOR; Acute Leukemia; Neutrosophic; MCDM

1. Introduction and Background
There are a wide variety of blood-related diseases known as acute leukemia, which are
defined by aberrant growth of blast cells in bone marrow, which results in the replacement

of healthy cells and a decrease in the 3 hematopoietic types in peripheral blood.
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Approximately 300,000 people are expected to die from them in 2018, making them the 11th
and 10th greatest common causes of cancer in the world, respectively. There are 3.7 new
cases of acute myeloid leukemia per 100,000 residents in Europe each year, with only 19
percent of those patients surviving for five years[1]. A precise and appropriate diagnosis is
essential to successful disease control. In the bone marrow, immature lymphocytes cause
acute lymphoblastic leukemia (ALL), also known as acute lymphocytic leukemia [2], [3].
Upon entering the bloodstream, leukemic cells move rapidly to several organs and tissues,
including the spleen, liver, lymph nodes, brain, and the neurological system. The bone
marrow and blood are primarily affected by ALL, which is a disease of the immune system
[4], [5]. It is also known as acute pediatric leukemia because it is the most prevalent kind of
leukemia in children since chronic and myeloid leukemias are rare in children.

For an accurate diagnosis of acute leukemia, the World Health Organization (WHO)
recommends combining morphology with additional tests like immunophenotype,
cytogenetics, and molecular biology[6]. As a result, finding blasts in the blood is still the first
step in their diagnosis. It is true that smear review takes a long time, requires well-trained
staff, and is subject to base on inter variability, which is especially important when dealing
with the blast. Indeed, leukemia types have small interclass morphological variations, which
results in low specificity scores during routine screening[7]. There's little doubt that clinical
pathologists have difficulty distinguishing between different types of blasts and the
subjective nature of their morphological identification. Leukemia lineage identification is
critical since the prognosis and acute treatment effects are heavily dependent on this
differentiation. Although automated blood cell image analyzers tend to underestimate the
amount of blast cells, this complex topic hasn't been addressed in the literature[8], [9].

Medical diagnosis has been refrained by statistical approaches, pattern recognition,
artificial intelligence, and neural networks[10]-[14]. To make medical diagnoses easier,
another tool called a "MCDA" was developed. The MCDA approach uses the preference
relational system proposed by Roy in 1996 [15] and Vincke in 1992 [16] to compare the

individuals to be categorized and prototypes (prototypes are the reference points of classes).
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It is so possible to use both qualitative and quantitative criteria in the MCDA approach.
Additionally, it aids in overcoming some of the challenges associated with expressing data
in several units.

In addition, several researchers provide certain improvements and enhancements to
improve acute leukemia classification performance by better representing and reflecting
acute leukemia data. Reviewing the above expansions reveals that the various types of
uncertainty in the data set are primarily to blame for these additional versions. Different
forms of fuzzy set extensions are used to address the uncertainty in the data set since it may
contain vagueness, imprecision, indeterminacy, and hesitant information. There is no
middle ground in classical set theory, optimization, and Boolean logic. An element can
either belong to a set or not, and a statement can only be true or false[17]. The problem is
that in the real world, hardly anything is accurate and it's all a relative term that cannot be
characterized by classical reasoning. This type of ambiguity was addressed by Zadeh's fuzzy
sets theory [18]. Since its inception in 1965, it has been reimagined in some ways. By
introducing type-2 fuzzy sets, the mathematical procedures of Zadeh were able to better
depict their imprecision [19]. A concept called "intuitional fuzzy sets" (also known as
"membership degrees") was first developed by Atanassov in 1986 [20].

Afterward, Smarandache presents neutrosophic sets that have three distinct subsets to
reflect different sorts of uncertainty [21]. Each element in the cosmos has a degree of
truthiness, indeterminacy, and falsehood between 0 and 1, and these degrees are
independent subsets of the neutrosophic sets [21]. To discriminate between degrees of
belonging and non-belongingness and to depict absoluteness from relativeness,
indeterminacy functions are used in neutrosophic sets. Neutrosophic sets use this notation
to deal with the system's uncertainty and lessen the indecision caused by conflicting data.
The neutrosophic sets have the most essential benefit over other fuzzy extensions in this
regard. Three functions of neutrosophic sets give a domain area that can be used to

undertake mathematical operations with varying degrees of uncertainty.
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Analytic Hierarchy Process (AHP), developed by Saaty [22], is a well-known technique
for solving complicated problems by breaking them down into subproblems and then
combining the solutions of these subproblems. It is critical to ensure that the judgments are
consistent in this procedure, which uses pairwise comparisons of experts. According to the
literature [23]-[32], AHP is frequently utilized as a standard procedure.

When faced with uncertainty and incomplete information, one popular decision-
making technique is the TOPSIS approach, which allows for a wide range of alternatives
and criteria to be considered in the decision-making process [33]. Consequently, TOPSIS is
an excellent method for determining the predicted usefulness of a scenario that is
ambiguous, lacking information, or vague. Using the TOPSIS technique, it is possible to
identify a short distance from the ideal solution and a long distance from the negative-ideal
solution, but these distances are not reflected in their proportionate significance.

Serafim Opricovic (1998) first developed the VIKOR technique, which was first applied
in 2004 by Opricovic and Tzeng to solve multicriteria decision-making problems. To begin,
there is a compromise solution, which is closer to an ideal answer than any other option
available.

Many studies employ the SVNS technique. Distance measurement for SVNSs was first
proposed by ahin and Kiigiik [34] using the neutrosophic subset idea. Several steps in the
analysis of Ye [35] were shown to be unrealistic by Peng et al. [36]. Making decisions using
machine learning methods has recently become popular [37]. There is also a growing usage
of deep learning and other types of learning-based methodologies in the field of decision-
making [38] in engineering research [39]-[44]. Machine learning, on the other hand, has its
drawbacks, such as the fact that it requires a distinct training phase each time and is only
applicable to the data it is trained on. The current scoring function and distance measure
utilized in many research with SVNSs yielded erroneous results, according to an analysis of
the literature. As a result of this research, we have devised a new score function and a new

distance measure.
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The remainder of this paper is structured as follows: Section 2 outlines the method that
will be taken and lays the groundwork for it. Applicability is shown in Section 3, which
includes problem definitions, computations, and results. Section 4 provides comparative
assessments and section 5 provides sensitivity analysis. Section 6 concludes with some final
thoughts and ideas for future research.

2. Methodology
By Saaty, the AHP approach was invented, which allows for comparisons between two
variables. This study proposes a single-valued neutrosophic (SVN) AHP approach.

Step 1: Build the comparison matrix between criteria as:

Xll le
x=|: -~ 1)
Xa1 = Xap

Where a = 1,2,3 ..., e (alternatives),b = 1,2,3 ..., f (criteria)

Step 2: Compute the score function as:

24+a-b-c

S = = 2)

Which, a, b and c present truth, indeterminacy, and falsity values.

Step 3: Normalize the comparison matrix as:

N(A) = =22

(©)

a=14a
where, A, value in comparison matrix and Y,5_; 4, sum all values in each column.
Step 4: Compute the weights of criteria by taking the average row.
Step 5: Check the consistency ratio (CR)
Apply the Steps of the TOPSIS method
The steps of the TOPSIS approach are as follows:
A. A decision matrix should be built.
B. Make the decision-making matrix uniform.
C. Make a decision matrix that is normalised and weighted.
D. Decide on the ideal remedies for the positive and negative scenarios you're dealing

with.
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E. The ideal solutions, both positive and negative, are at a certain distance from each

alternative.

F. Distance measurements can be used to calculate the relative closeness coefficients.

G. Rank alternatives

Step 6: Build the decision matrix between criteria and alternatives as Eq. (1), then convert

the neutrosophic values to one value by Eq. (2).

Step 7: Normalize the decision matrix as:

b
Nory = —L— 4)
A z:)Q=1Xezf

Step 8: Compute the weighted normalized decision matrix as:
WNef = NOTef * Wf (5)
where W; the weights of the criteria

Step 9: Compute the positive and cost ideal solution as:

PIf = max WN,; for positive criteria (6)
Pl; = mein WN,; for cost criteria (7)
Pl; = mein WN,s for positive criteria (8)
Pl; = max WN, for cost criteria 9)

Step 10: Compute the distance of each alternative from the positive and cost criteria as:

DIf = \/Zé’(WNef — PI})? (10)

DIj = [ShOwN; - PI;Y? an

Step 11: Compute the closeness coefficient as:

DIF

CCr = DI +DI}

(12)

Step 12: Rank alternatives according to descending values of CCy
Apply the steps of the VIKOR method

Step 13: Compute the positive and cost ideal solution as:

ClIf = maxX, for positive criteria (13)
e
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Cl; = minX,, for cost criteria (14)
e

Cl; = minX,s for positive criteria (15)
e

Cl; = maxX,y for cost criteria (16)
e

Step 14: Compute the value of C, and D, as:

- L e
Ce = Lp=a Wr ciF-ci; A7)
_ CI X5
D, = mfax Wy * 7 —CL (18)

Step 15: Compute the value of G, as:
Ce—min Ce De—min D,
o= i (oY e im0 (o) (19)

meax Ce—mein Ce mglxDe—mein D
Where the value of i is in the range 0 to 1. It refers to the utility degree. We use the i =0.5.

Step 16: Rank alternatives according to ascending value of G,.

3. Application

To validate the steps of the methodology, we apply them with the application. We collected
the criteria and alternatives from previous studies as in Fig 1. The decision-makers are
selected according to their experts in this field to evaluate the criteria and alternatives by
using the single-valued neutrosophic numbers (SVNNs) as [45]. Then we convert the
SVNNSs into one value by applying Eq. (2) score function. This matrix is called a comparison
matrix where data between criteria. Then compute the normalized comparison matrix in
Table 1. Then compute the weights of criteria where w; = 0.138656,w, = 0.163386,w; =
0.168678,w, = 0.227536,ws = 0.301744. According to [46] the opinions of experts are

consistent. Then go-ahead to apply the steps of the TOPSIS method.
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Acute Leunkemia

ALM, : Chromosome
(cytogenetic) abnormalities |§

—| b CEmE T B I3 ACM;: Undifferentiated acute

myeloblastic leukemia
ACM,: Acute myeloblastic leukemia
ALM;: Markers on the with minimal maturation
leukemia cells - ALM;: Acute myelomonocytic
leukemia
ACM,: Acute promyelocytic leukemia
(APL)

ALMc: White blood cell
count

Fig 1. The criteria and alternatives in this study.

Table 1. Normalized comparison matrix by the AHP method.

Criteria ALM, ALM, ALM; ALM, ALM;

ALM; 0.076252 0.128138 0.113528 0.242515 0.132848
ALM, 0.186664 0.07842 0.048313 0.22015 0.283385
ALM;  0.16945 0.409503 0.063071 0.103204 0.098162
ALM, 016945 0.19197 0.329354 0.134731 0.312175
ALMs 0398184 0.19197 0.445734 0.299401 0.17343

Let experts build the decision matrix between criteria and alternatives. Then normalize the

decision matrix as Eq. (4) in Table 2. Then compute the weighted normalized decision matrix

as Eq. (5). All criteria are positive so, we apply Egs. (6 and 8) to obtain a positive and cost

ideal solution. Then compute the distance of each alternative from the positive and cost ideal

solution as Eq. (10) in Table 3. Then compute the closeness coefficient as Eq. (12). Finally

rank alternatives according to the biggest value of the closeness coefficient asACM3 >

ACM; > ACM, > ACM,. Fig 2. Show the rank of alternatives by the TOPSIS method.
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Fig 2. The rank of alternatives by the TOPSIS method.

Table 2. Normalized decision matrix by the TOPSIS method.

Criteria/alternatives ALM,4 ALM, ALM; ALM, ALM;
ACM, 0.310344828  0.166521739  0.268576544  0.461775269  0.160249151
ACM, 0.097586207  0.355217391  0.243807819  0.145202668  0.216874292
ACM, 0.310344828  0.123043478  0.243807819  0.196511031  0.462627407
ACM, 0.281724138  0.355217391  0.243807819  0.196511031  0.160249151

Table 3. Distance of each alternative from positive and cost criteria.

Criteria/alternatives ALM, ALM, ALM ALM, ALM;
ACM, 0 0.000950507 0 0 0.008324884
ACM, 0.000870268 0 1.74551E-05 0.005188551 0.005498891
ACM;, 0 0.001438991 1.74551E-05 0.003642981 0
ACM, 1.57485E-05 0 1.74551E-05 0.003642981 0.008324884

By using the decision matrix from the TOPSIS method, the VIKOR method used the Egs. (13

and 15) to compute the positive and cost ideal solution in Table 4. Egs. (17 and 18) are used
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to compute the values of C,, D,. Then Eq. (19) is used to compute the values of G,. Then
rank alternatives according to ascending values of G,. ACM3 > ACM; > ACM, > ACM,.Fig
3 shows the rank of alternatives by the VIKOR method.

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0

ACM1 ACM2 ACM3 ACM4

=\/alues

Fig 3. Rank of alternatives by the VIKOR method.

Table 4. The positive and cost ideal solution by the VIKOR method.

Criteria/alternatives ALM, ALM, ALM; ALM, ALM;
ACM, 0 0.13279 0 0 0.301744
ACM, 0.138656 0 0.168678 0.227536 0.245238
ACM, 0 0.163386 0.168678 0.190658 0
ACM, 0.018652 0 0.168678 0.190658 0.301744

4. Comparative analysis

In this section, we compare our methods (SVNNs TOPSIS and VIKOR) with Bipolar
Neutrosophic Numbers (BNNs VIKOR and TOPSIS) [47] to show the validity of our
proposed model. We used the same weights. Fig 4. Show the rank of alternatives under four
methods. Table 5 shows the best and worst alternatives. All four methods show the ACM;
is the best alternative. The SVNNs TOPSIS show ACM, is the worst alternative and other
three methods show ACM, is the worst alternative. Table 5 show the correlation between

four methods. The correlation between the four methods is strong.
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Fig 4. The rank of alternative under comparative analysis.

Table 5. The rank of alternatives by the four methods.
Methods Rank

SVNNs TOPSIS ACM; > ACM, > ACM, > ACM,
SVNNs VIKOR ACM; > ACM, > ACM, > ACM,
BNNs TOPSIS ~ ACM; > ACM, > ACM, > ACM,
BNNS VIKOR ~ ACM; > ACM, > ACM, > ACM,

Table 6. Pearson correlation between methods.

Methods Correlation
SVNNs TOPSIS and SVNNs VIKOR 0.8
SVNNs TOPSIS and BNNs TOPSIS 0.8
SVNNs TOPSIS and BNNs VIKOR 0.8
SVNNs VIKOR and BNNs TOPSIS 1
SVNNs VIKOR and BNNs VIKOR 1
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5. Sensitivity Analysis

In this section, we change the weights of criteria and then compute the rank of
alternatives. Table 7 shows the five cases in changing weights of criteria. In Fig 5. The
weights of criteria under five cases. In each case we put the weight by 0.5 and the rest of 0.5
is disrupted to all other criteria. For example, in case 1, the first criteria is 0.5 and the other
criteria have 0.125 weights. Fig 6. Show the rank of alternatives under five cases by the
TOPSIS method. Fig 7. Show the rank of alternatives under five cases by the VIKOR method.
Table 8 and Table 9. Show the rank of alternatives by the TOPSIS and VIKOR methods under
five cases. In case 1, we put the first criteria with 0.5 weight and the other four criteria have
0.125. In case 2, the second criteria have 0.5 and the other four criteria have 0.125. In case 3,
the third criteria have 0.5 and the other four criteria have 0.125. In case 4, the fourth criteria
has 0.5 and the other four criteria have 0.125. In case 5, the fifth criteria have 0.5 and the
other four criteria have 0.125.

Table 7. The five cases change the weights of the criteria.

Criteria Case 1 Case 2 Case 3 Case 4 Case 5
ALM, 0.5 0.125 0.125 0.125 0.125
ALM, 0.125 0.5 0.125 0.215 0.125
ALM, 0.125 0.125 0.5 0.125 0.125
ALM, 0.125 0.125 0.125 0.5 0.125
ALM; 0.125 0.125 0.125 0.125 0.5
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Fig 5. The weights of criteria under five cases.
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Fig 6. The rank of the TOPSIS method under five cases.
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Fig 7. The rank of the VIKOR method is under five cases.

Table 8. The rank of alternatives by the TOPSIS method under five cases.
Cases Rank by the TOPSIS method

Case1 ACM,; > ACM; > ACM, > ACM,
Case2 ACM, > ACM, > ACM, > ACMj
Case3 ACM; > ACM; > ACM, > ACM,
Case4 ACM; > ACM, > ACM3 > ACM,

Case5 ACM, > ACM; > ACM, > ACM,

Table 9. The rank of alternatives by the VIKOR method under five cases.
Cases Rank by the TOPSIS method

Case1 ACM,; > ACM; > ACM, > ACM,
Case2 ACM, > ACM, > ACM,; > ACM;
Case3 ACM; > ACM; > ACM, > ACM,
Case4 ACM,; > ACM, > ACM; > ACM,

Case5 ACMs; > ACM, > ACM, > ACM,
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6. Conclusions

According to the results of this study, a new method to prioritize acute leukemia based on

their weight is proposed. Neutrosophic AHP and neutrosophic TOPSIS and VIKOR are used

in the suggested approach to rank alternatives in acute leukemia. Because the relationships
between acute leukemia data are likewise represented using neutrosophic numbers, the
integration of all these components is also carried out using neutrosophic operations.

This methodology can be employed in future research on any other MCDM problems.

Furthermore, additional forms of fuzzy sets, such as intuitionistic, hesitant, and

Pythagorean fuzzy sets, which reflect uncertainty in different ways, can be added to this

strategy. The use of many decision-making methodologies, such as multi-criteria decision-

making, can also be used for acute leukemia.
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1. Introduction

In 1965, Zadeh[25] proposed the notion of fuzzy set. Later A. Rosenfeld[16] developed fuzzy groups.
The numerous authors like Bh. Satyanarayana[3,4,5] proposed the concept of fuzzy Y near ring.
The authors S. Ragamai, Y. Bhargavi, T. Eswarlal[19] developed theory of fuzzy and L fuzzy ideals
of Y near ring. Later the properties of Y near ring in multi fuzzy sets were extended by K.
Hemabala and Srinivasa kumar[13]. Florentin Smarandache[7,8] established as a new field of
philosophy which is a neutrosophic theory,in 1995. The main base of neutrosophic logic is
neutrosophy that includes indeterminacy. It is an augmentation of fuzzy set and intuitionstic fuzzy
set. In neutrosophic logic each proposition is estimated by three components T,L,F. The neutrosophic
set theory have seen great triumph in several fields such as image processing ,medical diagnosis,
robotic, decision making problem and so on. I. Arockiarani[3] extended the theory of neutrosophic
fuzzy set. A. Solairaju and S. Thiruveni[2] verified the algebraic properties of fuzzy neutrosophic set
in near rings. In fuzzy neutrosophic set, the three components T,IF can take single values between 0
and 1. There is some ambiquity irrespective of the distance to the element is. The neutrosophic fuzzy
set theory on its own is not sufficient to study real world problems. F. Smarandache[9] developed
notion of neutrosophic multi sets, an extension of neutrosophic set, in 2016. Authors like Vakkas
Ulucay and Memet sahin[23] verified the concepts of neutrosophic multi fuzzy set in groups and
verified the group properties. We carry the neutrosophic multi fuzzy notion in Y near ring and
hence some properties of algebra are verified.

2. Preliminaries:

Basic definitions of fuzzy set, multi fuzzy set, neutrosophic set and neutrosophic multi set, ¥ near
ring are presenting in this section. Fuzzy set can take a single value between [0,1].

2.1 Definition:

Let ' be anon empty set and J be a fuzzy set over J is defined by[25]
T=(T(x)) x € Hiwhere T:H —[0,1].
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2.2 Definition:

Let H' be anon empty set and& be a multi fuzzy set over HH is defined as[20,21]
S=(<x, 8, (%),8,(%),5;(%),..5,(Fpx € H)where S, -7 —[0,1] forall mE {1,2,...5}and ¥ € F

2.3 Definition:

Let H' be a non empty set then neutrosophic fuzzy set ¢J[7]in H is defined as
J-xt5(3) 153, £;(F)>x € I anat;(%)1;(®)F;(%) €o1)

Where a (X)is the truth membership function, 1 7 (%) is the indeterminancy membership function and
ﬁj (I] falsity membership function and 0 = ’ffJ (Ij#ﬂlg (Ijﬁf‘g [f:] =1
2.4 Definition:

Let - be a non empty set. A neutrosophic multi fuzzy set £ on H can be defined as follows
L= %, 2x), £ (), A2 ()@ E)AZ(E), v e, 2N G F2 () FE(E)x € H)
Where 7 (¥),£7 (%), ££(X):FH —[0,1]

A (E),AZ(E)s e e, A5 (E): FT =01

f (D, $7 (%) F£(F) = £ =101]

0= supt P (x)+supil(x) + supfP(¥) =1 form=ltos

(*1’:’5' (Ij,ﬁff (x).1:(%), ({E‘ (I],{E (£), e e, 12(%), (ﬁci (%), ﬁg (%)....£7 (¥) are the sequences of

truth membership values, indeterminacy membership values and falsity membership values. In addition s is

called the dimension of neutrosophic multi fuzzy set £ denoted by d(L). The sequence of truth membership

values are arranged in decreasing order, but the corresponding indeterminacy membership and falsity
membership values may not be in any order.

2.5 Definition:

Let £ and R neutrosophic multi fuzzy sets where£={[f E‘ (Ij,f E [:..‘-.':],..fl'f f (Ij),

@r(E),AE(E), v e, 15 (X)), (FEELFE(F), FE(X))) and R=((£1(x), £5(%), 15 (%),
({é [3:':],{% [I:], R {'; [I:]), ([#;%‘ [3:':], fﬂz [I],f'ﬁ [E:]:]} then we have the following relations and

operations

L. LERIf M) < +2(x), i7(3) =43(2), £7(x) = #2(¥) . ¥ EHandm=1tos.
2. L=Riff t7(x) = £3(x) , AF7(z) = 13(5), £7 () =F#7(%¥) ,x E Hand m=1tos.
3. LUR =& max (£ (%), 23" (%)), min(@F (%), 17 (%)), min(f " (), £ (£)), ¥ € Hand

m=1tos

4. LNR= (x min(tP(x) < +2(x)),max (i¥(x),42 (%)), max (#Z(%),#2 (%)}, % € Hand

m=1tos
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2.6 Definition:

A non empty set H with the binary operations ‘+(addition) and *.’(multiplication) is called a near ring[3] if

the following conditions hold:

1. (H,+) isagroup

2. (H, ] is a semigroup

3. (By+e)e=8,.8,+ 2,8, frall B,.8,.8; € X

To be precise, it is called right near ring .Since it satisfies the right distributive law. But the word near ring is

intended to mean right near ring. We use gh instead of g.h

A Y nearring is a triple (tf- +, ¥) where

1. E4isa group

2. ¥ is a non empty set of binary operations on ¢ such that T € ¥, (£,+,T) is a near ring.

3. €,1(B,08,;)= (€,78,)0€; forall €,,8,,8; € &and 7,0 €.

4. Neutrosophic multi fuzzy set of ¥ near ring

In this section, we introduce the definition of neutrosophic multi fuzzy sets of ¥’ near ring. We proved that
union of two neutrosophic multi fuzzy ideals LandRis neutrosophic multi fuzzy ideal whenever LER.
We also prove that the intersection of two neutrosophic multi fuzzy ideals LandRis also a neutrosophic

multi fuzzy ideal.

3.1 Definition:

A neutrosophic multi fuzzy set L= {[fffﬂ' (Ij,ﬂff (¥),.t¢ (fjj,({'}:‘ [:I:],{'E (£), e e, 12 (X)),
[ff‘ [I] P ff [I:],ﬁf (E:]:]} ina ¥ near ring ¢ is called neutrosophic multi fuzzy sub ¥ near ring of ¢ if

i) £ (x—38) 2mind (x) , £77(3)),
17 (£ —3) < max (ig (8) , i7" (3)),
fo(x—3) < max(#7 (0. £ (3)) m=1tos.
i) *P(¥T3) Zmin@EP (%),
£7(3)) A () < max (17 (%), 17 (3)),

F7(xr3) < max(F7 (). #7(3)), m=1tos.
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3.2 Definition:

Let tf_ be a ¥ near ring. A neutrosophic multi fuzzy set Lina ¥ near ring f is called neutrosophic multi

fuzzy ideal left(resp. right) of & if for all X ,3,91, EI2 cEé&TcE vy

i) +8(F—3) = min@P(E), £27(3)), m=1tos

17 (x—3) € max (if'(x) , 17°(3)), m=1tos
o (x—3) = max(#7 (%), £ (3)), m=1toss.

i) tPGE+E—3)=+2(F), m=1tos
iP(3+x—3) =4iP(x), m=1tos
f(B3+E—3) <70, m=1to0s

iii) 7 (0yT(x+6,) —0,78,) =47 (%), m=1tos
A (B, T(x4+6,) —6,16,) = 17 (%), m=1tos
F(0,T(x+6,) —08,716,) < #£7(3) m=1tos

[resp. right

2 (FE0,) = (%), m=1tos
AP (¥16,) =47 (¥) m=1tos
fo(3t0y) = £77(%), = 1tos]

L is called a neutrosophic multi fuzzy ideal of ¢ if L both left and right neutrosophic multi fuzzy ideal of
g.

Example:

Let f be the set of the 2x2 matrices over the set of integers and I: <2 € ¥, Then f isa ¥ near ring, Define a

neutrosophic multi fuzzy subset £ of ¢ as follows
. q
{(1,1,1), (0,0,0),(0,0,0) } if € (; o

§(x) =
1(0.6,0.7,0.7),(0.1,0.2,0.1),(0.3,0.1,0.2)} otherwise
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Then clearly £ is a neutrosophic multi fuzzy ideal of ¥ near ring ¢.

3.1 Theorem:

Let LandR neutrosophic multi fuzzy left ideal of €. 1f £ © Rthen £ U R is a neutrosophic multi fuzzy
left ideal of &.

Proof:

Let LandR neutrosophic multi fuzzy left ideal of €.
Let ¥,368,,8,€ & TE ¥
i) £2ux(E — 8) ~max(t7"(x—3) , 17" (x — 3))
= max{{min(£7" () £7"(3)) min( £5"(x), 22" G}
= min{{ max (£ () £ (3)), max ( 3" (%), £2' ()}

= min{{ max (£7(%) £5' (%)), max ( £ (3)£5 (G}

= min(fruz(®) , £7uz ()
iguz(¥—3) =min (i (x — 3) , 1z (x — 3))
< min{{ max (A2(%),42(3)), max ( 42 ()42 (3)))
= max {{ min (i7" (%),4% (2)), min ( 2¢*(3),1%' (3))})
< max (1fuz(®) , 170=(3))
fruz(x—3)=min{f"(x—3) , £z (x—3))
= min{{ max (F£" (£)#£(3)), max ( #5"(£).F5 G}
= max {{ min (F7" (%) £27(3)), min ( £z (2 Fz" ()}
= max {{ min (F7" (%) £z (%)), min ( £7(3).6z" (3}

< max (FFLz(E) , #FFUz(3)
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ii) tizA+E—3) =max{tF(3+x—3) , T8 G +x—3))

= max{F(x)£5 (%))

=17,z (%)
ifur(3+%—3) =min (i3 +x—13), ix(3+x—3))

< min {17 (%), 15 (%))

= ’ij:nux[f]
froz(@3+E—3) —min{fF@E+x—3), FFGE+x—3)
< min (7 (X % (%)

= fruz (%)

iii) +7,5((0,T(x+0,) —0,16,)
= max{tP((8,T(x+0,) — 8,16, ), t2((0,T(x+6,) — 8,16,))
=max{ts (¥), 27 (%))

=t (%)

{Enuﬂ[(air[:f +6,) — 5'1"55':)
=min {[{P((0,T(x+ 08,) —0,16,) , 12((B,T(x+ 6,) — 6,78,))
= min {ig (%),iz (%))

< ifuz(x)

ﬁ:muﬁ((ﬂff(f"' 8,) — EIlTEIE)

=min {#Z2((0,T(x+ 6,) — 8,768, ) , #=((8,T(x+ 6,) — 6,78, ))
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= min {f7 (%) £z (£)}
= frur (x)

. LU Ris a neutrosophic multi fuzzy left ideal of ¢.

3.2 Theorem:

Let LandR neutrosophic multi fuzzy right ideal of £.1If £ © Rthen £ U R is a neutrosophic multi fuzzy
right ideal of €.

Proof:

Let LandR neutrosophic multi fuzzy right ideal of £.
Let ¥,306,,6,€ £ TE y
i) £ruz(E—8) =maxit"(x—3) , £ (x —3))
= max{(min(¥7* (%), £ (3)) ,min( £5 (%), £3(3))})
= min{{ max (£ (€), £ (3)), max ( £5 (), £3°(3))})
= min{{ max (£7*(%),£5 (%)), max ( £7(3)£5°(3))))
= min(t 7z (%) , £7Uz(3))
ifur(E—3) = min(if’(x—3), iz (x—3))
= min{{ max (17" (¥),7*(3)) , max ( i3 (£),15 (3))}
= max {{ min (i7" (%),4% (2)), min ( 2¢*(3),1%' (3))})
= max (igyz(¥) , 1570z (3)
frur(®—3) =min({#"(E—3), fz -3}
< min{{ max (£ () £2"(3)), max ( £5 (£)£2" ()}
< max {{ min (£ (2)#£(3)), min ( #5 (EF5 ()}

= max {{ min (F7* (2, F£(x)), min ( #5735 (3}
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< max (FF,z(8) , F7uz(3)

i) tfue(3+E—3) —max(t7(3+3x—3) , £ (3 +x—13))

= max{t(x), 25 (%))

= truz(3)
iP2(GHE—3) =min({dPG+x—3), 2@+ x—3)

< min {7 (X) A (X))

=iguz(®)
Fo2G+E—3) - mn({#RG+E—3), FG+E—3)

= min {(f7 (&) £z (%)

< fiuz(®)
i) £7,,(¥10;) = max(#(x 10,) , £5(x 18,))
= max{tF(x) 15 (E)
= true(3)
AP, z(¥718;) =min ({7 (x18,) , 13 (x 16,))
< min (1F (x), i3 (%))
= ifuz(®)
frur(®10;) =min{f"(x10,) , £z (x16,))
< min{ff (2) £ (X))

= ffuz(®
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LU Ris a neutrosophic multi fuzzy right ideal of .

3.3 Theorem:

Let LandR neutrosophic multi fuzzy ideal of &.1f £ = Rthen £ U R is a neutrosophic multi fuzzy ideal
of f .

Proof: It is clear.

3.4 Theorem:

Let LandR neutrosophic multi fuzzy left ideal of Ethen LMNR isa neutrosophic multi fuzzy left ideal of
.

Proof:

Let LandR neutrosophic multi fuzzy left ideal of £.

Let¥,308,,8,€ {TE vy

i) the(E—3)=mint"(x—3) , 7 (x —3))
= min{{min@#® (%), £2(3)) ,min( #2 (), £2 ()}
= min{{ min(£ £ (%), £5 (¥)), min ( £7(3),£5 (3}
=mint (), t7hz ()
the (¥ —3)=max (i7" (£ —3) , iz (x — 3))
< max {{ max (47 (%), 47 (3)) , max ( 13 (£),4F (3))}
< max (i2nz (%) , 12z ()
fine(E—3) =max (F#7(F—3) , F5(F—3))

= max {{ ma x (F7" (£) £ (3)), max ( Fz (2 Fz (B}
= max {{ max (F£" (£) =z (2)), max ( #7"(3). 8z (30}

< max (Fepz(®) , FAz()
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i) *thz(@+*—3) —min(t"(3+x—3), tFE+x—3)

= min{# 7 (2)£F ()}

EfE}I}-'IR[}j
{Fﬂﬁ(3+ - 3] =max{{l_f:n[3—|— ¥ — 3] , 1;%1(3+I— 3:]}

< max (17 (¥),45 (%))

#ﬂnr!ﬁR(3+I— 3) =max {f‘zm[a-kf— i), f‘ﬁm(a-}I— 1))

< max (7 (3) F5 (X))

= finz(®
iii) *7h=((8,T(x+6,)—06,786,)
= min{#*((68,7(x+ 8,) —6,7,0,) , #2((B,T(x+ 0,) — 8,7 8,))
= min{#7" (%) 25 (¥))
= £hz(3)
i%hz((0,T(+6,) —0,76,)
= max {42 ((8,T(x + 8,) — 0,78, ) , 43 ((8,7(x + 8,) — 0,78,)}
= max {ig' (£)45' (2))
=iz (x)
#2((0,T(x+ 6,) — 6,18,)
= max (#2((8,T(x + 0,) — 8,70,) , #2((8,T(x+ 6,) — 0,78,))

=< max {f(x)£2 (X))
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= finz (%)

LNR is a neutrosophic multi fuzzy left ideal of .

4.5 Theorem:

Let £ and R neutrosophic multi fuzzy right ideal of Ethen L (Risa neutrosophic multi fuzzy right ideal

of f

Proof:

Let £ and R neutrosophic multi fuzzy right ideal of ¢.
Let ¥,3,06,,6,€ {, TE ¥
i) the(E—3) =minitl(E—3) , 5 (x —3))
= min{{min(# " (%), £ (3)), min( £5' (2), £33}
= min{{ min(£ (%), £5 (%)), min ( £7(3),£5 (3))})
= min(t = ((®) , £7hz(3))
iine (¥ —3) =max (if (x—3) , ix (- 3))
= max {{ max (ig (¥),47"(3)), max ( 1% (¥),4% (3))))
= max {{ max (17" (¥),4% (%)), max ( 17 (3),47 (3))}
= max (ignz (%) |, ithz(3)
e (¥ — 8) =max (F77(x—3) , Fz (x—3))
= max {{ ma x (7 (B £ (3)), max ( Fz (2 Fz" (3}
Zmax {{ max (F7" (£).#7 (3)), max ( #z* () Fz (3}

<max {{ max (F(E),F5 (%)), max ( F (@) F= G}

Zmax (frhz (%), fﬂnﬁﬂtﬂ)

i) thz(3+E—3) —min(t"(3+x—3), tx (G +x—3)
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=min{t (%), £5 (%))

= tfha (%)
itnz(3+%—3) =max {if(3+x—3) , 173+ % —3))
< max {ip (%) 45 (%))

< ifhz (%)

ﬁz”ﬁz(SJrI— 3) =max (f 3 +x—3), F2 (3 +3—3))

=< max {77 () F5 ()}

= fina()
iii) £hz(XT0,) =min(#*(x t0,) , £7'(x t6,))
= min{#7" (¥)£5 (¥))

=14nx (%)

AR R(ET8) = max (iP(x 16,) , 2 (x T6,))
= max {17 ()i (¥))

= irnz ()

iz (¥ T0;) = max (£ (£ 16,) , £7" (¥ T6,))
= max {f7" (2) £z (%))

= frhz (%)

L Ris a neutrosophic multi fuzzy right ideal of &.

4.6 Theorem:
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Let £ and Rneutrosophic multi fuzzy ideal of {then L[1Ris a neutrosophic multi fuzzy ideal

of ¢.

Proof: It is clear.

5. Conclusion:

To conclude, the notion of neutrosophic multi fuzzy gamma near-ring, neutrosophic multi fuzzy

ideals of gamma near-rings have been discussed. The proof for the theorem that states Union and

Intersection of two neutrosophic multi fuzzy ideals of gamma near-ring is also a Neutrosophic multi

fuzzy ideal of gamma near-ring has been provided.
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Abstract: In this article, we investigate some new results of Neutrosophic multiplication module
E (shortly Ne(E)). We additionally introduce some light points about some concepts in which have
relationship with Neutrosophic multiplication module. We prove that if E is Neutrosophic Artinian
multiplication module and Neutrosophic Jacobson radical of E is a Neutrosophic small submodule
of Ne(E), then Ne(E) is a Neutrosophic cyclic module. Finally, we show that if E is a Neutrosophic
divisible module over Neutrosophic integral domain, then E is a Neutrosophic multiplication
module if and only if E is a Neutrosophic cyclic module.

Keywords: Cyclic module; multiplication module; neutrosophic sets; neutrosophic submodule;
neutrosophic multiplication module.

1. Introduction

Multiplication module is one of the important concepts in module theory. Several researchers
have studied this module in an abstract way, but in this paper, we will present an indeterminacy to
study some properties of this module. In 1999, the neutrosophy introduced by Smarandache [1] as
a generalization of intuitionistic fuzzy set. Accordingly, he introduced the concept of neutrosophic
logic and neutrosophic set where all notion in neutrosophic logic is approximated to have the
percentage of truth in a subset T, the percentage of indeterminacy in a subset I, and the percentage of
falsity in a subset F so that this neutrosophic logic is called an extension of fuzzy logic especially to
intuitionistic fuzzy logic. In fact, neutrosophic set is the generalization of fuzzy set [2], classical set
[3], intuitionistic fuzzy set [4], while neutrosophic group and neutrosophic ring are the
generalizations of fuzzy group and ring classical group. In the same way, by the generalization of
the classical module, we get the neutrosophic multiplication module. By using the idea of
neutrosophic theory, several researchers have studied neutrosophic algebraic structures by inserting
an indeterminate element in the algebraic structure. Modules are so much important in algebraic
structures as they are in almost all algebraic structures theory [5, 6]. Modules are thought as old
algebra due to its rich structure compared to other notions. A few researchers [7- 10] have studied
certain type of modules with favourable results. Hence, we will use neutrosophic groups [11] to
study the neutrosophic notions formation. In this paper, we will introduce a new hyper algebraic

concept that is neutrosophic multiplication module.
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The paper is organized as follows. After the literature review in section 1, the preliminaries are
reviewed in section 2. The neutrosophic multiplication module is introduced in section 3 along with

several relevant section 3, and conclusion in section 4.

2. Preliminaries

In this section, we recall some definitions to be used in this paper.

Definitional 2.1 [12] Suppose that T is a commutative ring with unity. We say that E is a T-module
if:

T X E - E (r,v) = rv such that E is a commutative group with T and satisfies the following.

1. (rvy))v =r(vv)
2.(n+r)v=nv+nv
3.r(vy +vy) =1V, + 715

4. l.v=v=v1

Definition 2.2 [12] A subset E; is called the submodule of E (E; < E) if closed with (+) and scalar
multiplication, that is
(*y a+b€E,, Vab€E,

(*Yra€ekE, VreT, a€E;

Definition 2.3 [13] Let U be a universal set. The neutrosophic U, in short Ne (U) is defined as

H={(§, ty(§), in(§), fu(@):$ € U} 3 ty, iy, fu : U-[0,1].
Remark 2.4 t; denotes the percentage of truth, iy denotes the percentage of indeterminacy and fy
denotes the percentage of falsity.

Remark 2.5 VY denotes the set of all neutrosophic subsets of U.

Definition 2.6 [13] Let U be an initial universe and if we take Ne(H:) and Ne(H2) be two
neutrosophic subsets of U. Then Ne(Hi1)ENe(H2) H; € H, if and only if

tne(H1) < tne(H2), ine(H1) < ine(H2), fne(Hi1) = fne(Hb).

Definition 2.7 [13] Let (T,+,.) be a ring and let Ne(T) be a neutrosophic set by T and I. So
Ne(T) = {T(I),+,.) is a neutrosophic ring.

ie. the set <TUI>={t; +t,]:t;,t; €T} is a neutrosophic ring generated by T and I with

operation of T such that I represented the percentage of determinacy.
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Definition 2.8 [13] If we have Nie(T) as a neutrosophic ring and if we take N2e(T) as a subset of
N:e(T), we define Nie(T) as a neutrosophic subring precisely when

1)Nze(T)#¢

2)N2e(T) itself is a neutrosophic ring.

3) N2e(T) must has a proper subset which is a ring.

We know that if Ne(T) is a neutrosophic ring and such that ] is an ideal of T. Hence Ne(]) is called the
neutrosophic ideal of neutrosophic ring T if :
j1—Jz € Ne(J) 3 j; € Ne(j) and j, € Ne(J)).
rj,jr E Ne (J) 3r € Ne(T) and j € Ne(J).

Definition 2.9 [14]. Let (E,+,.) be a module over the ring T. Then (E(I),+,.) is called a weak
neutrosophic module over the ring T, and it is called a strong neutrosophic module if it is a module
over the neutrosophic ring T(I).
Definition 2.10 [15]. Let P={(tp(17), ip(n), fr(1)): 1 € R} be an Ne(R). Then P is called a neutrosophic
ideal of R if it satisfies the following conditions V 1, 8§ € R Ne(E) be a neutrosophic of module over
Ne(T). Then any neutrosophic subset Ne(K) of Ne(E) is called neutrosophic submodule if:

(1) te(n- )= te(n) Ate(6)

(2) ir(n- 0)= ir(n) Air(0)

(3) fr(n-6)< fe(n) Vvir(0)

(4) te(nB)=te(n) Vte(6)

(5) ir(n6)=ip(n) Vip(6)

(6) fr(nB) <fp(n) Afp(0)

Note that any neutrosophic set Ne(K) in E is called a neutrosophic submodule if
K(0) = U : t,(0) = 1,i,(0) = 1 and f,.(0) = 0.

K(a+b)=k(a)ANk(b)a,b€EE:

ti(a +b) 2 ty(a) Aty (b), ix(a+ b) 2 ix(b) and fi(a + b) < fi(a) V f (i (b).

k(ra) = k(a) ,a€E,r€T:
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ty(ra) = ty(a), iy (ra) = iy(a) and f(ra) < f(a).

Remark 2.11 More details on neutrosophic module and neutrosophic submodule are discussed by
Ameri [16].

3. Neutrosophic Multiplication Module

In this section, we define the concept of a neutrosophic multiplication module over a
neutrosophic ring. We investigate and obtain some results on the relationship between neutrosophic
multiplication module and other concepts.
Definition 3.1 Let E be a neutrosophic T-module. Then E is called the neutrosophic multiplication
module in case for every Ne(K) of Ne(E), 3 Ne(J) an neutrosophic ideal of Ne(T) such that

Ne(K) = Ne(J) Ne(E).

Here, we consider neutrosophic multiplication module E over neutrosophic invariant rings Ne(T).
Definition 3.2 A ring T is called the neutrosophic invariants ring if every right (left) neutrosophic

ideal is a neutrosophic ideal Ne(]).

Theorem 3.3 Let E be a neutrosophic multiplication module Ne(E) over neutrosophic ring T. If K
is a neutrosophic submodule of Ne(E) such that
Ne(K)NNe(E)Ne(J) = Ne(K)Ne(J)
and Ne(J) is a neutrosophic ideal of Ne(E), then Ne(K) is a neutrosophic multiplication module.
Proof:
Let Ne(H) < Ne(K). Since Ne(E) is a neutrosophic multiplications module, there exists a
Ne(]) of Ne(T) 3 Ne(H) = Ne(E) Ne(]).
We have Ne(K) n Ne(E) Ne (J) = Ne(K) Ne(]).
Then
Ne(H) = Ne(E)Ne(J) € Ne((K) n Ne(E)Ne(J)

= Ne(K)Ne(J) € Ne(E)Ne(J)

= Ne(H)
Thus

Ne(H) = Ne(K)Ne(J)
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Hence K is a neutrosophic multiplication module.
Definition 3.4 A T-module E is called neutrosophic cyclic module if Nec(E) = Ne(E)x (I) 3 x(I) is
aneutrosophic (x(I) =y +ZI).

Theorem 3.5. Let E be a neutrosophic multiplication module over neutrosophic ring T and let | be a

Ne(E)

neutrosophic maximal ideal of T. Then ————
Ne(E)Ne())

is a neutrosophic cyclic module with at most

two neutrosophic submodules and Ne(E)=Ne(E)Ne(]) or Ne(E)Ne(T) is a neutrosophic maximal

submodule of Ne(E).
Proof:
Ne(E) . . T . -
We know that —————— is a neutrosophic multiplication module over simple neutrosophic ring of
Ne(E)Ne(J)
L Ne (Z) If _Ne®) 0, then the _Ne®) is a cyclic with only one neutrosophic
A\ Ne@new T Ne(E)Ne(1) y y P
Ne(E) . . .
submodule. If ——————# 0 then Ne(E)Ne(]) is a neutrosophic maximal submodule of
Ne(E)Ne(I)
Ne(E)

neutrosophic module E (Ne(E)). Note that is a neutrosophic cyclic module having only

Ne(E)Ne(J)

two neutrosophic submodules.

Theorem 3.6 Let T be a neutrosophic ring with commutative neutrosophic multiplication ideals,
Ne(E) be a neutrosophic multiplication T-module and | be a neutrosophic maximal ideal of Ne(T). If |
does not contain neutrosophic annihilator of any neutrosophic cyclic submodule of Ne(E), then
Ne(K) = Ne(K) Ne(]) for every neutrosophic cyclic submodule of Ne(E).
Proof:
Suppose that K be a neutrosophic cyclic submodule of neutrosophic module E, i.e. Ne(K) < Ne(E).
We have Ne(r)(Ne(K)) ¢ ] where ] is a neutrosophic maximal ideal, and T = ] + Ne(r)(Ne (K)).
Thus
Ne(K) = Ne(K) Ne(T)
= Ne(K) (Ne(]) + Ne(r)(Ne(K))
= Ne(K) Ne(]) + Ne(K)Ne(r)(Ne(K))

= Ne(K) (Ne(]).
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Corollary 3.7 For a neutrosophic module E over a neutrosophic ring, if for every neutrosophic
submodule K of a neutrosophic module E (Ne(K) < Ne(E)), there exists a set {k;}; i €I of
neutrosophic ideals of T such that Ne(K) = Y;; Ne(K;) and Ne(K.) = Ne(E)Ne(J); i €I, then E is
a neutrosophic multiplication module.

Proof:

Suppose that Ne(K) is a submodule of Ne(E). There exists Ne{k;} and Ne(J;) of

Ne(T) 3 Ne(Ki) = Y, Ne(k;) and K; = Ne(E)Ne(J)Vi € I.

Let Ne(J) = X Ne(J;).
Hence
Ne(K) = Y. Ne(K;) =X Ne(E)Ne(J;) = Ne(t)(X Ne(;))
= Ne(E)Ne()).
Thus E is a neutrosophic multiplication module.
Recall that a module E is called neutrosophic artinian module if E satisfy neutrosophic descending

chain condition. E is neutrosophic divisible module if Ne(r)Ne(E) = Ne(E) for every 0 #r € Ne(T).

Theorem 3.8 Let E be n neutrosophic artinan multiplication module. Then if Ne(J(E)) is a small
neutrosophic submodule of Ne(E), then Ne(E) is a neutrosophic cyclic module.

Proof:

Ne(E)

Since (m

) is a neutrosophic cyclic module over neutrosophic submodule K of neutrosophic
module E (Ne(K) < Ne(E)) 3 Ne(E) = Ne(K) + Ne(J(E)), so Ne(J(E)) is a small neutrosophic of Ne(E)

(Ne(J(E)) << Ne(E)). Hence Ne(E) = Ne(K). Then E is a neutrosophic cyclic module.

Corollary 3.9 For a neutrosophic artinian multiplication module E, if Ne(E) is a neutrosophic finitely
generated module, then Ne(E) is a neutrosophic cyclic module.

Proof:
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Suppose that E is a neutrosophic finitely generated module. Then Ne(J(E)) is a neutrosophic small
submodule of Ne(E) (Ne(J(E)) < Ne(E)). Thus from Theorem 3.8, Ne(E) is a neutrosophic cyclic

module.

Note that a module E is called neutrosophic semi-prime submodule if for each Ne(r) € Ne(T), Ne(x)

€ Ne(E), Ne(s) € Ne(Z*) with Ne (r) Ne (x) € K implies that Ne (r) Ne (x) € Ne(K).

Proposition 3.10 Let E be a neutrosophic multiplication module. Then K is a neutrosophic
semi-prime submodule of E if and only if Ne(r) Ne(K) = Ne(K).
Proof:

=
We know that Ne(k) S Ne(r) (Ne(K)), where K is a neutrosophic submodule of E. Suppose that K is a
neutrosophic semi-prime submodule of E and let Ne(a) € N(r) (Ne(K)). Thus, for some k € Z*;
(Ne(a))k S Ne(K). Now for some Ne(a) € Ne(K) and Ne(K) being a neutrosophic semi-prime
submodule, we then obtain Ne(K) = Ne(r) (Ne(K)).
=
Suppose that Ne(r) / Ne(K) = Ne(k) and let (Ne(a))n C Ne(K);n € Z*. Therefore some Ne(a) €

Ne(K). Thus, we get Ne(K) to be a neutrosophic semi-prime submodule of Ne(E).

Corollary 3.11 Let E be a neutrosophic divisible module over neutrosophic integral domain. Then E
is a neutrosophic multiplication module if and only if E is a neutrosophic cyclic module.
Proof:
=
It is clear that every neutrosophic cyclic module is neutrosophic multiplication module.
=
Assume that E is a neutrosophic multiplication module. Let 0 # K be a neutrosophic submodule of E.
So there exists a neutrosophic Ne(]) such that

Ne(K) = Ne(J)Ne(E) = Ne(E)
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Definition 3.12 Let U be an initial universe. If Ne(H;) and Ne(H,) are two neutrosophic subsets of U,
then Ne(s) = Ne(H;) n Ne(H,) is also neutrosophic defined as follows.

tnecs) (K) = min(tyeu,) (KD, tyeuy) (K))

Inecs) (K) = min(INe(Hl)(K): INe(HZ)(K))

fres)(K) = min(fyeuy) (K, feuy) (K))

Vk € U, t(K)ne(uy) I K neuy) fF B neq,) € [0,1],

vk € Ult(K)Ne(HZ)fI(K)Ne(HZ)' f(K)Ne(HZ) € [0!1][1:0]

Theorem 3.13 Let E be a neutrosophic multiplication T-module and let K be a neutrosophic prime
submodule of E. If K;,K,,...,K, are neutrosophic submodules of E, then the following are
equivalent.

(1) Ne(Kj) € Ne(K), 1<j <K Ne(K;) € Ne(K).
(2) Neutrosophic of the intersect of K; S Ne(K).

(3) Ne(n-,(Kr) € Ne(K).

Proof:

(1) =(2): Obvious.

(2) =(3): We know that from (2), Ne(m;~,(Kr) € Ne(n(Ki)) € Ne(k)

(3) =(1): For some J; , 1<i<n such that I; an ideal of T, we have Ne(k;) = Ne(J;)Ne(E). Hence
Ne(ki,k,....kn) = Ne(J1]...... J: Ne (E) € Ne(k). Then Ne (J1)2.....J») € Ne (k;E). But Ne (k;E) is a prime

neutrosophic ideal of T, i.e. Ne(P.I) € Ne (k;E) for some 1<1i<n. Thus Ne(k;) = Ne(J;)Ne(E) S Ne(k)

for some 1, 1<i<n.

Definition 3.14. Let E be a neutrosophic multiplication T-module. A non-empty neutrosophic
subset 5* of Ne(E) is called neutrosophic multiplicatively closed, Ne(MC).
Theorem 3.15.  Suppose that E is a neutrosophic T- module. Then the following are equivalent.

(1) Kis a proper neutrosophic prime submodule of Ne(E).

(2) Ne(?)is a Ne(M.C).

Proof:
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Suppose that condition (1) is true. Let mi, m: € Ne(%). From condition (1), we have k is a
neutrosophic prime submodule and m1, m2 & Ne(k). So ms, mane(%) * Q.
Now suppose that condition (2) is true. Let mi, m2¢& Ne(k). Hence mi,m2 ENe(%). But Ne(%) is a

Ne(M.C), mi,m2 N Ne(g) # @. Thus mi,m2 ¢Ne(k) ( see[10]).

4. Conclusion

Neutrosophic module is one of many important concepts in module theory. In this paper we have
defined neutrosophic multiplication T-module as an algebraic structure. Some basic properties have
been introduced. It has been shown that if a neutrosophic Artinian multiplication module is a
neutrosophic cyclic, then it is a neutrosophic finitely generated. The main result is if E is a
neutrosophic divisible module over neutrosophic integral domain, then E is a neutrosophic
multiplication module if and only if E is a neutrosophic cyclic module. Our future research is to
further develop more types of neutrosophic multiplication modules, such as those on Q-fuzzy
[17-20], Q-neutrosophic [21-28], soft intuitionistic [29], multiparameterized soft set [30], vague soft
set [31-32], neutrosophic bipolar [33], neutrosophic cubic [34] and to be used in neurogenetic
algorithms [35], numerical analysis for root convergence [36-41] interval complex neutrosophic

[42,43] and some algebraic structures [44-46].
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Abstract: The underlying study intends to evaluate community health risk assessment from fluoride
contamination of groundwater samples employing the proposed entropy variants of single valued
neutrosophic sets. The symmetric fuzzy cross entropy numbers, which can represent the
macroscopic view of fluoride contamination more effectively, are constructed in this study and then
deployed to rank the seasonal parameters (pre-monsoon, rainy season and pre-monsoon)
responsible for fluoride contamination in the study area. To quantify the non-linear relationship
between seasonal parameters and sampling spots, the proposed neutrosophic entropy variants are
fascinated for assigning weights to the monitored concentration reading of each seasonal parameter
with respect to various sampling spots. Thereafter, these weights are coupled with the quality rating
scale of each parameter, intended to establish new fuzzy and single valued neutrosophic entropy
weighted fluoride contamination indices (FEFCI & NEFCI) respectively. The maximum (or
minimum) FEFCI or NEFCI score at a particular sampling spot is designated to the “most (or least)
contaminated” sampling spot accordingly.The underlying fluoride contaminated sampling spot
identification methodology is efficacious for providing a better insight in assessing the community
health risk from ground water of the study area.

Keywords: Fuzzy Entropy, Neutrosophic Entropy, Cross Entropy, Fluoride, Ground Water,
Community health.

1. Introduction

Fluoride contamination in groundwater affects public health and its excess is responsible for
the spread of incurable but preventable disease called as fluorosis. Many health problems are
associated with drinking of water contaminated with elevated level of fluoride (2mg /day) and are
responsible for various common diseases such as arthritis, brittle bones, Alzheimer, skeletal
malformation etc. Excess concentration of fluoride in drinking water leads to low calcium, high

alkalinity, fluoride poisoning and thus affects the individual.
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The recommended concentration of fluoride [9] in drinking water quality 1.5 mg/l.
However, optimum concentration of fluoride varies between 0.5 -1.0 mg// [10] according to
climatic conditions. Public across world dependent mostly on groundwater resources have been
encountering issues with increased concentration of fluoride. Fluorosis has mostly affected India
and China, the two most populated countries of the world. In Pakistan, fluoride analysis on 29 main
cities [12] showed 34% of the cities with elevated fluoride levels having mean value greater than
1.5 mg/l. In this study, Lahore, Quetta and Tehsil Mailsi were found with highest fluoride level
values of 23.60, 24.48, 5.5 mg /I respectively. Fluoride epidemic has been reported in upwards of
19 Indian states and union regions. India is among the 23 countries in the world where fluoride
sullied ground water is making medical issues. Recent studies from state Andhra Pradesh
(India) have shown that fluoride level ranges from 0.4-5.8 mg /! with a mean value of 1.98
mg /1 and villagers have been suffering severely from Fluorosis [3]. The province of Art Report
of UNICEF affirms the fluoride issues in 177 locales of 20 states in India [1]. Fluoride content in
local water well-springs of Dungapur area of Rajasthan was examined by Choubisa [2] and they

revealed the fluoride content in open wells up to 10 mg// . Fluoride focus in ground water of

Prakasham area (Andhra Pradesh) in India was observed by [4] and they found the convergence

of fluoride in surface and ground water tests shifted between 0.5 mg// to 9.0 mg/l. A

detailed instance of fluoride was in the Tekelangjun region, Karbi Anglong area, where fluoride

fixations, in May 2019, were ranged between 5-23 mg //. The profoundly fluoride influenced

zones of Assam viz. Kamrup, Nagaon were investigated. Fluoride focuses in these zones were

accounted for to be substantially higher than the BIS reasonable cutoff points of 1.5 mg/!/.
Extreme sullying of fluoride in groundwater of Karbi Anglong and Nagaon locale of Assam and

its appearance has been accounted for fluorosis [5-7].

Recently, Adimalla et al. [19] constructed entropy water quality index (EWQI) and assessed the
overall quality of ground water for irrigation and domestic purposes. Singh et al. [20] deployed
Shannon’s information entropy for constructing entropy weighted heavy metal contamination
index (EHCI) and performed spatial assessment of water quality in some tributaries of
Brahmaputra River. Unfortunately, the additive and probabilistic Shannon’s entropy is facing a

major drawback as it is based on the fancy presumption 0x/0g0=0 and hence indicates major

conflicts in water treatment strategies. Under such problematic situation, Zadeh’s [17] fuzzy set
theory can handle the complexity of contamination level from macroscopic point of view. Dubois
and Prade [16] developed the first non-additive and non-probabilistic entropy measure for
elaborating some measurements of membership functions, intended to develop uncertainty
modeling. In the existing literature, many equivalents of fuzzy sets are available and can be
deployed to tackle fluoride contamination issues for quality evaluation. Subsequently, Smarandache
[18] neutrosophic set theory can represent the macroscopic state of fluoride contamination of ground
water in a broader way. A neutrosophic set contains more quantified information than any fuzzy
set and can be characterized by the forms of truism membership, indeterminacy membership and
fallacy membership functions respectively. To the our best knowledge, no neutrosophic entropy
measure, till so far, has been developed and deployed for quantifying the non-linear relationship of
fluoride contamination between seasonal parameters and sampling spots. Subsequently, an effort
has been accomplished in this pathway by constructing symmetric fuzzy cross entropy numbers
(SFCNs) followed by fuzzy entropy and single valued neutrosophic entropy weighted fluoride
contamination indices (FEFCI and NEFCI) consecutively. A schematic flow chart of the underlying
methodology is depicted in Fig 1 and the rest of the proposed research work is organized as follows.
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Section 2 provides the details of study area, materials and the procedure employed in collecting
ground water samples under investigation. Section 3 discusses in brief the basic terminology of
Information theory, required for understanding the underlying study. Section 4 deals with the
establishment of a novel hyperbolic fuzzy entropy measure followed by symmetric fuzzy cross
entropy (FCE) as well as single valued neutrosophic entropy measures. The efficaciousness of the
proposed symmetric fuzzy cross entropy numbers (SFCNs) is validated in Section 5 by classifying
each seasonal parameter responsible for fluoride contamination in ground water samples. Section 6
introduces a novel HFE and HNE based methodology for constructing fuzzy entropy and single
valued neutrosophic entropy weighted fluoride contamination indices (FEFCI and NEFCI). Section
7 provides the applicability and effectiveness of the underlying methodology by reckoning the most
contaminated sampling spot along with community health risk assessment related to ground water

quality whereas Section 8 finally summarizes the concrete conclusions of this study.
2. Materials and Procedure

2.1 Study Area The area under investigation lies between 78.91 and 79.13 N longitude and 18.00 and
Kangra-the most populated district of Himachal Pradesh, India, with a population of 15,07,223,
(2011 Census)- is located on the southern ridge of the Himalaya between 31°2 to 32°5 N and 75°
to 77°45 E. This district is surrounded by mountain altitude of the Shivaliks, Dhauladhar and
the Himalayas from north-west to south-east. The district has a geographical area of 5,739 km.
The altitude varies from 500 meters above the average sea level to 5000 meters. Due to its ideal
location, Kangra is renowned for tourism activities and therefore the district’'s economy is
centered mainly on tourism apart from agriculture and industrial resources. While Kangra is
gifted with ample freshwater resources such as River Beas, Dal and Kareri Lakes, Pong reservoir
etc.; along with numerous ground water sources such as dug wells, hand pumps, tube wells and
springs. Due to environmental degradation, population overgrowth, pollution, tourism and
various developmental activities affect overall water quality (MWR, 2016). CGWB (2018)
surveyed annual fluctuation in water level of GWMS during different monitoring periods were
analyzed. The climate of the district Kangra varies from sub-tropical to sub-humid. Winter
varies from December to February and summer extends from March to June while July to
September are rainy months. The average rainfall in the district during 2005 was 1765.1 mm.
Snow fall is received in the higher reaches of Dhauladhar mountain ranges. Average minimum
and maximum temperature ranges from 3°C and 45°C. In this study, the details of the sampling
spots along with sampling codes are mentioned below:

S, = Shahpur, S, = Samlana Jawali, S, =Indora, S, =Mata Rani Chowk, Haripur, S; = Sukka
Talab Chowk, Haripur, S¢ = Garli, S, = Sapadi, §;= Jawalaji, S, = Dehra, S,, = Nagrota
Bagwan, S|, = Dharamsala, S, =Bod, S§); =Thural, S, =Baijnath, S,; = Chougan, Bir, ;=
Palampur and ), =Main Bazar Kangra.

2.2 Spectrophotometric Method A compound of a metal such as aluminum, iron, thorium,
zirconium, lanthanum or cerium reacts with an indicator dye to form a complex of low dissociation
constant. This complex reacts with fluoride to give a new complex. Due to the change in the
structure of the complex, the absorption spectrum also shifts relative to the spectrum for the
fluoride-free reagent solutions. This change can be detected by using a spectrophotometer. One of
the important dyes used is trisodium 2-(parasulfophenylazo-1), 8- dihydroxy-3, 6- naphthalene
disulfonate, commonly known as SPADNS. The dye reacts with metal ions to give a colored

complex. In the SPADNS method, zirconium reacts with SPADNS to form a red coloured complex.
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Fluoride bleaches the red color of the complex and hence the change in absorbance can be measured
using a spectrophotometer.

2.3 Procedure Preparation of the reagent: 958 mg of SPADNS was dissolved in distilled water and
diluted to 500 ml. 133 mg of zirconyl chloride octahydrate (ZrCl..8H20) was dissolved in 25 ml
distilled water and 350 ml of conc. HCl was added and diluted to 500 ml with distilled water.
SPADNS solution and Zirconyl acid solutions were mixed in equal volume.

To prepare the calibration curve, 0.221 g of anhydrous sodium fluoride was dissolved in water and
diluted up to one liter and further diluted to get standard solution having 10 mg per liter of
fluoride.1, 2, 3, 4, 5 and 6 ml of this solution was pipetted out into 50 ml standard flasks. 10 ml of
Zirconyl-SPADNS reagent and one drop of NaAsO: were added to each of the solutions and was

diluted up to the mark and mixed well.

Construction of Symmetric Fuzzy Cross Entropy Numbers (SFCNs)

v

Classification of Seasonal Parameters According to Ranking of SFCNs

Numbers (SFCNs)

Construction of Fuzzy and Single Valued Neutrosophic Entropy
Weighted Fluoride Contamination Indices (FEFCI and NEFCI)

Identification of Most Contaminated Sampling Spot According to
Maximum FEFCI and NEFCI Score

Assessment of Community Health Risk from Elevated Fluoride

Concentration in Ground Water

Fig.1 Schematic Flow Chart For Identifying the Most Contaminated Sampling Spot
Responsible for Fluoride Contamination in Ground Water
The absorbance of the solutions was measured at 570 nm against a reagent blank and a calibration
plot was constructed by plotting absorbance against concentrations using colorimeter. Suitable
aliquot of water sample was taken and repeated the step. The concentration of F-/1 was calculated
after using the calibration curve.
3. Preliminaries: -

Def.3.1 Fuzzy Entropy Measure [16] Let W(U ) represents the collection of all fuzzy sets in a space

of discourse U generated by generic elements (x1 D A A ) Let
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R =(< X, My (xl.)> Vx, eU )(z =1,2,..n) be any fuzzy setin U which is quantified by its truth

membership functions (x,.):U —)[O,l] and satisfy 0< g, (xl.) <1Vi .Then a function

T (R,):W(U )—)R+ (the set of non-negative real numbers) is called as fuzzy entropy measure if

())T(R )=0VR €W (U) with equality if #(x)=0 or 1. (ii))T(R) is a concave function with

respect to each /(x)and (iii)T(Rf) =T(R,)VR, €W (U)where R denotes the complement of the

fuzzy set R, and is defined as R/ = (< X 1=t (x,) > Vx, € U).

Def.3.2 Symmetric Cross Entropy Measure [16] Let R = (< Xo ty, (X%,) >V, €U ) and
R, =(J\ X, Mg, (x,)>=Vx eU ) represent two fuzzy sets in U, quantified by their truth membership
functions 4y, (Xl-),,Lle (x):U—[01] and satisfy 0< My, (Xl-),/le (x)<l. Then a function
F(R,R,):W(U)xW(U)—>R"is called as symmetric fuzzy cross entropy (FCE) or discrimination
information measure between two FSs R, and R, if (i)F(R,R,)>0 with equality if R =R,
@F (RI,RZ) =F (RZ,R1 ) In  other words, F (R],Rz) is symmetric in nature
(iii) F (R ,R; ) = F (R,,R,)VR,,R, €W (U) which means F(R,R,)remains unchanged on
interchanging /4 (X,- ),ﬂRz (X,-) with their counter parts 1- 4, (X,- ),1— My, (X,-)-

Def.3.3 Single Valued Neutrosophic Set [18] A single valued neutrosophic set S in
U=(x,x,,x,,.x,) is an entity of the form S, :(< X s (%,)05 (%), S5, (%) > Ox, eU) where each
Hs (JC,-),I'SI (x,-),fs1 (x):U—>[0,1] satisfy 0< M, (JC,-)‘H'Sl (x,-)+f5| (x,)<3 and are characterized by (i)
truth membership function 4 (x,.) (ii) indeterminacy function i (x,.)and (iii) falsity membership
function fg (x,.) respectively where each X, €U is associated to a unique real number in the
closed interval [0,1].

Def.3.4 Single Valued Neutrosophic Entropy Measure [18] Let 7(U ) represents the collection of all
single valued neutrosophic sets (SVNSs) in U. Then a function T (Sl ) :S (U ) — R is called as single

valued neutrosophic entropy measure if

() T(S,)>0vS, eT(UV) ()T(S,)=0 whenever either g (%)=Lig(x%)=0,f; (%)=0 or
My, (x)=0, I, (x)=0, s (x)=1. (iii)T(Sf) =T(S,)where S denotes the complement of S, and is
defined as S =(<x,, /s (%).1=i5 (%), 445 (%)= Vx,eU) and (iv) T(S,) exhibits the concavity

property with respect to each g (x,).i; (x,). /s (x,). Also, T(S,) admits its maximum value, which

. 1 . . . . .
arises when /4 (x,.) =1 (xl. ) =/ (x,. ) =3 and the maximum value is an increasing function of #.

4. Establishment of Single Valued Neutrosophic Entropy Measure

Our endeavor will be to develop a novel fuzzy entropy measure followed by symmetric fuzzy cross
entropy measure hinged on two fuzzy sets. The aftermaths of which will be a backbone for the
construction of proclaimed symmetric fuzzy cross entropy numbers (SFCNs), required for classifying
the seasonal parameters responsible for fluoride contamination in ground water.

4.1 A Novel Hyperbolic Fuzzy Entropy Measure

We shall propose a novel hyperbolic fuzzy entropy (HFE) measure (Theorem 4.1), the aftermaths of

which will be a backbone for the proposed symmetric fuzzy cross entropy measure (Theorem 4.2).
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Theorem.4.1Let R = (< Xis My (X[) > Vx e U) be any fuzzy setin U. Then

F(R)= _i tanh 1+\/Iué (XI)+(1_#RI (Xi))z —tanh(gj - (1)

ol 2+\/,11R1 ()C,-)+\/1_:“R1 ('xi)

represents an authentic hyperbolic fuzzy entropy measure with minimum value zero and

2 1
maximum value as (tanhg—tanhzjn. Here, the generic element 'x,' denotes the 'i"'

macroscopic level of fluoride contamination and F(R ) represents the fuzziness of fluoride
contamination indicated by the fuzzy set R.

Proof (i) In view of Def. 3.1, F(R)>0 since 0<y, (x,)<1(i=1,2,..,n). Also, F(R)
vanishes whenever 1, (x,)=0orl.

(ii) F(R) remains unchanged after replacing 4, (x,) with 1-g, (xl.).

(iii) Concavity: The fact that hyperbolic fuzzy entropy F(R) exhibits its concavity
property with respect to each g, (x[), can be seen from its 3-D rotational plot displayed in Fig.
2. Next, the positive term finite series (1) converges absolutely which motivates F(R) to

possess first order partial differentiation with respect to each /JR(x,) Set

T, = \/ﬂ; (x,.)+(1—,ukl (x,.))z, T = ’,UR, (x), and T = (1—,uRl (xl,)). Due to concavity, F(R)
oF (R)

Oty (%)

Sechz( ) jx[ 20-21) (TI_E)(HT")ZJ:o e 2)

245+, ) \ 21,2+ 5 +T,) 20T, (24T, +T5)

affirms its maximum value which arises only when =0 which implies

The resulting expression (2) yields s, (x,) :% and hence (1) returns

Max.F (R )=F(R, )| = (tanh%—tanh %) n. ... (3)

1
e ):E
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Fig.2 Concavity of F (Rl) with respect to £, (xl.)
Theorem.4.2 Let R = (< Xs My (x,)>Vx,e U) and R, = (< X;s My, (x[) > Vx e U) be any two

fuzzy sets in U.Then F"(R,R,) is an authentic symmetric hyperbolic fuzzy cross

entropy measure (Def. 3.2) hinged on two fuzzy sets R and R, where

—6Tanh l+ 2+ py, + Tanh 1+4[/112e, (x,.)+,u§ (x)
n ) ( Hg (%) + g, (x )) 24_(\/#&(xl_)-q—\llluR2 X, )(\/,uR1 )+, ( ))

B +(4- Tanh 1+\/( ‘uRl ) (1 'uRZ )2
(4= (x) =, (%)) 2+ (It (5) + s, () ) s, (), ()

.. (4

F“(R,R,)

I
™M

Here F* (R] ,Rz) indicates the mathematical value of true membership degree of symmetric

discrimination of the fuzzy set R, againstR,
Proof. The conditions (ii) and (iii) of Def. 3.2 are obvious. We shall, equally well, establish

the following Lemma 4.1, intended to establish that non-negativity of symmetric fuzzy cross

entropy measure F* (R, R, )

Lemmad4.1IfP= M [\/,u& ’)+\/#Rz(xi)][\/:“1el( )+/1RZ( )J
2 2

2
Then, there exists the inequality P(,u,‘,1 (%) i, (x,.))ZN(,uR1 (%) i, (xi)) with equality if

My, (xi) = Mg, (‘xi )Vluk1 (xi)’lukz (xi) € [0’1]'

Proof. The undergoing inequality can be made true if
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PN ( )+/1R2 {\/:uR] i ;\/‘“Rz (xi)} (ﬂk, (’ﬁ)"‘ﬂRz (xl.)] or if

2 2

3y (%) +3uag, (%) =20, (3%, it (%) 2 2ftag, ()i, (%) (1, (%) + 2, (x,)) orif
(33 () + 33, () =201 (%), () = 4t () * s, () (1, () + 11, () orif
Oty (%) + i, (x,)+14uz (3, ) r, (%) 21612, (x,) pa, ( )(,uR1 (%, )+, (x, ))Wthh is obviously true for

each u, (), 4y, (x,)€[0,1].
Thus, in view of Lemma 3.1, the oncoming inequality can be re-scheduled as

P(ﬂR, (xi)sﬂkz(xi))+12N(ﬂR ‘(xi)’luR (xi))+1
N /uRl( ) /‘RZ 1>[\/:uR‘ i \/:uR1 J(\/ﬂ;el )+/uR( )]+1
2

2

BAGITAD

1
24 (i, () e, (5)) (i, (5) +12, (3)) 2

Since, the hyperbolic functions over [0,1] are monotonic in nature, the foregoing inequality (5) can

\Y

.. ()

be re-designed as

(2+/1R1( )+ g, (X ))tanh[ (\/ﬂm 1:\/“2 (i);(ﬁi;#i) TRE )J>(2+ﬂkl( X))+ Hy, (¥ ))tanh(;j

.. (6)

After replacement of #; (x,-), Ky, (Xl-) with their counter parts 1- ( ) 1=y, ( ) into (6) yields

1+\/(1—/1R,( )) +(1-n )2
2 (1= (5) + 1= xl>)(J2 () =, ()

(4 /‘Rl( ) /‘RZ( ))tanh

) > (4= p (%) = e, (% ))tanh(zj

. ()
with equality if 4, (X ( ) My (X, ( )Vz =1,2,..n
Simply adding the resulting inequalities (6) and (7) and summing over i=1 to i=n yields
F* (RpRz)VﬂR, (xl.),,uR2 (x,)€[0,1] with equality if Hy, (x)= My, (x)Vi=12,...n.
We next divert our attention to discuss the situation under which the proposed symmetric fuzzy

cross entropy F* (Rl,Rz) admists its maximum and minimum values as follows.
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Theorem 4.3 Let R = (< Xty (%) > Vx, € U) and R, = (< X, My, (x)>Vx e U)
be two fuzzy sets with same cardinality as of U. Then there exists the inequality:

0<F"(R,R,)< 6(tanh %— tanh %jn, where n is the cardinality of U.

Proof. Replacementof R, with R into the resulting equality (4) yields

n

1 \/2 . - . 2
FH(RI’RIC>:Z _6tanhl+6tanh ! #R‘(x')-i_( ’uRz(x'))

i 2 2‘|r(\/,UR1 (xi)“‘\/l_/“& (xi))

n

1+\/#§, () + (1=, (xf))z
2+(\/,UR, (x,.)-i-\/l_ﬂRz (x,.))

6tanh 2 —6tanh l —6| tanh z —tanh
3 2 3

= 6Max.F(R1 ) —6F(R1) ... (8)
Since F'(R, ) > 0V, (x;), the oncoming equality (8) yields
F(R, )=Max.F(Rl)—%F" (R.R)20=0<F"(R,R)< 6[tanh %—tanh%)n .9
Discussion. The undergoing inequality (9) clarifies the finiteness of ~F* (RI,RIC ) whenever n is
a fixed natural number. On the same pattern, the users can establish that, F* (RI ,RI") will also
be finite and has the range value 0<F*(R,R,)< 6(tanh§— tanh %] n. Inview of Theorem 4.2,

2 1
we have Max.F*(R,R,)= 6(tanh§—tanh Ejn for a fixed n and this value completely
depends upon the cardinality of U . Also, the three-dimensional plot depicted in Fig 3(a, b)

exhibits that F* (RnRz) admits its minimum value zero. Furthermore, F* (Rl,Rz) increases

with the increase in |Rl —R,|, attains it maximum value at the points (1,0) & (O,l) and

minimum value zero whenever R =R,.

We next switch to establish the proclaimed single valued neutrosophic entropy measure hinged on
two single valued neutrosophic sets, the aftermaths of which will be utilized to understand the
macroscopic state of fluoride contamination in ground water.

4.2 A Novel Hyperbolic Single Valued Neutrosophic Entropy Measure

To meet the desired goal, we shall first extend the resulting symmetric hyperbolic

fuzzy cross entropy measure (Theorem 4.2) hinged on two fuzzy sets to this measure
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hinged on two single valued neutrosophic sets as follows.
Def. 4.1 Let S = (< Xt (%) 505 (%), f5, (%) - O, eU) ;S, :(< X g (X,)ig, (%), S, (%)~ Vx, € U)

be any two single valued neutrosophic sets (Def. 3.3). In view of Theorem 4.2, the
mathematical value of true membership degree of symmetric discrimination of

against S, is given as

—6tanhl+(2+,us (x,)+us (x ))tanh L+ Jus, () + s, (x,)

" 2 2'*'(\/#51 (xi)"'\/:us2 X; )(x/ﬂs, +#s )
F“(S,,S,)=
T T o ]

(d-pg (%) s (x ))tanh (\/l o \/1 s, x))(\/z s, (%)= ws, (x ))

.. (10)

(a)

C. P. Gandhi, Simerjit Kaur, Rahul Dev and Manoj Bali,Neutrosophic Entropy Based Fluoride Contamination Indices
for Community Health Risk Assessment from Groundwater of Kangra County, North India



Neutrosophic Sets and Systems, Vol. 49, 2022 219

(b)
Fig. 3 Maximum and Minimum Value of F* (Rl,Rz)

Similarly, the mathematical values of indeterminacy and falsity membership degrees of

symmetric discrimination of §, against §, are given as

1+ i; (xi)+i§2(xi)
| 2+(Jis )+ (x,))(\/isl (x)+is ()
F'(8,S,)=

(5:8:)=2 1+ \/(1 is, (%)) +(1- )2

+(4 -1 (xl.)—l52 (xi) tanh
< o o E e

_6tanh%+(2+is( )+, (x ))tanh[

.. (11)
—6tanh l+ 2+fS +fS an 1+ fS?(xi)JrfSZz( )
t 2 ( (%) (x ))t [2+(\/fs (xl.)+\/fs2 X, )(\/fs, )+ /s, (x )

F'(5.,8,)=>
i1 \/(1 fS ) (1 fs )
+(4- £, /s, (x;))tanh
Ha= 5 (0) =S ()t 24 (T () 1=, () ({25 ()75, ()

.. (12)

Hence, the proclaimed single valued neutrosophic cross entropy measure hinged on

two SVNSs S, and §, can be easily established by adding the resulting expressions

(10), (11) and (12). Thus,
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T(S,,8,)=F“(S,S,)+F (S.,5,)+F'(5,.5,) .. (13)

Here, T (SI,SZ) represents the true, indeterminacy and falsity membership degrees

indicated by the symmetric discrimination of SVNS S, against §,

Theorem.4.4 Let S, = (< x,, 4z (x,) 5, (%), f5, (%)) and S, = (< x,, g, (%), (%), f5, (x:)>) Dbe

any two single valued neutrosophic sets, with same cardinality as of U. Then there exists

the inequality 0<7(S,,S,)< IS(tanh %— tanh %j n.

Proof. Replacement of §, with its counterpart S/ into the expression (13) yields

18 tanh z—18tanhl
3 2

3tanhz_(2 s () + 15 (% )Jtanh Vg () + 13 (%)
3 3 2+(\/,us,(xl-)+\/fsl X, )(\/ﬂsl %)+ f (x )

T(s,.57)

1+\/(1—us( ) +(1- 1 ()
(\/1 s, ( \/1 /s (x )(\/2 ms, (x.)= £ (x ))

{4 AOMAL )}anh

L2 () + (14, (x))2

—tanh

2+\/’s,

X, +\/1_’S. x,)

=6Max.T(S,)—-67(S,); where .. (14)
3tanh3—[2+”5‘ (%) + /s (xl-)Jtalnh L+ yus (%) + /5 ()
3 3 2""(\//1151 (xi)"'\/fs1 xz )(\]I/“s1 +fsl )
5o _{4—us]<x,.)—fsl<xi>}anh 1+J(1—us< )+ 1 ()
VL 3 2+(\/1 s, (3) + 1= 14 (x )(Jz us, (%)= 15 (x)
w Seloat >>2
is (x \/l i (
.. (15)

The mathematical expression (15) is the desired hyperbolic single valued neutrosophic

entropy measure since it meets all the essential conditions laid down in Def. 3.4. With the

aid of non-negativity of (Rl), the equality (14) can be re-scheduled as
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T(S])=Max.T(S1)—éT(S,,Sf)2 0=0< T(SI,SI‘)S18(tanh§—tanh%)n ... (16)

The resulting inequality equality (14) clarifies that T (Sl,Sf ) is a finite quantity for a fixed n € N.
Following  the  similar  pattern, the users can  easily establish that

0<T(S,S,)< IS[Tanhé—Tanh %jn where 1€ Nis the cardinality of §,. Thus,

2 1 .
Max.T(S,,S,)= IS(Tanhg—Tanh E]n, Min.7(S,,$,)=0 The fact that T(S,) affirms its minimum

value zero can also been experiences from its three-dimensional contour plot shown in Fig. 4.

Fig. 4 Three- Dimensional Contour Plot Exhibiting the Minimum Value of T (Sl)

To evaluate the impact of elevated levels of fluoride concentration, we shall first customize or
rank seasonal parameters employing the proposed possibility fuzzy cross entropy degree measure
as follows.

5. Ranking of Seasonal Parameters

To reckon the quality of river water for drinking or irrigation purposes, it is mandatory to represent
fluoride concentration of seasonal parameters by the set P= (R ,PZ,P3,...,P,,). A symmetric fuzzy
cross entropy number(SFCN), denoted b f , is an object of the from

f,=<F(P,R),F(P,P,),....F(P,P)~1<r,s<n under the assumption F(P,P)=0<r=s.

where each pair F(P,P) indicates the mathematical value of true membership degree of

symmetric discrimination of the seasonal parameter F, against P, and can be evaluated

r

employing (4). Let f, and f, be any two symmetric fuzzy cross entropy numbers (SFCNs). Then
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the inclusion-comparison fuzziness of two SFCNs f_ 2 f, for r=12,.,n and fixed s, is

denoted by 7]( [z fﬁ) and is known as possibility fuzzy cross entropy degree measure. Let the

matrix representation of 77( [ 2t ) is denoted by N = (77rz ),1 wheren, = 77( [z ft\) and

.. (17)

77»11 77n2 o nnn

Then N is called as possibility fuzzy cross entropy degree measure matrix. The optimal fuzzy

cross entropy membership degree, denoted by s, , is defined
-1|;keN .. (1
k n(}ﬂ_l)[z% ] ( 8)

The ranking of each seasonal parameter £ (k=1,2,.,n) is obtained according to the corresponding

decreasing ordered value of s,.For convenience, the symmetric fuzzy cross entropy numbers

f,, for r=123 ands=3 are given as

fis =<F(R1,Rl),F(R1,R2),F(RI,R3)> ... (19)
I =<F(RzaRl)’F(Rz’Rz)’F(RZ’R3)} - (20)
fa =<F(R37R1)’F(R3’R2)’F(R3’R3)> - (1)

The corresponding possibility fuzzy cross entropy degree measures are proposed as

(/o> fu)=Min| M F(R.,R,)+F(R,,R,)) ol

(/i3 = f21) = Min| Max 1+F(R,R)-2F(R,,R)-F(R,R,) ) - (22)
> £ V= Minl M F(R,R,)+F(Ry,R,) ol1

1/ 2 /) =Min) Max 1+F(R,R)-2F(R,R)-F(R,R) | - (29)

(> fu) = Min| M F(Ry,R)+F(Ry,R,) ol

Mo = Sy )= 2 A 1+F(R,,R)-2F(R,,R)~F(R,,R,) ) - (24)

After collecting ground water samples during sampling year 2014-15 and 2015-16, we have

done a lot of data comparison and experimental investigations to extract the lower and upper

bounds from monitored fluoride concentration reading of each A (K =1,2,3) where B =
Pre-Monsoon, P, = Rainy Season and P = Post-Monsoon respectively. Suppose u, ()

denotes the lower bound of K" seasonal parameter, then the set P=(R,B,R) can be
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constructed for both the sampling years under study and the results are displayed in Table.1.

Table 1 Possibility Fuzzy Cross Entropy Degree Measure Values (2014-15, 2015-16)

2015-16 2014-15
Parameter Lower FCE Measure Values Lower FCE Measure Values
Bound B P, P Bound B P, P,
R 0.0282 0.0000 0.0112 0.0187 0.0301 0.0000 0.0119 0.0125
P, 0.0000 0.0112 0.0000 0.0472 0.0000 0.0119 0.0000 0.0395
P, 0.1162 0.0187 0.0472 0.0000 0.0978 0.0125 0.0395 0.0000

For the sampling year 2015-16, the various symmetric fuzzy cross entropy numbers

f;; ==<0.0000,0.0112,0.0187 >, f,, =< 0.0112,0.0000,0.0472 >, £, =<0.0187,0.0472,0.0000 > (25)

can be evaluated employing equations (19-21) and the results are shown in the first row of
Table.1. Next, the various possibility fuzzy cross entropy degree measures can be computed

employing (22-24) as follows.

0.0112+0
=01, = > = Min| Max ,01,1
i =0 =1 (fs 2 /) ( (1+0—2><0.0112—0.0472 jj

0.0112
=Min M 0[=1 in 0)0420,1 0.0120
{ { 0.9304 ) J ™ o

1, = 0.0606,12,, =0.0113,77,, =0,0.0000,

0+0.0472 ) lj
1+0.0112-2x0.0187-0"

:E {0 0472)0);1 Min 0.)0485,1 0.0485.

n(fx 2]‘33):Min(Max(

0.9738

0.0472+0.0112 ) j
1+0.0187-2x0.0000—0.0187" )’

=n(f 2 13):Min(Max(

=Mif{ Madx 0.0584),8 ,1( Min 0=0584,1 0.0584.

,, =0.0497, 77,, =0.0000.

Hence, the required possibility fuzzy cross entropy measure degree matrix in this case is given

as

My My ) (0.0000 0.0120 0.0606
N=|n, n, n,|=|0.0113 0.0000 0.0485 ... (26)
M T M) \0.0584 0.0497 0.0000

For the sampling year 2014-15, the various symmetric fuzzy cross entropy numbers

f;; =< 0.0000,0.0119,0.0125 -, £,, =< 0.0119,0.0000,0.0395 >, £, =< 0.0125,0.0395,0.0000 > (27)

can also be evaluated employing (19-21) and the results are shown in the first row of Table.1.

The corresponding possibility fuzzy cross entropy measure degree matrix, say M , is given as
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0.0000 0.0127 0)0527
M=l0.0119 0.0000 00400 ... (28)
0.0514 0.0416 0J0000

For the sampling year 2015-16, the optimal fuzzy cross entropy membership degrees
s, (k=1,2,3) for n=3 canbe computed employing (18) and the results are as under.

3
5, = é(z M, + % - 1j = %(0 +0.0120+0.0606 +0.5) = 0.0477,5, = 0.0466,5, =0.0507. For the
t=1

sampling year 2014-15, the corresponding values of s,(k=1,2,3) for n=3 are
5, =0.0471,s, = 0.0460, s, = 0.0494.

Since the ranking order of s, (k=12.3) for both the sampling years 2014-15 and 2015-16 is

sy =8, = 5,, therefore, the classification of seasonal parameters should be P > F > P,.
Results and Discussions.

Based upon experimental investigations, it has been found that during 2015-16, fluoride
concentration of groundwater samples varied from 0.065 to 0.91 mg/l during pre-monsoon season.
Fluoride concentration varied from 0.025 to 0.42 mg/l (lowest)during rainy season whereas during
post-monsoon season it varied from 0.19 to 1.42 mg/l(highest). During 2014-15, fluoride
concentration varied from 0.06 to 0.85 mg/l during pre-monsoon season. In rainy season, fluoride
ranged from 0.02 to 0.36 mg/l (lowest)whereas during post-monsoon season it varied from 0.15 to
1.33 mg/l(highest). The classification of seasonal parameters P - F > P, also exhibit that the
fluoride concentration was highest in post monsoon season, owing to the highest fuzzy cross

entropy membership degree (0.0507,0.0494).

Fluoride Concentration During 2014-15
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Fig. 5 Seasonal Variations in Fluoride Concentration of Groundwater (2014-15)
5.1 Experimental Assessment of Fluoride Concentration (2014-15)
The results depicted in Fig.5 dictate that in during 2014-15, fluoride concentration varied from 0.06
to 0.85mg /! during pre-monsoon season. In rainy season, it ranged from 0.02 to 0.36 mg/!/
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whereas during post-monsoon season it varied from 0.15 to 1.33 mg// It was found to be highest at

sampling spot S, (0.85mg/[) followed by S, (0.70 mg /1), S;(0.60 mg /1), S;(0.47 mg/I)and lowest
concentration was observed at S, (0.06 mg /) . During rainy season, fluoride concentration was
found to be highest at sampling spot S, (0.36mg /) followed by S;(0.25mg/!) and lowest
concentration was observed at S, (0.02 mg/[). During post-monsoon season, fluoride has shown
highest concentration at S,,(1.33 mg/[) followed by S,(0.94mg/l) & S,(0.80 mg/l). Likewise

during pre-monsoon & rainy season, fluoride has shown lowest concentration at S, (0.15 mg /1)

during post-monsoon also (Fig.5).

__ Fluoride Concentration During 2015-16

=5 0.01
/—/Post-Monsoon

== o
//Ramy Season
/Pre-Monsoon

7
—

Fig. 6 Seasonal Variations in Fluoride Concentration of Groundwater (2015-16)
5.2 Experimental Assessment of Fluoride Concentration (2015-16)

The results depicted in Fig.6 indicate that during 2015-16, fluoride concentration of groundwater
samples varied from 0.065 to 0.91 mg/! during pre-monsoon season. Fluoride concentration varied

from 0.025 to 0.42 mg/! during rainy season whereas during post-monsoon season it varied from

0.19 to 142 mg/l . It was observed highest at sampling spot S,(0.91mg/l) followed by
S,(0.75mg/l) & S,(0.68mg/l) and lowest concentration was observed at S,,(0.065mg/[). During
rainy season, fluoride concentration was found to be highest at sampling spot S,,(0.42 mg /1)
followed by S,(036mg/l) & S;(027mg/l) and lowest was observed at S,(0.025mg/I) .

During post-monsoon, fluoride concentration has shown highest concentration at S,,(1.42 mg /1)

C. P. Gandhi, Simerjit Kaur, Rahul Dev and Manoj Bali,Neutrosophic Entropy Based Fluoride Contamination Indices
for Community Health Risk Assessment from Groundwater of Kangra County, North India



Neutrosophic Sets and Systems, Vol. 49, 2022 226

followed by S,(1.30mg/l), S;(0.85mg/l), S,(0.65mg/l)& lowest fluoride concentration was

observed at 513(0.19 mg/l) (Fig.6). Furthermore, if fluoride concentration is below 0.6 mg/!/

drinking water should be rejected. Maximum limit of fluoride is extended up to 1.5mg/!. During
these investigations, fluoride concentration was found to be highest during post-monsoon season
followed by pre-monsoon and rainy season. The most contaminated sampling spot was identified as
S,; and least contaminated site was discovered as S§,,.Most of the sampling spots have shown
fluoride concentration below 0.6 mg/!in 2014-15. Fluoride concentration increased during 2015-16
at sampling spots S,,S;,S,,S,, and S, but was found to be with in permissible limits.

7. Methodology for the Identification of “most” contaminated sampling spot

We next switch to construct the proclaimed fuzzy entropy and single valued neutrosophic entropy
weighted fluoride contamination indices (FEFCI and NEFCI), intended to identify the most
contaminated sampling spot responsible for fluoride contamination in ground water samples as
follows.

Step: -1 Collection of Ground Water Samples

Present investigations were carried out in District Kangra, Himachal Pradesh. The reason for this
area selection was because of its position in relation to groundwater morphometric. In this
study, seventeen sampling spots of groundwater were sampled in pre-monsoon, rainy and
post-monsoon season in the specified area for two sampling years 2014-15 and 2015-16.

Step: -2 Normalization of Monitored Fluoride Concentration Reading

Suppose the number of seasonal parameters (seasons) to be studied is denoted by "n". Let the

number of sampling spots under study is denoted by "m". Let I/, denotes the monitored fluoride

th

concentration reading of ;” season at i" sampling spot. The normalization of concentration

reading is essential for the purpose of reducing the errors created by various factors. If p, denotes

the normalization construction function for ;* season at i” sampling spot, then

I, —Min,

=———:j=12,.,ni=12,...m. ... (29)
Max./ r —Mll’l.lﬁ

Dji

Step:- 3 Determination of Fuzzy Entropy Weights
Deluca and Termini [16] suggested the following first non-additive and non-probabilistic

equivalent associate of Shannon’s entropy.
H(R)= —@g [,uRI (xj.)log,uR] (xj.)+(1—,uk1 (xj ))log(l—,uR1 (xj ))J ... (30)

where R, = (< X5, Mg (X;) > x; € U) is a fuzzy set (Def. 3.1)

Let 7, denotes the amount of fuzziness based on the true membership concentration of j"

seasonal parameter at i sampling spot. Then,
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P
. ... (31)

(@) The fuzzy entropy weights wf.?) of ]'th seasonal parameter at i” sampling spot employing

Deluca and Termini (30) can be evaluated as follows; Let "m" be the number of sampling spots, then

_ (0
(0) _1 E./‘i

- n
(0)
>
=

0 _
i =

, where ... (32)

logm;[Tﬁ log7,, +(1-T,,)log(1-T},)] ... (33)

However, the fuzzy entropy measure (30) is facing a major drawback as it is based on the fancy
presumption 0x/0g0=0 and hence indicates major conflicts in water treatment strategies. To

overcome these barricades and problematic situations, the proposed hyperbolic fuzzy and single
valued neutrosophic entropy measures (HFE and HNE) can play a crucial role for handling the

complexity of contamination level in a macroscopic point of view.

(b) The fuzzy entropy weights w’ of ;" seasonal parameter at i sampling spot employing the

Ji

proposed hyperbolic fuzzy entropy measure (1) can be evaluated as follows: Let "m"be the

number of sampling spots, then

2
1—E® " 1+«,Tf+ 1-T, P
W — I where EY =—tanh(m™)’| tanh d ( ) —tanh(gj ... (34)

Wi = ZHZE(.D = 24T, +\1-T,
Ji

j=1

(2)

(c) The fuzzy entropy weights w’ of j" seasonal parameter at i sampling spot employing

the proposed single valued neutrosophic entropy measure (15) can be evaluated as follows: Let

F,=1-T, and I, =1-T,-F, denote the amount of fuzziness based on the indeterminacy and

falsity membership concentration of j" seasonal parameter at i” sampling. Here, the values of

I, arerestricted to 0-001if it is less than or equal to zero. Then,

1-E®
w? = __J ... (35)

Ji
LE;

J=1
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R ] (”Fj 1+ F)
n 3tanh3 tanh 2+\/?+ v_l—lﬂ. 3 tanh 2+(\/T_ﬂ+\/F_ﬂ)( Tﬁ+Fji)
EY =tanh(m™)Y]

[—”F o n) ()

: 2+ (1T, + 1= F, ) (2T, )

... (36)
Step: -4 Quality Rating Scales of Seasonal Parameters
To describe the quality of ground water parameters, eminent researchers have been employing two
types of quality rating scales-absolute and relative. Since absolute quality rating does not depend

upon water quality standards, therefore, relative quality rating approach has been empowered in

this study. Let O, = Relative Quality Scale, S, =Maximum permissible fluoride concentration

limit and 7, = Monitored fluoride concentration reading, of j " seasonal parameter at i” sampling

spot consecutively. Then

1, 7-5 .

0. =| %100 P =12, i = 1,20 m ... (37)

Ji
S 71,

Jt

where (i)S, =1.5(mg/L) is the maximum permissible limit of fluoride concentration (WHO

Standards) of /" seasonal parameter at i” sampling spot. (ii) S,, is the permissible limit of pH

6.5,if 1, <7
(varies from 6.5 to 8.5) values and is definedas S, = .
’ 8.5,if 1, >7

(iii) 1,, isthe pH value in ground water samples (Table)

Step: -5 Construction of f FEFCI and NEFCI
The existing Deluca and Termini fuzzy entropy (33) and the proposed hyperbolic fuzzy entropy and
single valued neutrosophic entropy weighted fluoride contamination indices (DEFCI, FEFCI and

NEFCI) can be computed as follows:

DEFCI at i" Sampling Spot =Z wﬁ?)Q P ... (38)
=1
FEFCI at i Sampling Spot :Z w(/.:,)Q P ... (39)
=1
NEFCI at i Sampling Spot =) w70, ... (40)

j=1
Step: -6 Identifying the Most Contaminated Sampling Spot

The maximum (or minimun) DEFCI, FEFCI or NEFCI scores among various sampling spot is
designated to the “most (or least) contaminated” sampling spot.

7. Application of HFE and HNE Based Method
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To predict the contamination impact of each sampling spot, the DEFCI, FEFCI and NEFCI score at

various sampling spots S,,.S,,...,S,, canbe evaluated employing as follows.

7.1 Identification of Most Contaminated Sampling Spot Based on DEFCI

Based upon Deluca and Termini entropy (30), the existing fuzzy entropy weighted fluoride
contamination index (DEFCI) scores at 17 sampling spots can be calculated employing the proposed
methodology explained in Section. 6. The steps involved in the calculation of DEFCI scores at
various sampling spots during 2014-15 and 2015-16 are depicted in Table 2(a, b). The monitored
fluoride concentration readings of each seasonal parameter are expressed in terms of mg/l. The
number of seasonal parameters (seasons) in this study, is three (n=3)and the number of

sampling spots is seventeen (m=17) .The normalization construction  function
D ( j=12,3i=1, 2,..,17) of all the three seasonal parameters at 17 sampling spots is calculated

employing (29).
Observations The tabulated values of Table 2(a, b) as well as trend of DEFCI score (Fig. 7) indicate
that during 2014-15, the sampling spot S,, was found to be most contaminated owing to its

maximum DEFCI score (882) whereas the least contaminated sampling spot was observed as
S, (54).During 2015-16, the sampling spot S,, was again found to be most contaminated owing

to its maximum DEFCI score ( 1244) and S, (73) was the least contaminated (Fig 8).

7.2 Identification of Most Contaminated Sampling Spot Based on FEFCI

The proposed fuzzy entropy weighted fluoride contamination index (FEFCI) scores at 17 sampling
spots can be calculated employing the proposed methodology explained in Section. 6. The steps
involved in the calculation of FEFCI scores at various sampling spots during 2014-15 and 2015-16 are
depicted in Table 3(a, b).

Observations The resulting values of Table 3(a, b) and trend of FEFCI score (Fig 7) indicate that

during 2014-15, the sampling spot S|, was found to be most contaminated owing to its maximum

Table 2: Calculation of DEFCI Score Employing Deluca and Termini Entropy [ ] (C.F.=Construction
Function, FVs=Fuzzy Values, EVS=Entropy Values, Aws=Assigned Weights, RSIs=Relative
Sub-Indices)

Seasons C.F. FVs | EVs | AWs | RSIs DEFCI | CF. FVs EVs AWs | RSIs | DEFCI
Score Score

AR | OB W] o,

2014-2015 2015-2016

Pre-M 0.21 033 | 0.22 | 1.22 | 76.92 0.23 0.33 0.22 1.22 | 145.8
RS S, 0.11 0.18 | 0.17 | 1.31 | 60.71 299 0.12 0.18 0.17 1.31 | 1333 522

Post-M 0.31 049 | 0.24 | 1.19 | 104.88 0.33 0.49 0.24 1.19 | 142.8

Pre-M S, 0.14 032 | 0.22 | 1.30 | 34.48 0.17 0.32 | 0.22 1.24 | 57.78
RS 0.05 0.13 | 0.13 | 1.45 | 25.71 147 0.09 0.17 | 0.16 1.33 | 51.72 230
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Post-M 0.23 055 | 0.24 | 1.27 | 50.77 0.26 050 | 024 | 1.20 | 75.00
Pre-M 0.20 040 | 0.24 | 1.25 | 31.52 0.22 038 | 023 | 1.20 | 47.22
RS S;| 0.06 0.12 | 0.13 | 1.43 | 19.61 102 0.10 017 | 0.16 | 1.31 | 37.78 147
Post-M 0.25 049 | 0.24 | 1.24 | 27.56 0.26 045 | 024 | 1.18 | 34.78
Pre-M 0.51 036 | 0.23 | 1.23 | 85.37 0.51 031 | 022 | 1.29 | 104.1
RS S,| 0.21 0.15 | 0.15 | 1.36 | 66.67 318 0.24 0.14 | 0.15 | 1.41 | 109.0 490
Post-M 0.69 049 | 0.24 | 1.21 | 101.08 0.90 055 | 024 | 1.25 | 1625
Pre-M 0.44 036 | 0.23 | 1.24 | 82.19 0.46 038 | 023 | 1.23 | 103.0
RS S;| 017 0.14 | 0.15 | 1.37 | 49.02 302 0.17 0.14 | 0.14 | 1.37 | 60.00 363
Post-M 0.59 049 | 0.24 | 1.21 | 109.59 0.58 048 | 024 | 1.21 | 126.8
Pre-M 0.34 037 | 0.23 | 1.24 | 47.96 0.33 037 | 023 | 1.24 | 61.73
RS S¢| 0.13 0.14 | 0.14 | 1.38 | 33.93 172 0.12 0.14 | 0.14 | 1.39 | 4255 209
Post-M 0.45 049 | 0.24 | 1.22 | 5391 0.44 049 | 024 | 1.22 | 60.75
Pre-M 0.18 035 | 0.23 | 1.32 | 29.89 0.19 035 | 023 | 1.31 | 39.47
RS S,| 0.05 0.10 | 0.12 | 1.51 | 12.33 104 0.06 0.11 | 0.12 | 149 | 16.42 138
Post-M 0.29 055 | 024 | 1.29 | 36.04 0.31 055 | 024 | 1.28 | 48.42
Pre-M 0.24 035 | 023 | 1.20 | 73.91 0.30 036 | 023 | 1.18 | 132.3
RS Sg| 0.13 0.19 | 0.17 | 1.29 | 86.36 264 0.17 020 | 0.18 | 1.26 | 136.8 418
Post-M 0.32 046 | 0.24 | 1.18 | 54.32 0.36 043 | 024 | 117 | 76.81
Pre-M 0.15 033 | 0.22 | 1.28 | 26.83 91 0.18 032 | 022 | 1.24 | 35.90
RS S 0.06 013 | 0.14 | 142 | 13.51 0.10 0.17 | 0.16 | 1.33 | 21.62 117
9
Post-M 0.24 053 |0.24 | 1.25 | 29.82 0.28 050 | 024 1 1.20 | 36.84
Pre-M 0.15 036 | 0.23 | 1.26 | 20.95 0.16 032 | 022 | 1.25 | 19.38
RS S| 0.05 0.13 | 0.13 | 1.42 6.12 148 0.08 0.16 | 0.16 | 1.35 | 9.52 180
Post-M 0.21 051 | 0.24 | 1.24 | 90.91 0.26 052 | 024 | 1.21 | 1181
Pre-M 0.08 034 | 023 | 1.32 | 1791 0.09 038 | 023 | 1.26 | 22.39
RS S| 0.02 0.10 | 0.12 | 1.50 | 20.00 116 0.03 012 | 0.13 | 143 | 26.00 128
Post-M 0.12 055 | 0.24 | 1.29 | 48.65 0.12 050 | 024 | 1.24 | 51.35
Pre-M 0.17 035 | 0.23 | 1.22 | 16.00 0.18 034 | 023 | 1.20 | 62.22
RS S| 0.08 0.16 | 0.16 | 1.34 8.00 56 0.10 019 | 017 | 1.28 | 48.57 171
Post-M 0.23 048 | 0.24 | 1.20 | 21.33 0.24 046 | 024 | 1.17 | 29.84
Pre-M 0.03 024 | 0.19 | 2.10 | 10.07 0.03 017 | 0.16 | 2.61 | 46.43
0.00 462 341
RS S,. 0.00 0.00 . 2.60 4.63 0.00 0.00 | 0.00* |3.11 | 253
Post-M 0.10 0.76 | 0.19 | 2.10 | 204.69 0.14 083 |0.16 |261 |81.48
Pre-M 0.09 032 | 022 | 1.24 | 24.14 0.12 034 | 023 | 1.26 | 41.30
RS S| 0.05 0.18 | 0.17 | 1.32 7.44 75 0.05 0.14 | 0.14 | 1.39 | 7.36 95
Post-M 0.14 050 | 0.24 | 1.20 | 29.17 0.18 052 | 024 | 1.23 | 26.67
Pre-M S| 0.06 022 | 0.18 | 1.64 | 25.64 0.09 026 | 020 | 1.53 | 44.12
RS 0.02 0.08 | 0.10 | 1.81 6.67 75 0.02 0.07 | 0.09 | 1.74 | 5.26 165
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Post-M

0.20

0.70 | 0.21

1.58

13.15

0.22

0.66

0.23 | 148 | 59.65

Pre-M

0.08

0.27 | 0.21

1.36

9.15

RS

S| 0.04

0.14 | 0.14

1.47

9.15

54

Post-M

0.18

0.59 | 0.24

1.30

21.49

0.09

0.26

020 | 143 | 11.03

0.04

0.11

012 | 157 | 11.11

72

0.21

0.63

0.23 | 1.37 | 28.95

Pre-M

0.62

0.33 | 0.22

1.27

146.55

RS

S,,| 026

0.14 | 0.14

1.41

150.00

882

Post-M

0.98

0.53 | 0.24

1.24

391.18

0.62

0.33

022 | 1.26 | 1784

0.28

0.15

0.15 | 1.38 | 233.3

1244

0.98

0.52

024 | 1.23 | 568.0

‘ ‘ *At S;, the entropy value of Rainy Season is based on the assumption: 0xlog0=0.

FEECI score (38904) whereas the least contaminated sampling spot was observed as
S,6 (2356).During 2015-16, the sampling spot S,, was again found to be most contaminated

owing to its maximum FEFCI score (57943) and S, (3165) was the least contaminated (Fig 8).

7.3 Identification of Most Contaminated Sampling Spot Based on NEFCI

The steps involved in the computation of single valued neutrosophic entropy weighted fluoride
contamination index (NEFCI) scores at 17 sampling spots during 2014-15 and 2015-16 are depicted in
Table 4(a, b).

Observations The tabulated values exhibited by Table 4(a, b) and trend of NEFCI score (Fig 7)

indicate that during 2014-15, the sampling spot S,, was found to be most contaminated owing to

its maximum NEFCI score (8 1 596) whereas the least contaminated sampling spot was observed

as S, (4773).
During 2015-16, the sampling spot S,, was again found to be most contaminated owing to its
maximum NEFCI score (l 15995) and S, (6193) was the least contaminated (Fig 8).

Discussions.The accumulated trend of DEFCI, FEFCI and NEFCI scores at 17 sampling spot has
finally put us in a culminative situation to wind-up the conclusion that the quality of ground water
was “ impeccable” and “ favourable”.

Table 3: Calculation of FEFCI Score Employing Proposed Fuzzy Entropy Measure
(C.F.=Construction Function, FVs=Fuzzy Values, EVS=Entropy Values, Aws=Assigned Weights,
RSIs=Relative Sub-Indices)

Seasons CF. | FVs | EVs AWs | RSIs FEFCI | C.F. | FVs | EVs AWs RSIs FEFCI

Score Score

(1) (1) T.. @] (1)
Dji T E ji Wi Q/'i Pji Ji E i Wi 0 ji

2014-2015 2015-2016

Pre-M

0.21

0.33

0.0064

54.51

76.92

RS

0.11

0.18

0.0047

54.61

60.71

Post-M

0.31

0.49

0.0071

54.48

104.88

13222

0.23

0.33

0.0064

54.47

145.83

0.12

0.18

0.0047

54.57

133.33

0.33

0.49

0.0071

54.44

142.86

22997
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Pre-M 0.14 | 0.32 | 0.0063 | 57.76 | 34.48 0.17 | 0.32 | 0.0064 | 55.00 | 57.78
RS | S, | 005|013 | 00038 | 57.91 | 25.71 | 6412 | 0.09 | 0.17 | 0.0046 | 55.10 | 51.72 | 10150
Post-M 0.23 | 0.55 | 0.0070 | 57.73 | 50.77 0.26 | 0.50 | 0.0071 | 54.96 | 75.00
Pre-M 0.20 | 0.40 | 0.0068 | 56.33 | 31.52 022 | 0.38 | 0.0067 | 54.00 | 47.22
RS | S, | 006 | 012 | 00037 | 56.51 | 19.61 | 4435 | 0.10 | 0.17 | 0.0046 | 5412 | 37.78 | 6473
Post-M 0.25 | 0.49 | 0.0071 | 56.31 | 27.56 026 | 0.45 | 0.0070 | 53.99 | 34.78
Pre-M 0.51 | 0.36 | 0.0066 | 55.28 | 85.37 051 | 0.31 | 0.0062 | 56.97 | 104.17
RS | S, | 021|015 | 00042 | 5541 | 66.67 | 13997 | 024 | 0.14 | 0.0042 | 57.09 | 109.09 | 21414
Post-M 0.69 | 0.49 | 0.0071 | 55.25 | 101.08 0.90 | 0.55 | 0.0070 | 56.93 | 162.50
Pre-M 044 | 036 | 0.0067 | 55.43 | 82.19 0.46 | 0.38 | 0.0067 | 5531 | 103.03
RS | S, | 017 | 014 | 0.0042 | 5557 | 49.02 | 13351 | 0.17 | 0.14 | 0.0041 | 55.45 | 60.00 | 16040
Post-M 0.59 | 0.49 | 0.0071 | 55.40 | 109.59 0.58 | 0.48 | 0.0071 | 55.29 | 126.87
Pre-M 0.34 | 0.37 | 0.0067 | 55.62 | 47.96 0.33 | 0.37 | 0.0067 | 55.66 | 61.73
RS | S,| 013 | 014 | 00041 | 55.77 | 33.93 | 7557 | 0.12 | 0.14 | 0.0041 | 55.81 | 42.55 | 9191
Post-M 045 | 049 | 0.0071 | 55.60 | 53.91 044 | 049 | 0.0071 | 55.64 | 60.75
Pre-M 0.18 | 0.35 | 0.0065 | 58.52 | 29.89 0.19 | 0.35 | 0.0065 | 58.18 | 39.47
RS | S,| 005|010 | 0.0034 | 58.71 | 12.33 | 4580 | 0.06 | 0.11 | 0.0035 | 58.36 | 16.42 | 6070
Post-M 029 | 0.55 | 0.0070 | 58.49 | 36.04 0.31 | 0.55 | 0.0070 | 58.15 | 48.42
Pre-M 024 | 0.35 | 0.0066 | 53.85 | 73.91 0.30 | 0.36 | 0.0067 | 53.20 | 132.35
RS | S, | 013|019 | 0.0048 | 53.94 | 86.36 | 11563 | 0.17 | 0.20 | 0.0050 | 53.28 | 136.84 | 18417
Post-M 0.32 | 0.46 | 0.0071 | 53.82 | 54.32 0.36 | 043 | 0.0070 | 53.18 | 76.81
Pre-M 0.15 | 0.33 | 0.0064 | 56.83 | 26.83 0.18 | 0.32 | 0.0064 | 55.01 | 35.90
RS < 0.06 | 0.13 | 0.0040 | 56.97 | 13.51 | 3988 | 0.10 | 0.17 | 0.0046 | 55.10 | 21.62 | 5191
:
Post 024 | 053 | 00071 | 5679 | 29.82 028 | 0.50 | 0.0071 | 54.97 | 36.84
Pre-M 0.15 | 0.36 | 0.0066 | 56.38 | 20.95 0.16 | 0.32 | 0.0063 | 5559 | 19.38
RS | S,| 005|013 | 0.0039 | 5654 | 612 | 6651 | 0.08 | 0.16 | 0.0045 | 55.70 | 952 | 8173
Post-M 021 | 0.51 | 0.0071 | 56.36 | 90.91 026 | 052 | 0.0071 | 5555 | 118.18
Pre-M 0.08 | 0.34 | 0.0065 | 58.47 | 17.91 0.09 | 0.38 | 0.0067 | 56.42 | 22.39
RS S, | 002 | 010 | 0.0034 | 58.65 | 20.00 | 5063 | 0.03 | 0.12 | 0.0038 | 56.59 | 26.00 | 5631
Post-M 0.12 | 0.55 | 0.0070 | 58.44 | 48.65 0.12 | 0.50 | 0.0071 | 56.40 | 51.35
Pre-M 0.17 | 0.35 | 0.0066 | 54.83 | 16.00 0.18 | 0.34 | 0.0065 | 53.72 | 62.22
RS S, | 0.08 | 0.16 | 0.0044 | 54.95 | 8.00 | 2486 | 0.10 | 0.19 | 0.0049 | 53.80 | 4857 | 7558
Post-M 0.23 | 0.48 | 0.0071 | 54.80 | 21.33 024 | 046 | 0.0071 | 53.69 | 29.84
Pre-M 0.03 | 0.24 | 0.0055 | 91.03 | 10.07 0.03 | 0.17 | 0.0046 | 108.66 | 46.43
RS S,.| 0.00 | 0.00 | 0.0000 | 91.53 | 4.63 | 19973 | 0.00 | 0.00 | 0.0000 | 109.16 | 2.53 14174
Post-M 0.10 | 0.76 | 0.0055 | 91.03 | 204.69 0.14 | 0.83 | 0.0046 | 108.66 | 81.48
Pre-M 0.09 | 0.32 | 0.0063 | 54.91 | 24.14 0.12 | 0.34 | 0.0065 | 56.17 | 41.30
RS S..| 0.05 | 0.18 | 0.0047 | 55.00 | 7.44 | 3335 | 0.05 | 0.14 | 0.0041 | 56.30 | 7.36 | 4232
Post-M 0.14 | 0.50 | 0.0071 | 54.87 | 29.17 0.18 | 0.52 | 0.0071 | 56.14 | 26.67
PreM | Sis| 0.06 | 0.22 | 0.0052 | 69.36 | 25.64 0.09 | 0.26 | 0.0058 | 65.95 | 44.12
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RS 0.02 | 0.08 | 0.0030 | 69.52 | 6.67 3153 | 0.02 | 0.07 | 0.0028 | 66.15 5.26 7189
Post-M 0.20 | 0.70 | 0.0061 | 69.30 | 13.15 0.22 | 0.66 | 0.0065 | 65.91 59.65
Pre-M 0.08 | 0.27 | 0.0059 | 59.22 | 9.15 0.09 | 0.26 | 0.0057 | 61.95 11.03
RS S| 0.04 | 0.14 | 0.0040 | 59.33 | 9.15 2356 | 0.04 | 0.11 | 0.0036 | 62.08 11.11 3165
Post-M 0.18 | 0.59 | 0.0069 | 59.16 | 21.49 0.21 | 0.63 | 0.0067 | 61.89 28.95
Pre-M 0.62 | 0.33 | 0.0064 | 56.56 | 146.55 0.62 | 0.33 | 0.0064 | 56.07 | 178.43
RS S;;| 0.26 | 0.14 | 0.0041 | 56.70 | 150.00 | 38904 | 0.28 | 0.15 | 0.0042 | 56.19 | 233.33 | 54943
Post-M 0.98 | 0.53 | 0.0071 | 56.52 | 391.18 0.98 | 0.52 | 0.0071 | 56.03 | 568.00
Table 4: Calculation of NEFCI Score (C.F.=Construction Function, FVs=Fuzzy Values, EVS=Entropy
Values, Aws=Assigned Weights, RSIs=Relative Sub-Indices)
Seasons CF. | FVs | EVs AWs | RSIs NEFCI | CF. | FVs | EVs AWs RSIs NEFCI
Score Score
m 15| B | % e n |5 | 5 | % | o
2014-2015 2015-2016

Pre-M 0.21 | 0.33 | 0.0029 | 117.5 | 76.92 0.23 | 0.33 | 0.0029 | 117.54 | 145.83

RS S, | 0.11 | 0.18 | 0.0027 | 117.5 | 60.71 | 28429 | 0.12 | 0.18 | 0.0027 | 117.56 | 133.33 | 49606
Post-M 0.31 | 0.49 | 0.0029 | 117.5 | 104.88 0.33 | 0.49 | 0.0029 | 117.53 | 142.86
Pre-M 0.14 | 0.32 | 0.0029 | 117.8 | 34.48 0.17 | 0.32 | 0.0029 | 117.82 | 57.78

RS S, | 0.05 | 0.13 | 0.0026 | 117.8 | 25.71 | 13233 | 0.09 | 0.17 | 0.0027 | 117.85 | 51.72 | 21739
Post-M 0.23 | 0.55 | 0.0029 | 117.8 | 50.77 0.26 | 0.50 | 0.0029 | 117.81 | 75.00
Pre-M 0.20 | 0.40 | 0.0029 | 117.2 | 31.52 0.22 | 0.38 | 0.0029 | 117.28 | 47.22

RS S; | 0.06 | 0.12 | 0.0025 | 117.3 | 19.61 9328 | 0.10 | 0.17 | 0.0027 | 117.31 | 37.78 14050
Post-M 0.25 | 0.49 | 0.0029 | 117.2 | 27.56 0.26 | 0.45 | 0.0029 | 117.28 | 34.78
Pre-M 0.51 | 0.36 | 0.0029 | 118.8 | 85.37 0.51 | 0.31 | 0.0028 | 118.85 | 104.17

RS S, | 021 | 0.15 | 0.0026 | 118.8 | 66.67 | 28697 | 0.24 | 0.14 | 0.0026 | 118.88 | 109.09 | 44661
Post-M 0.69 | 0.49 | 0.0029 | 118.8 | 101.08 0.90 | 0.55 | 0.0029 | 118.84 | 162.50
Pre-M 0.44 | 0.36 | 0.0029 | 117.9 | 82.19 0.46 | 0.38 | 0.0029 | 117.99 | 103.03

RS S; | 0.17 | 0.14 | 0.0026 | 118.0 | 49.02 | 28510 | 0.17 | 0.14 | 0.0026 | 118.03 | 60.00 | 34207
Post-M 0.59 | 0.49 | 0.0029 | 117.9 | 109.59 0.58 | 0.48 | 0.0029 | 117.99 | 126.87
Pre-M 0.34 | 0.37 | 0.0029 | 118.1 | 47.96 0.33 | 0.37 | 0.0029 | 118.18 | 61.73

RS S¢ | 0.13 | 0.14 | 0.0026 | 118.2 | 33.93 | 16047 | 0.12 | 0.14 | 0.0026 | 118.22 | 42.55 19504
Post-M 0.45 | 049 | 0.0029 | 118.1 | 5391 0.44 | 049 | 0.0029 | 11817 | 60.75
Pre-M 0.18 | 0.35 | 0.0029 | 119.4 | 29.89 0.19 | 0.35 | 0.0029 | 119.46 | 39.47

RS S, | 0.05 | 0.10 | 0.0025 | 119.5 | 12.33 | 9361 | 0.06 | 0.11 | 0.0025 | 119.50 | 16.42 | 12462
Post-M 0.29 | 0.55 | 0.0029 | 119.4 | 36.04 0.31 | 0.55 | 0.0029 | 119.45 | 48.42
Pre-M 0.24 | 0.35 | 0.0029 | 116.8 | 7391 0.30 | 0.36 | 0.0029 | 116.83 | 132.35

RS Sg | 0.13 | 0.19 | 0.0027 | 116.8 | 86.36 | 25152 | 0.17 | 0.20 | 0.0027 | 116.85 | 136.84 | 40427
Post-M 0.32 | 046 | 0.0029 | 116.8 | 54.32 0.36 | 043 | 0.0029 | 116.83 | 76.81
Pre-M 0.15 | 0.33 | 0.0029 | 117.8 | 26.83 0.18 | 0.32 | 0.0029 | 117.82 | 35.90

RS S, | 0.06 | 0.13 | 0.0026 | 117.8 | 13.51 8335 | 0.10 | 0.17 | 0.0027 | 117.85 | 21.62 | 11118
Post-M 0.0029 | 117.8 | 29.82 0.28 | 0.50 | 0.0029 | 117.81 | 36.84
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0.24 | 0.53

Pre-M 0.15 | 0.36 | 0.0029 | 118.1 | 20.95 0.16 | 0.32 | 0.0029 | 118.14 19.38

RS S, | 0.05 | 0.13 | 0.0026 | 118.1 6.12 13987 | 0.08 | 0.16 | 0.0026 | 118.16 9.52 17375
Post-M 0.21 | 0.51 | 0.0029 | 118.1 | 90.91 0.26 | 0.52 | 0.0029 | 118.13 | 118.18
Pre-M 0.08 | 0.34 | 0.0029 | 1185 | 17.91 0.09 | 0.38 | 0.0029 | 118.58 22.39
RS S, | 0.02 | 0.10 | 0.0025 | 118.6 | 20.00 | 10353 | 0.03 | 0.12 | 0.0026 | 118.62 26.00 11827
Post-M 0.12 | 0.55 | 0.0029 | 118.5 | 48.65 0.12 | 0.50 | 0.0029 | 118,57 | 51.35
Pre-M 0.17 | 0.35 | 0.0029 | 117.1 | 16.00 0.18 | 0.34 | 0.0029 | 117.12 62.22
RS S,,| 0.08 | 0.16 | 0.0026 | 117.1 8.00 5337 | 0.10 | 0.19 | 0.0027 | 117.14 | 48.57 16472
Post-M 0.23 | 0.48 | 0.0029 | 117.1 | 21.33 024 | 0.46 | 0.0029 | 117.12 29.84
Pre-M 0.03 | 0.24 | 0.0028 | 134.4 | 10.07 0.03 | 0.17 | 0.0027 | 134.47 | 46.43
RS S;;| 0.00 | 0.00 | 0.0021 | 134.5 4.63 29861 | 0.00 | 0.00 | 0.0021 | 134.55 | 2.53 17540
Post-M 0.10 | 0.76 | 0.0028 | 134.4 | 204.69 0.14 | 0.83 | 0.0027 | 134.47 | 81.48
Pre-M 0.09 | 0.32 | 0.0029 | 1184 | 24.14 0.12 | 0.34 | 0.0029 | 118.44 | 41.30
RS S,s| 0.05 | 0.18 | 0.0027 | 1184 7.44 7154 | 0.05 | 0.14 | 0.0026 | 118.47 7.36 8923
Post-M 0.14 | 0.50 | 0.0029 | 1184 | 29.17 0.18 | 0.52 | 0.0029 | 118.43 26.67
Pre-M 0.06 | 0.22 | 0.0027 | 1229 | 25.64 0.09 | 0.26 | 0.0028 | 122.94 | 44.12
RS S;s| 0.02 | 0.08 | 0.0025 | 122.9 6.67 5648 | 0.02 | 0.07 | 0.0024 | 122.98 5.26 13403
Post-M 0.20 | 0.70 | 0.0028 | 1229 | 13.15 0.22 | 0.66 | 0.0029 | 122.93 59.65
Pre-M 0.08 | 0.27 | 0.0028 | 121.2 9.15 0.09 | 0.26 | 0.0028 | 121.22 11.03
RS S| 0.04 | 0.14 | 0.0026 | 121.2 9.15 4773 | 0.04 | 0.11 | 0.0025 | 121.25 11.11 6193
Post-M 0.18 | 0.59 | 0.0029 | 121.2 | 21.49 0.21 | 0.63 | 0.0029 | 121.21 28.95
Pre-M 0.62 | 0.33 | 0.0029 | 118.3 | 146.55 0.62 | 0.33 | 0.0029 | 118.39 | 178.43
RS S;;1 0.26 | 0.14 | 0.0026 | 118.4 | 150.00 | 81596 | 0.28 | 0.15 | 0.0026 | 118.42 | 233.33 | 115995
Post-M 098 | 0.53 | 0.0029 | 118.3 | 391.18 098 | 0.52 | 0.0029 | 118.38 | 568.00

A careful analysis of tabulated values of Table.2 (a, b) reveals that, while

the values Ej;’ at sampling spots S, is based on the fancy assumption

calculating DEFCI score ,

0xlog0=0 which

creates uncertainty in the quantification of information contained in fluoride concentration of

ground water samples. However, the identification of most and least contaminated sampling spots

based on Deluca and Termini [16] and proposed fuzzy and single valued neutrosophic entropy

measures identical. This justifies the feasibility and compatibility of the proposed methodology of

identifying the most and least contaminated sampling spots.
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Most Contaminated

Fig.7 Identification of Most Contaminated Sampling Spot Based on DEFCI, FEFCI and NEFCI
Scores at Seventeen Sampling Spots (2014-15)

Fig.8 Identification of Most Contaminated Sampling Spot Based on DEFCI, FEFCI and NEFCI
Scores at Seventeen Sampling Spots (2015-16)

7.4 Impact of elevated Fluoride concentration on Community Health
According to [15] and [13], drinking water containing high concentrations of fluoride is one of the
main sources of fluorosis. As per American Dental Association (ADA), fluoride in water is beneficial
to people as it protects against cavities and reduces tooth decay by 20-40%. On contrary, just like any
other substance we are exposed to in our everyday lives, fluoride carries toxic effects in certain
quantities. Acute toxicity can occur after ingesting one or more doses of fluoride over a short time
period which then leads to poisoning. The stomach is the first organ that is affected. First signs and
symptoms are nausea, abdominal pain, bloody vomiting and diarrhea. Based on extensive studies,
probable toxic dose (PTD) was defined at 5 mg/kg of body mass. The PTD is the minimal dose that
could trigger serious and life-threatening signs and symptoms and requires immediate treatment
and hospitalization [11].

To evaluate the impact of elevated levels of Fluoride on public health, a survey was conducted in
the selected areas and interaction with the public was done. To verify the facts, local
Hospitals/Clinics and public health department were visited and authorities were consulted to

understand the nature of health problem people have been suffering. During these investigations, it
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was found out that residents, who have been using unfiltered/untreated groundwater for drinking,
have been suffering from dental Fluorosis or skeletal fluorosis, which mostly damage their bones &
joints. Many residents were observed with white streaks or specks in their teeth enamel. In skeletal
fluorosis, bones become hardened and less elastic that increases the risk of fracture. Residents were
found to be complaining about pain in bones and joints. Though this data could not be considered as
a base for medical investigations yet it could be measured as a connecting link between fluorosis and
drinking water with higher fluoride concentration. Similar kind of studies were conducted on
Factors influencing the relationship between fluoride in drinking water and dental fluorosis and
results of the systematic review have shown that dental fluorosis affects individuals of all ages, with
the highest prevalence below 11, while the impact of other factors (gender, environmental
conditions, diet and dental caries) was inconclusive. Meta-regression analysis, based on information
collected through systematic review, indicates that both fluoride in drinking water and temperature
influence dental fluorosis significantly and that these studies might be affected by publication bias.
Findings show that fluoride negatively affects people’s health in less developed countries [14].
Besides, fluoride acts as neurotoxin that could carry adverse impact on human development. As per,
International Association of Oral medicine and Toxicology (IAOMT), excessive use of added
fluoride may create skin problems, arteriosclerosis, arterial calcification, high blood pressure,
myocardial damage and some reproductive issues such as lower fertility and early puberty in girls.
CONCLUSION

It has been concluded that in Kangra district fluoride concentration in groundwater has
been increased since 2014 to 2016 and higher concentration has been observed during post-monsoon
season consecutively for both years. Although elevated levels of fluoride in drinking water have
shown adverse impact on people residing in this region; however no consistent pattern has been
observed during these studies for these health problems. Many other factors like nutrition can play a
significant role in weakening health condition also. By considering elevated levels of fluoride in
drinking water & health related issues, it is advisable for the public to treat the water before drinking
to avoid any health complications. State pollution control board should intervene in this matter and
to make sure that guidelines laid down by pollution board has been followed up regularly by the
industries before disposing off any wastewater in to any adjacent water body or open field.
In 2014-15, fluoride concentration varied from 0.06 to 0.85 mg/l during pre-monsoon; varied from
0.02 to 0.36 mg/l during rainy season; varied from 0.15 to 1.33 mg/l during post-monsoon. In 2015-16,
fluoride concentration of groundwater samples varied from 0.065 to 0.91 mg/l during pre-monsoon;
varied from 0.025 to 0.42 mg/l during rainy season; varied from 0.19 to 1.42 mg/l during
post-monsoon. Most of the sampling spots during all seasons have shown marginal value of
fluoride. Elevated levels of fluoride in groundwater for prolonged time cause many negative
impacts on public health such as fluorosis, discoloration, osteoporosis, cardiovascular disorders and
skeletal deformities. These studies have shown that local residents have been suffering from these
kinds of health issues due to elevated fluoride level in groundwater and advised to use proper water
purification techniques to avoid any health complications.
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Annexure.1Table 1 pH value of Seasonal Parameters Collected from Various Sampling Spots

Sampling Pre-Monsoon Rainy Season Post-Monsoon
Spots 2014-2015 2015-2016 2014-2015 2015-2016 | 2014-2015 2015-2016
S, 7.39 7.24 7.28 7.15 7.41 7.35
S, 7.58 7.45 7.35 7.29 7.65 7.52
S, 7.92 7.72 7.51 7.45 8.27 8.15
S, 7.82 7.72 7.45 7.33 7.93 7.8
S 7.73 7.66 7.51 7.45 7.73 7.67
S 7.98 7.81 7.56 7.47 8.15 8.07
S, 7.87 7.76 7.73 7.67 8.11 7.95
Sy 7.46 7.34 7.22 7.19 7.81 7.69
S, 7.82 7.78 7.74 7.74 8.14 8.14
S 6.65 6.57 6.51 6.51 6.89 6.89
S 7.67 7.67 7.25 7.25 7.37 7.37
S, 7.58 7.45 7.45 7.35 8.31 8.24
Si; 7.24 7.14 6.73 6.67 7.02 6.91
S, 7.58 7.46 6.61 6.57 6.76 6.65
A 6.87 7.34 6.75 6.62 6.29 6.81
Sie 8.42 8.36 7.82 7.72 8.21 8.14
S, 7.58 7.51 7.24 7.18 7.34 7.25
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Abstract: This paper introduces the concept of reliable nodes in neutrosophic soft graphs by
evaluating path-based parameters. A reliable node is defined as one which is least susceptible to
changes that are quantized by the indeterminacy and falsity values in a neutrosophic tuple. A new
path measure called farness and three novel reliability measures which make use of the same are
presented. Farness is defined in terms of a novel score function. The first, proximity reliability of a
node, computes the farness of a node to its neighbours. The second, intermediate reliability of a
node, computes the fraction of paths of minimal farness that pass through it. The third, crisis
reliability of a node, is a hybrid of the two previously defined. It considers the farness of a node to
its neighbours taking into account the farness of the neighbours to other nodes in the graph.
Keywords: Neutrosophic soft graphs, Strong arcs, Score functions, Proximity reliability,
Intermediate reliability, Crisis reliability.

1. Introduction

Graphs have been used to model and solve real-world problems in social and information systems
[1]. In the field of computer science, graphs are used to represent networks of communication, data
organization, computational devices, and the flow of computation to name a few. Graphs have also
been used extensively to model scenarios for path-based applications. For example, shortest path
problems used in route planning model the real world as a graph with the nodes representing
destinations and the edges representing connections between destinations through some mode of
transport. Some prevalent algorithms which make use of the graph model are Dijkstra’s shortest path
algorithm and the Floyd Warshall algorithm [2].

An edge connecting two nodes in a classical graph is binary in nature: It either exists or it doesn't.
Therefore, stochastic optimization problems cannot be modelled using classical graphs. An extended
version of the classical set is the fuzzy set where the elements have a value ranging from 0 to 1
indicating the degree of membership. Zadeh [3] introduced the degree of membership/truth (T) in
1965 and defined the fuzzy set. The concept of fuzziness in graph theory was described by Kaufmann
[4] using the fuzzy relation. Rosenfeld [5] introduced some concepts such as bridges, cycles, paths,
trees, the connectedness of fuzzy graphs and described some of the properties of the fuzzy graph.
Samanta and Pal [6] and Rashmanlou and Pal [7] presented the concept of irregular and regular fuzzy
graphs. Intuitionistic fuzzy sets (IFS) consider not only the membership grade (degree) but also
independent membership grade and non-membership grade for any entity. The only requirement is
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that the sum of non-membership and membership degree values be no greater than one. The idea of
the intuitionistic fuzzy set (IFS) as a modified version of the classical fuzzy set was introduced by
Atanassov [8-10]. The idea of the IFS relation and intuitionistic fuzzy graphs (IFG) was presented by
Shannon and Atanassov [11]. In real-world problems, uncertainties due to inconsistent and
indeterminate information about a problem cannot be represented properly by the fuzzy graph or
IFG. To overcome this situation, a new concept was introduced which is called the neutrosophic sets.
Smarandache [12] introduced the degree of indeterminacy/neutrality (I) as an independent
component in 1995 and defined the neutrosophic set on three components (T, I, F) = (Truth,
Indeterminacy, Falsity). Neutrosophic soft graphs [13] based on the soft set theory [14] is
a parameterized family of neutrosophic graphs. The class of all neutrosophic soft graphs is denoted
by NS(G¥).

The concept of centrality measures in graphs has been given a lot of attention as well. Nodal centrality
measures are used to quantify the influence of a node with respect to other nodes within the network.
Some of the more well-known centrality measures include the degree centrality [15] eigenvector
centrality [16], closeness centrality [17], and betweenness centrality [18]. The utilization of centrality
measures on networks to identify influential nodes can lead to a more comprehensive understanding
of the dynamics and behaviour of real-world systems. Past applications of the four well-known
centralities, along with various generalizations of the measures, on real-world networks include the
Internet, transportation systems and social systems. One of the most recent works in this area is that
of Heatmap centrality [19]. The heatmap centrality compares the distance of a node with the average
sum of the distance of its adjacent nodes in order to identify influential nodes within the network.
The readers can use the ideas in [24-25] to add more reliability measures. The readers can use the
applications in [26-33] to extend the ideas presented.

The motivation behind this paper was to develop path-based measures for neutrosophic soft graphs
to identify important nodes. The new measures developed would be a natural extension of centrality
measures to the neutrosophic domain. A new path measure for neutrosophic soft graphs is presented
in this work. The concept of reliability, an extension of centrality to neutrosophic soft graphs, is
defined. Three reliability measures based on the newly introduced path measure are also elucidated.

The rest of this paper is as follows. Section 2 lists the preliminaries required for the study of reliability
measures in neutrosophic soft graphs. Section 3 introduces the concept of reliability and proximity,
intermediate and crisis reliabilities with examples. Section 4 illustrates a real-world application of the
reliability measures. Section 5 concludes the paper.

2. Preliminaries

2.1. Definition [20]

A neutrosophic graph is defined as a pair ¢ = (V, E)) where:

1. V={vl,v2,..,vn}suchthatT =V - [0,1], ] =V - [0,1]andF =V - [0,1]
denotes the degree of truth-membership function, indeterminacy function and falsity-
membership function, respectively and

2. 0 < TA(x)+ IA(x) + FA(x) < 3

2.2 Definition [21]
Let U be an initial universe set and E a set of parameters or attributes with respect to U. Let P(U)

denote the power set of U and A c E. A pair (F, A) is called a soft set over U, where F is a mapping

given by F: A ->P(U). In other words, a soft set (F, A) over U is a parameterized family of subsets of
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U. For ecA, F(e) may be considered as the set of e-elements or e-approximate elements of the soft

sets (F, A).

2.3 Definition [22]

Let U be an initial universe and P be the set of all parameters. o(U) denotes the set of all
neutrosophic sets of U. Let A be a subset of P. A pair (J, A) is called a neutrosophic soft set over U.
Let o(V) denotes the set of all neutrosophic sets of V and o(E) denotes the set of all neutrosophic sets
of E.

2.4 Definition [23]

A neutrosophic soft graph G = (G#, ], K, A) is an ordered four tuple, if it satisfies the following

conditions:
i) Gx* = (V, E) is a neutrosophic graph
ii) A is a non-empty set of parameters

(

(

(iii) (J, A) is a neutrosophic soft set over V
(iv) (K, A) is a neutrosophic soft set over E,
(

V) (J(e), K(e)) is a neutrosophic graph of G*, then
Txey(xy) < {Tjey(x) A Tyey(ON)}
Ixey(xy) < {Le)(x) A Liiey(0)},
Frey(xy) < {Fjey(x) V Fyey(¥)}, such that
0 < Tgeey(xy) + Ige)(xy) + Fxey(xy) < 3 foralle € Aandx,y € V.

2.5 Definition [23]
Consider a neutrosophic graph G. Let (u, v) be any arc in G. An arc (u, v) is said to be strong arc, if
Tk(e)(W, V) = Ty (W, v) and I (o) (U, V) = Iy (W, v)and F (o) (U, v) = Fi(oy (W, v).
2.6 Definition [23]
Consider a neutrosophic graph G. Let vi, vj be any two vertices in G and if they are connected means
of a path then the strength of that path is defined as
(ming ; Ty ey (Vi, v)), min jIy o) (Vi, vj), max; jFg)(vi, vj)) where min; jTy ) (vi, vj) is theT (- strength
of weakest arc and min; Iy (vi, vj)is the Iy (.- strength of weakest arc and is the max; ;Fy ) (vi, vj)
is the Fy (.- strength of strong arc.
3. Reliability Measures
3.1 Definition (Strong-arced graph)
Consider a Neutrosophic graph G *. The underlying strong-arced graph G ' of G * is defined as the

spanning subgraph of G * with only strong arcs as edges. A strong-arc graph needn’t be connected

even if G * is connected.
3.2 Definition (Score function of the strength of a path)
Consider a neutrosophic soft graph H(e) corresponding to a parameter e. Consider a path in the
graph from u to v. Let the strength of the path be represented as a tuple (T, I, F). Then, the score of
the strength of the path is given by the function:

Str(w,v) =1 +t+i—-1£)/2

3.3 Definition (farness)
Consider a neutrosophic graph G. The farness of a node v in G is defined as
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Z Str(u,v)

3.4 Definition (Reliability)

Reliability can be considered as an extension of centrality to neutrosophic graphs. A reliable node is
one that is least susceptible to changes that are quantized by the indeterminacy and falsity values in
a neutrosophic tuple. Reliability talks about the robustness of the system, and its configuration to
avert failure. It gives the designer of a system scope to focus on unreliable nodes. In the context of
real-world applications, it is the node that remains intact/functional to a large extent.

3.5 Definition (Proximity Reliability)

Consider a strong-arced graph G'(e) of a neutrosophic soft graph H(e) corresponding to a parameter
e. The proximity reliability for node v in G’(e) denoted as Pr(v), is defined as the reciprocal of farness,
where farness is defined as the sum of the strength of the minimised strong arcs between node vi and
all other nodes in the network [5]. Generally, the proximity reliability is a measure of how fast data
spreads from the node vi, by taking into consideration that a node is close to all nodes in the network

and not just to its neighbours. In other words, proximity reliability denotes the connectivity of the

network.
Pr(v) = _
Zu!:v Str(u, v)
Algorithm
1. Begin

2. For all edges in the graph do:
a. Check if the edge is a strong arc
b. If true, add the edge to the list of strong arcs
3. For all the strong arcs in the graph do:
a. Obtain all the paths from one vertex of the edge to the other
Obtain the aggregate tuple of (T, I, F) values using definition 2.6
c. Assess the strength of the path by applying the formula Str(.) to these aggregate
tuples
d. Retain the maximum strength reliable paths
4. For each vertex in the strong-arced graph calculate the following;:
i. Pr(v)
ii. ~ Number of unreachable vertices
5. Sort the resultant tuples t = (Pr(v),number of unreachable vertices) according to
min(t[1]) and min(t[0]) (for tuples with the same t[1] values).
6. End.

3.6 Examples for Proximity Reliability
Consider two parameters describing the universe U: el, e2.

Consider the graph H(el) shown in Figure 1.
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2{0.5,05,06)

b{0.S, 0.6,0.7)

(04,05,08)

©0.4,05,06]

dl04.05.0.7)

{04,03,06)
cl04.03.06!

Figure 1

04,03, 06)

#05.05.08 140.5,06,0.7]
//‘\ 04,05, 0.6)
104,05,05] WA.03,08
u (0.4, 0.3, 0.6)
04,0507 ci04,03.06)
Figure 2

1. Obtain underlying strong-arced graph.

AB: (0.4,0.5,0.6) AD: (0.4,0.5,0.6) BC: (0.4,0.3,0.6) BD: (0.4,0.5,0.7) CD: (0.4,0.3,0.6)
A-D-C-B: A-B-C-D: B-A-D-C: B-A-D: (0.4,0.5,0.6) C-B-A-D:
(0.4,0.3,0.6) (0.4,0.3,0.6) (0.4,0.3,0.6) B-C-D: (0.4,0.3,0.6) (0.4,0.3,0.6)
A-D-B: (0.4,05,0.7) | A-B-D: (0.4,05,0.7) | B-D-C:(0.4,0.3,0.7) By property, BD is C-B-D:

By property, ABis | By property, ADis a | By property, BCisa | not a strong arc. (0.4,0.3,0.7)

a strong arc. strong arc. strong arc. By property,
CD is a strong
arc.

Table 1
2. Obtain all the shortest paths.
Reliable path from A to B: Reliable path from A to Reliable path from A to D:

Paths: A-B and A-D-B-C
(0.4,0.5,0.6) and (0.4,0.3,0.6)
Applying the formula: (1+T+I-
F)/2 we have,

(1+0.4+0.5-0.6)/2 = 0.65
(1+0.4+0.3-0.6)/2 = 0.55
Reliable path from A to B: A-
B

C

Paths: A-B-C and A-D-C
(0.4,0.3,0.6) and
(0.4,0.3,0.6)

Applying the formula:
(1+T+I-F)/2 we have,
(1+0.4+0.3-0.6)/2 = 0.55
(1+0.4+0.3-0.6)/2 = 0.55

Paths: A-D and A-B-C-D
(0.4,0.5,0.6) and (0.4,0.3,0.6)
Applying the formula: (1+T+I-F)/2
we have,

(1+0.4+0.5-0.6)/2 = 0.65
(1+0.4+0.3-0.6)/2 = 0.55

Reliable path from A to D: A-D

Reliable path from A to

C: A-B-C and A-D-C
Reliable path from B to C: Reliable path from B to Reliable path from C to D:
Paths: B-C and B-A-D-C D: Paths: C-D and C-B-A-D

(0.4,0.3,0.6) and (0.4,0.3,0.6)
Applying the formula: (1+T+I-
F)/2 we have,

(1+0.4+0.3-0.6)/2 = 0.55
(1+0.4+0.3-0.6)/2 =0.55
Reliable path from B to C: B-C
and B-A-D-C

Paths: B-A-D and B-C-D
(0.4,0.5,0.6) and
(0.4,0.3,0.6)

Applying the formula:
(1+T+I-F)/2 we have,
(1+0.4+0.5-0.6)/2 = 0.65
(1+0.4+0.3-0.6)/2=0.55
Reliable path from B to
D: B-A-D

(0.4,0.3,0.6) and (0.4,0.3,0.6)
Applying the formula: (1+T+I-F)/2
we have,

(1+0.4+0.3-0.6)/2 = 0.55
(1+0.4+0.3-0.6)/2 = 0.55

Reliable path from C to D: C-D and
C-B-A-D
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Table 2
3. Compute the proximity reliability.
VERTEX Pr (VERTEX) Number of
unreachable nodes
A Pr(A)= — = 0.540 0
(0.55+0.65+0.65)
B Pr(B)= —— = 0.540 0
(0.55+0.65+0.65)
1
D Pr(D) = —— = 0.540 0
(0.55+0.65+0.65)
Table 3
Hence in H(el) C is reliable as per the proximity reliability criterion.
Now consider H(e2),
al0.6,056,07) b(06, 0.7, 0.8)
(05, 06,07}
10.5,06,0.7) 0.5,04,07)

{05,04,07)
d(0.5,06,0.7) cl0.5,04,0.7)

Figure 3
1. Obtain underlying strong-arced graph. It is the same as figure 3.
2. Obtain all Reliable paths.
Reliable path from A to B: A-B
Reliable path from A to C: A-B-C and A-D-C
Reliable path from A to D: A-D
Reliable path from B to C: B-A-C, B-A-D-C and B-C
Reliable path from B to D: B-A-D
Reliable path from C to D: C-D, C-B-A-D and C-A-D

3. Compute the proximity reliability.

VERTEX Pr (VERTEX) Number of
unreachable nodes
A Pr(d) = ———— = 0.50 0
(0.740.6+0.7)
1
B Pr(B) = (0.7+0.6+0.7) 0.50 0
1
C PT(C) = m = 0.555 0
D Pr(D) = ——— = 0.4878 0
(0.740.65+0.7)

Table 4

Hence in H(e2) D is reliable as per the proximity reliability criterion.
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3.7 Definition (Intermediate Reliability)

Consider a strong-arced graph G'(e) of a neutrosophic soft graph H(e) corresponding to a
parameter e. The intermediate reliability of a vertex v in G'(e) is defined as the fraction of all the
Reliable paths between any two vertices that passes through v. Mathematically it is defined as
follows:

Number of shortest paths passing through v

Int(v) =
@) Total number of shortest paths between any two vertices

Inferences:
1. The higher the value of Int(v), the more reliable is the node.
2. 0<Intlv) <1
Algorithm:
1. Begin
2. For all edges in the graph do:
a. Check if the edge is a strong arc
b. If true, add the edge to the list of strong arcs

W

For all the strong arcs in the graph do:
a. Obtain all the paths from one vertex of the edge to the other
Obtain the aggregate tuple of (T, I, F) values using definition 2.6
c. Assess the strength of the path by applying the formula Str(.) to these aggregate
tuples
d. Retain the maximum strength reliable paths
4. For each vertex in the strong-arced graph calculate Int(v).
5. End.
Note: Intermediate reliability doesn’t maintain a count of the number of unreachable nodes. The
reason is that Intermediate reliability is a relative measure, it is the fraction of Reliable paths

passing through a particular vertex relative to the number of paths present.

3.8 Definition Sufficient criteria for G' = G*
Consider a neutrosophic graph G* based on parameter e. The underlying strong-arced graph G' is
the same as G* if the following criteria are met:

1. G’ has the same number of nodes as G*.

2. G’ has the same number of edges as G*.

3. Every edge in G* connecting nodes u and v is constructed as:

Min(T(u), T(v)), Min(I(u), I(v)), Max(F(u), F(v)))

Proof: The proof here is direct as every edge constructed using condition 3 will be a strong arc.
Every path in consideration will reduce to (Min(T(u), T(v)), Min(I(u), I(v)), Max(F(u), F(v))) of all the

edges along the path, which is the basis for constructing an edge in the first place.
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3.9 Examples for Intermediate Reliability:

Consider the same universe as described in Example 3.6.

Compute intermediate reliability for H(el).

Total number of Reliable paths: 9
Int(A) = 3/9, Int(B) = 2/9, Int(C) = 0/9, Int(D) = 2/9
Hence in H(el), A is the intermediate reliable node.

Compute intermediate reliability for H(e2).

Total number of Reliable paths: 11
Int(4) = 5/11, Int(B) = 2/11, Int(C) = 0/11, Int(D) = 2/11

Hence in H(e2), A is the intermediate reliable node.

3.10 Definition (Crisis Reliability)

Consider a strong-arced graph G’(e) of a neutrosophic soft graph H(e) corresponding to a
parameter e. The crisis reliability of a vertex v in G’(e) is defined as the difference between the
farness of v and the average farness of the neighbors of v. When the strong-arced graph contains
unreachable vertices resulting in un-connectedness, then, we take the maximum number of
unreachable neighbors when computing crisis reliability. The most reliable node is the one with
minimum farness and the minimum number of unreachable neighbors.

Algorithm:
Crisis Reliability:
1. Begin
2. For each parameter produced in the neutrosophic soft graph
a. For all edges in the graph
i. Find all paths between the vertices of the selected edge and reduce the path
to a neutrosophic tuple
ii.  If the current edge has larger or equal T, I value and smaller of equal F
value than all the known path reduces, then the current edge is strong
b. For each vertex in the graph
i. For every other vertex
1. find all the paths
2. compute the path cost for each path
3. obtain the max of all computed path costs to be the cost of reaching
that vertex
4. note the number of unreachable neighbors
ii. Farness=Sum all the path costs for reaching every other vertex
c. Reliability score
i. For each vertex
1. compute the neighbor farness by computing the average of farness
of neighbors
2. Score is computed as the difference between the farness of the
current vertex and the neighbor farness
3. note the maximum number of unreachable neighbors

A. Anirudh, Rf. Aravind Kannan, R. Sriganesh, R. Sundareswaran, S. Sampath Kumar, M. Shanmugapriya, Said Broumi,
Reliability Measures in Neutrosophic Soft Graphs



Neutrosophic Sets and Systems, Vol. 49, 2022

247

3. For each vertex in the graph, find the minimum reliability score and the maximum number

of unreachable neighbors as an aggregate across all the parameters produced neutrosophic
graph generated and tabulate the result.
4. Sort the tabulated result by the number of disconnected vertices. Within the same number

of disconnected nodes, sort by lower heatmap value.

5. Vertex at the top of the tabulated result is the most reliable during a crisis.

6. End

3.11 Examples for Crisis Reliability

Consider two parameters describing the universe U: el, e2.

Consider the graph H(el):

Figure 4
1. Find strong arcs.

Figure 5

Test if ab(0.5, 0.6, 0.8) is strong
a-e-d-b: (0.2,0.4,0.7)

a-e-d-c-b: (0.3, 0.4, 0.8)

ab is not a strong arc.

Test if be(0.5, 0.4, 0.8) is strong
b-d-c: (0.2, 0.4, 0.7)

b-a-e-d-c: (0.3, 0.4, 0.8)

bc is not a strong arc.

Test if cd(0.3, 0.4, 0.6) is strong
c-b-d: (0.2, 0.4, 0.8)

c-b-a-e-d: (0.3, 0.4, 0.8)

cd is a strong arc.

Test if de(0.3, 0.5, 0.6) is strong
d-b-a-e: (0.2, 0.4, 0.8)

d-c-b-a-e: (0.3, 0.4, 0.8)

de is a strong arc.

Test if ea(0.5, 0.6, 0.6) is strong
e-d-b-a: (0.2, 0.4, 0.8)
e-d-c-b-a: (0.3, 0.4, 0.8)

ea is a strong arc.

Test if bd(0.2, 0.4, 0.7) is strong
b-a-e-d: (0.3, 0.5, 0.8)

b-c-d: (0.3, 0.4, 0.8)

bd is not a strong arc.

Table 5

The underlying strong-arced graph is shown in Figure 5.

2. Obtain farness measures of each vertex.

Vertex a:

To b: Unreachable

To c: Unreachable

To d: Unreachable

To e: a-e (0.5, 0.6, 0.6) Farness
= (1+0.5+0.6-0.6)/2 = 0.75
Farness(a) = 0.75
Unreachable neighbors(a) =3

Vertex b:

To a: Unreachable

To ¢: b-d-c (0.2, 0.4, 0.7)
Farness = (1+0.2+0.4-0.7)/2 =
0.45

To d: b-d (0.2, 0.4, 0.7) Farness
= (1+0.2+0.4-0.7)/2 = 0.45

To e: Unreachable

Farness(b) = 0.9

Unreachable neighbors(b) = 2

Vertex c:

To a: Unreachable

To b: c-d-b (0.2, 0.4, 0.7)
Farness = (1+0.2+0.4-0.7)/2 =
0.45

To d: ¢-d (0.3, 0.4, 0.6) Farness
= (1+0.3+0.4-0.6)/2 = 0.55

To e: Unreachable

Farness(c) =1.0

Unreachable neighbors(c) =2

Vertex d:
To a: Unreachable

Vertex e:
To a: e-a (0.5, 0.6, 0.6) Farness
= (1+0.5+0.6-0.6)/2 = 0.75
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To b: d-b (0.2, 0.4, 0.7) Farness
= (1+0.2+0.4-0.7)/2 = 0.45

To ¢: d-c (0.3, 0.4, 0.6) Farness
= (1+0.2+0.4-0.7)/2 = 0.55

To e: Unreachable

Farness(d) =1.0

Unreachable neighbors(d) =2

To b: Unreachable

To c: Unreachable

To d: Unreachable
Farness(e) =0.75
Unreachable neighbors(e) =3

3. Compute crisis reliability.

Table 6

Farness(a) = 0.75
Unreachable neighbors(a) = 3
Neighbor Farness(a) =
Farness(e) =0.75
Unreachable neighbors from
neighbors(a) = Unreachable
neighbors(e) = 3

Aggregate unreachable
neighbors =max (3,3) =3
Score = Farness(a) — Neighbor
Farness(a) =0.75 - 0.75=0

Farness(b) = 0.9

Unreachable neighbors(b) = 2
Neighbor Farness(b) =
Farness(d) =1.0

Unreachable neighbors from
neighbors(b) = Unreachable
neighbors(d) =2

Aggregate unreachable
neighbors = max (2, 2) =2
Score = Farness(b) — Neighbor
Farness(b) =0.9 -1.0=-0.1

Farness(c) =1.0

Unreachable neighbors(c) =2
Neighbor Farness(c) =
Farness(d)=1.0

Unreachable neighbors from
neighbors(c) = Unreachable
neighbors(d) =2

Aggregate unreachable
neighbors = max (2,2) =2
Score = Farness(c) — Neighbor
Farness(c) =1.0-1.0=0

Farness(d) =1

Unreachable neighbors(d) =2
Neighbor Farness(d) = Mean
(Farness(b), Farness(c)) =
(0.9+1.0)/2=0.95
Unreachable neighbors from
neighbors(d) = max
(Unreachable neighbors(b),
Unreachable neighbors(c)) =
max(2,2)=2

Aggregate unreachable
neighbors = max (2, 2) =2
Score = Farness(d) — Neighbor
Farness(d) = 1-0.95 = 0.05

Farness(e) =0.75

Unreachable neighbors(e) =3
Neighbor Farness(e) =
Farness(a) = 0.75

Unreachable neighbors from
neighbors(e) =3

Aggregate unreachable
neighbors =max (3,3) =3
Score = Farness(e) - Neighbor
Farness(e) =0.75-0.75=0

Now consider the graph H(e2):

1. Find strong arcs. The strong-arc graph is the same as Figure 6.

Table 7

Figure 6
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2. Obtain farness measures of each vertex.

Vertex a:

Tob: a-b=0.6, To c:
a-b-c=0.5 a-d-c=0.5,
Tod:a-d=0.5
Farness(a)=0.6 + 0.5 +
0.5 =1.6; Unreachable
neighbors(a) =0

Vertex b:

To a: b-a=0.6, To c: b-
c=0.5,Tod: b-c-d =
0.45 b-a-d = 0.45
Farness(b) = 0.6 + 0.5 +
0.45=1.55;
Unreachable
neighbors(b) =0

Vertex c:

To c: c-b-a=0.5 c-d-a
=0.5,Tob: c-b=0.5,
To d: ¢-d = 0.55
Farness(c) =0.5+0.5+
0.55 = 1.55;
Unreachable
neighbors(c) =0

Vertex d:

To a: d-a=0.5, To b:
d-c-b =0.45, d-a-b =
0.45, To c: d-c =0.55
Farness(d) = 0.5 + 0.45
+055=1.5;
Unreachable
neighbors(d) =0

Table 8
3. Compute crisis reliability.

H(e1) H(e2) Aggregate

Score Unreachable | Score Unreachable | Score Unreachable
A |0 3 0.075 0 0 3
B |-0.1 2 -0.025 0 -0.1 2
c |0 2 0.025 0 0 2
D | 0.05 2 -0.075 0 -0.075 2
E |0 3 - - 0 3

Table 9

4. Applications

We consider a neutrosophic set of five countries: Germany, China, USA, Brazil and Mexico.

Suppose we want to travel between these countries through an airline journey. The airline

companies aim to facilitate their passengers with high quality of services.

Mawo
(0.5,0.2.0.3)

(0.3,

(0.2,0.1.0.3)

Beanl
0.1L0.1)

(0.1,01,02)

Figure 7

The reliability measures presented in this paper can be applied to the above graph to obtain the

central nodes:
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Proximity Reliability:

On applying proximity reliability, we obtain the following statistic:

Pr(United States) = 0.328, Number of unreachable nodes: 0

Pr(Mexico) = 0.4, Number of unreachable nodes: 0

Pr(Germany) = 0.322, Number of unreachable nodes: 0

Pr(Brazil) = 0.408, Number of unreachable nodes: 0

Pr(China) = 0.328, Number of unreachable nodes: 0

Conclusion: ‘China’ is the node that is the most reliably connected to all other nodes, and is
connected with every other node as well. It can thus be used as a fail-safe airport in case an airplane
needs to make an emergency landing.

Intermediate Reliability:

On applying intermediate reliability, we obtain the following statistic:

Total number of Reliable paths: 10

Int(United States) = 3/10, Int(Mexico) = 0/10, Int(Germany) = 0/10, Int(Brazil) = 0/10
Int(China) = 5/10.

Conclusion: The node “‘China’ lies on 50% (half) of the reliable paths between the nodes. It can thus
be used as a connecting terminal for long-distance flights.

Crisis Reliability:

United States: (0.175,0), Mexico: (-0.45,0), Germany: (-0.1,0), Brazil (-0.4,0), United States: (0.2,0).
Conclusion: The node ‘Mexico’ can reach other destinations more reliably than other nodes. Airplane
companies can therefore make a strategic decision to dock planes in Mexico or to start journeys from

Mexico for flights that go to multiple destinations.

5. Conclusions

In this paper, the concept of strong-arced graphs and reliability measures were introduced. Three
pertinent reliability measures, namely, proximity, intermediate and crisis reliability were discussed.
The first, proximity reliability of a node, computes the farness of a node to its neighbors. The second,
intermediate reliability of a node, computes the fraction of paths of minimal farness that pass through
it. The third, crisis reliability of a node, is a hybrid of the two previously defined. It considers the
f