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Abstract

 In recent times, refined neutrosophic sets introduced by Deli [6] has been one of the most powerful and flexible approaches for dealing with complex and uncertain situations of real world. In particular, the decision making methods between refined neutrosophic sets are important since it has applications in various areas such as image segmentation, decision making, medical diagnosis, pattern recognition and many more. The aim of this paper is to introduce a new distance-based similarity measure for refined neutrosophic sets. The properties of the proposed new distance-based similarity measure have been studied and the findings are applied in medical diagnosis of some diseases with a common set of symptoms.
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Introduction
The vagueness or uncertainty representation of imperfect knowledge becomes a crucial issue in the areas of computer science and artificial intelligence. To deal with the uncertainty, the fuzzy set proposed by Zadeh [39] allows the uncertainty of a set with a membership degree between 0 and 1. Then, Atanassov [1] introduced an intuitionistic Fuzzy set (IFS) as a generalization of the Fuzzy set. The IFS represents the uncertainty with respect to both membership and non-membership. However, it can only handle incomplete information but not the indeterminate and inconsistent information which exists commonly in real situations. Therefore, Smarandache [25] proposed a neutrosophic set. It can independently express truth-membership degree, indeterminacy-membership degree, and false membership degree and deal with incomplete, indeterminate, and inconsistent information. Also, several generalization of the set theories made such as fuzzy multi-set theory [28, 29], intuitionstic fuzzy multi-set theory [20-24] and refined neutrosophic set theory [5, 6, 8-11, 13, 26, 31]. Many research treating imprecision and uncertainty have been developed and studied. Since then, it is applied to various areas, such as decision making problems [2-4, 7, 12, 14-19, 27, 30, 33-37]. 

Another generalization of above theories that is relevant for our work is single valued neutrosophic refined (multi) set theory by introduced Ye [32, 38] which contain a few different values. A single valued neutrosophic multi set theory have truth-membership sequence[image: image2.png](1%, 12@), .. w)



, indeterminacy-membership sequence [image: image4.png](v @), v3@),.. v5 W)



 and falsity-membership sequence [image: image6.png](Wi, w3 @), .. w5 W)



of the element [image: image8.png]u €U



.
The paper is organized as follows: In section 2, introduces some concepts and basic operations are reviewed. In section 3, presents a new distance-based similarity measure for refined neutrosophic sets and investigates their properties. In section 4, the similarity measures are applied to medicine diagnosis. Finally, Conclusions and further research are contained.
Background
Definition 1. [25]Let[image: image10.png]


 be a universe. [image: image12.png]


 neutrosophic sets [image: image14.png]


 over [image: image16.png]


 is defined by 

[image: image17.png]A ={<u, (1), v,(w),w, (W) >u €U




where, [image: image19.png]U (W)



, [image: image21.png]v (w)



and [image: image23.png]w4 (w)



 are called truth-membership function, indeterminacy-membership function and falsity- membership function, respectively. They are respectively defined by

[image: image24.png]PaU—>]70,1%[, v U-]70,1%[, we:U-]70,1%[




such that [image: image26.png]0~ < py(wW+vg(wW+wy(w) <37



.

Definition 2 [31] Let [image: image28.png]


 be a universe. An single valued neutrosophic set (SVN-set) over [image: image30.png]


 is a neutrosophic set over [image: image32.png]


, but the truth-membership function, indeterminacy-membership function and falsity- membership function are respectively defined by

[image: image33.png]paU—[01], v U-[01], wgeU-[01]




Such that [image: image35.png]0 < pg(wW+vg(wW)+wy(w) <3



.

Definition 3. [32] Let [image: image37.png]


 be a universe. A neutrosophic multiset set (Nms) [image: image39.png]


 on [image: image41.png]


 can be defined as follows:

[image: image42.png]A = (< u,(p @), 12 W), . kW) ), (v W), v3 @), .. v @) ), (wh (), wiw), .. wh @) > u € U}




where,

[image: image43.png](W), p4(w), ... p%(w):U - [0,1],




[image: image44.png]vh (W), v5(w),...vh(w):U - [0,1],




and

[image: image45.png]wh(w),wi(w),..whw):U - [0,1]




such that

[image: image46.png]0 < suppis(w) + supvi(w) + supwi(w) <3




[image: image48.png]


and

[image: image49.png](#% @, 2@, .. 1B @), (v W), V3 @), ., vE () ) and (wh(w), w3 W), ..





Is the truth-membership sequence, indeterminacy-membership sequence and falsity- membership sequence of the element [image: image51.png]


 respectively. Also, P is called the dimension (cardinality) of Nms  [image: image53.png]


 denoted[image: image55.png]d(A)



. We arrange the truth- membership sequence in decreasing order but the corresponding indeterminacy- membership and falsity-membership sequence may not be in decreasing or increasing order.

The set of all Neutrosophic multisets on [image: image57.png]


 is denoted by [image: image59.png]NMS(U)



.

Definition 4. [5,32,38] Let [image: image61.png]A,B € NMS(U)



. Then,

(1) [image: image63.png]


 is said to be Nm-subset of [image: image65.png]


 is denoted by  [image: image67.png]


if [image: image69.png]pia(w) < ps(w),



 

[image: image71.png]v (u) = vh(u)



, [image: image73.png]wi(w) = wi(u)



, [image: image75.png]Vueu



 and [image: image77.png]



    (2)[image: image79.png]


 is said to be neutrosophic equal of [image: image81.png]


 is denoted by [image: image83.png]


 if [image: image85.png]'ty (w) = pk(w),




[image: image87.png]vl (u) = vi(u)



,[image: image89.png]wi(u) = wi(u)



, [image: image91.png]Vueu



 and [image: image93.png]



(3) The complement of [image: image95.png]


 denoted by[image: image97.png]


 and is defined by 

[image: image98.png]2@), (v, 3 @), . v5 @), (150,15 @), . u5()) >:u € U





[image: image100.png](4)



 If [image: image102.png]uy(w) =0



 and [image: image104.png]vh(w) = wh(w =1



 for all [image: image106.png]u €U



 and [image: image108.png]


 then

[image: image110.png]


 is called null ns-set and denoted by [image: image112.png]



[image: image114.png](5)



 If [image: image116.png]pla(w) =1



 and [image: image118.png]vh(uw) = wh(w) =0



 for all [image: image120.png]u €U



 and [image: image122.png]


 then

[image: image124.png]


 is called universal ns-set and denoted by [image: image126.png]



[image: image128.png](6)



 The union of [image: image130.png]


 and [image: image132.png]


 is denoted by [image: image134.png]


 and is defined by 

[image: image135.png]C = (< u,(p2@),p3@),... BEW) ), (v, V2 W), .. ¥ (), (W (), wE (w), . wE (w) ) =+u € U}




Where [image: image137.png]e = pla(w) v ps(w)



,  [image: image139.png]v = vl (u) Avg(u)



, [image: image141.png]wé = whu) Awj(w)



,
 [image: image143.png]VueU



 and [image: image145.png]


 

[image: image147.png](7



 The intersection of [image: image149.png]


 and [image: image151.png]


 is denoted by [image: image153.png]


 and is defined by

[image: image154.png]D = (< u, (b @), 3@, .. W), (v3 W), v W),..v§ @) ), (wd @, wh ), .. wE(w)) >:u € U




where [image: image156.png]b = pl () v pk (w)



,  [image: image158.png]vh = vh(u) A vh(w)



, [image: image160.png]wh = wh(w) A wh(u)



, [image: image162.png]VueU



 

and [image: image164.png]



[image: image166.png](8)



 The addition of [image: image168.png]


 and [image: image170.png]


 is denoted by [image: image172.png]


 and is defined by

[image: image173.png]Uy = (< (i, (@), @), .15, @) ), (v, @), v3, @), .. v], @), (w, @), wi, (), .. W, (W) =:u € U)




where [image: image175.png]pi, = wia(w) + ppw) — pia(w). up(w),



 [image: image177.png]vy, = via(W).v(u)



, [image: image179.png]wiy, = wi(w).wi(w)




[image: image181.png]VueU



 and [image: image183.png]



[image: image185.png](9)



 The multiplication of [image: image187.png]


 and [image: image189.png]


 is denoted by [image: image191.png]AIB=U,



 and is defined by

[image: image192.png]U, = (< (ud, @), 13, @), .15, @), (vd, @), v3, @), ..v5, @), (wd, @), wi, (), .. wE, (W) > u € U}




where [image: image194.png]pi, = a(w). up(W)



,   [image: image196.png]vy, = V(W) + vi(w) — v (w).vi(w)



,[image: image198.png]


 [image: image200.png]wiy, = wi(w) + wi(u) —wi(w).wi(w)



 [image: image202.png]VueU



 and [image: image204.png]



Here [image: image206.png]V, A+,.,—



 denotes maximum, minimum, addition, multiplication, subtraction of real numbers respectively.

Definition 5. [6] Let

[image: image207.png]A = (< u,(p @), 12 W), . kW) ), (v W), v3 @), .. v @) ), (wh (), wiw), .. wh @) > u € U}




and

[image: image208.png]B = (< (1B W.r3W, .. 1E@W), (vAwW), v3@W), .. vE @), (wh @), wi (), .. wh ) >:u € U)





And be two NMSs, then the normalized hamming distance between [image: image210.png]


 and [image: image212.png]


 can be defined as follows:

[image: image213.png]» e
4,(AB ):Ezw. U aCu) = s P + [ ) = w5 )P + |wA(u.)—w,,(u.)|v1}




where A,B are two SVNSs [image: image215.png]


 are the weight of the element [image: image217.png]


 with [image: image219.png]


 and [image: image221.png]



In the next section, we will define a new Hybrid Distance-Based Similarity Measures for Refined Neutrosophic Sets (RNSs).
Hybrid Distance-Based Similarity Measures for Refined Neutrosophic Sets
Definition 6  For two refined neutrosophic sets [image: image223.png]


 and [image: image225.png]


  in a universe of discourse which are denoted by 
[image: image226.png]A = (< u,(p @), 12 W), . kW) ), (v W), v3 @), .. v @) ), (wh (), wiw), .. wh @) > u € U}




and

[image: image227.png]B = {<u (1BW.HEW,.. W), (vAw, v3@, ..v




[image: image229.png]uly (w), pk (W), vl (w), vi (w), wi (w),wi(w) € [0,1]



 for every [image: image231.png]


 Let us consider the weight [image: image233.png]


 [image: image235.png]


 with [image: image237.png]


 and [image: image239.png]



The, we define the refined generalized neutrosophic weighted distance measure:
[image: image241.png]W
2 (A8 ) = (LT 0 el — s @ + [oia ) — vl + wisCa) —wi) 1)



        (1)
where  [image: image243.png]P> 0.




As the Hamming distance and Euclidean distance, which are two typical distance measures, are usually used in practical applications [11 ye ] when [image: image245.png]


.  we can obtain the refined neutrosophic weighted Hamming distance and the refined neutrosophic weighted Euclidean distance, respectively, as follows:
[image: image246.png]@ [l () — s ()| + vk () — vh ()| + [wia () — wh(w))|, @




[image: image247.png]P 2
d:(AB)= {%Z o, [l ) — @I + ok ) — vh @I + |w'4(u.)fw;,(u.)|’]} ®

=




Therefore,  Eqs. (2) and (3) are the special cases of Eq. (1). Then, for the distance measure, we have the following proposition.

Proposition 7 The distance measure[image: image249.png]dp(A,B )



 for [image: image251.png]p=>0



satisfies the following properties:

(H1) [image: image253.png]0=dy(AB)=1



;

(H2)[image: image255.png]dp(AB )=0



 if and only if [image: image257.png]


;

(H3)[image: image259.png]dp(AB ) =dp(BA )



;

(H4)If [image: image261.png]


 , [image: image263.png]


 is a refined neutrosophic in [image: image265.png]


, then [image: image267.png]<



and[image: image269.png]dp(B,C) = dp(A,C)



.

Proof: It is easy to see that [image: image271.png]dp(AB )



 satisfies the properties[image: image273.png](H1) — (H3)



. Therefore, we only prove (H4). Let [image: image275.png]


, then

[image: image277.png](W) < ph(w) < ph(u)



 , [image: image279.png]vh(w) = vh(u) = pb(w)



, [image: image281.png]wh(w) = wh(u) = pb(w)



, [image: image283.png]Vu €U



 and 
[image: image285.png]


 we obtain following  relations:

[image: image287.png]|k () — s )| < |uiaCu) — b @) s |k () — pe)|” < |nis () — uE@)|



,

[image: image289.png]vl () — vE )] < vl () — vEu)| s [vh(u) — vE@)| < [vi(w) —vi@)|



,

[image: image291.png]Wi (u) — wh)]” < |wii(u) —wi@)| s |whu) —wiu)|” < |wih(u) —wi)]



,
Hence,

[image: image292.png]|k () — s )| + vl (u) — vh(u)|” + Wi (u) —wh()]




[image: image294.png]< |ula () — e )| + vl (u) — vE@)|” + whw) —wi)]



,

[image: image295.png]|k (u) — i@ + |vh ) — vE@)| + [whu) —wiw)|




[image: image296.png]< |ula () — e )| + vl (u) — vE@)|” + whw) —wi)]




[image: image298.png]d;(A,C) 2 d;(AB)



 and [image: image300.png]d;(A,C) = d,(B,C)



 for [image: image302.png]A>0



. 
Example 8: Assume that we have the following three refined neutrosophic weighted Hamming distance and the refined neutrosophic weighted Euclidean distance, in a universe of discourse [image: image304.png]u €U



: let [image: image306.png]0.2,



 [image: image308.png]0.4,



 [image: image310.png]0.4



. 

[image: image311.png]A = (u,(0.8,0.5,0.6),(0.3,0.1,0.5),(0.2,0.3,0.4))




[image: image312.png]B = (u,(0.5,0.7,0.6),(0.2,0.3,0.4), (0.1,0.3,0.2))




[image: image313.png]1

e [t = b )| + ) = v | + o ) = wh )]




[image: image314.png]@1 (I () — uz(uy)| + |va(uy) —va(uy)| + lwa () —wz (w)l)
=3 [Fea(lud @) — mB @)l + w2 () — vE ()| + Wk () —wi ()
+y(lud (ug) — 13 ()l + [v3 (ug) — v3(ua)| + Wi (ug) — wi (ws)D.




[image: image315.png]1
=3002(10.8-0.5] +103 - 0.2] +[0.2 ~ 0.1) + 0.4(0.5 — 0.7] + [0.1 - 0.3] + [0.3 - 0.3])




[image: image316.png]+0.4(]0.6 — 0.6] + |0.5 — 0.4| + [0.4 — 0.2[)]




[image: image317.png]= % [(0:2(0.3+0.1+0.1)) + (0.4(0.2+ 0.2)) + (0.4(0.1 + 0.2))]




[image: image318.png]d(A,B

0,127




[image: image319.png]P /2
(45 )= {;Z e )~ k@O + o) ~ vl + Iwm)—w,uu.)rl}




[image: image320.png]2

o (115 () — 1 () P + 03 () — vA () P + w3 () — wi(up)IP)

{1[w1(lu.‘4(u1) )P + vk (uy) — va(u) P+ wh(u) — Md(w)l’)}
Fwy (I3 () — 13 (ua) 1 + [v3 (ug) — v3(ug) P + w3 (ug) — wi(ug) )]




[image: image321.png]2
1 /2
a[o.z(lo.s— 0512 +10.3—0.2]> + 0.2 — 0.1)
+0.4(]0.5—0.7]> + 0.1 — 0.3]> + [0.3 — 0.3)
+0.4(]0.6 — 0.6/2 + [0.5 — 0.4]% + 0.4 — 0.2[?)]




[image: image322.png]/2
= [1 {(0,2(0,09+ 0,01 +0,01)) + (0,4(0,04 + 0,04)) + (0,4(0,01 + 0.04))}] ’





[image: image323.png]d,(A,B )= 0,157




Definition 9 Let
[image: image324.png]A = (< u,(p @), 12 W), . kW) ), (v W), v3 @), .. v @) ), (wh (), wiw), .. wh @) > u € U}




and

[image: image325.png]B = {<u (1BW.HEW,.. W), (vAw, v3@, ..v




be two refined neutrosophic sets. Then, hybrid similarity measure between refined neutrosophic  sets [image: image327.png]A and B,



 denoted
 [image: image329.png]Hybd(A,B ) = @ (221 w; [l1a () — s ()| + [v Cat) + v )| + e (u) — w”<u.)|])+

1
(1 - 0) (322 0 [luiaCu) — QI + vt () + v + wisCue) - wiw)F]) . G




 

Note that similarity and distance (dissimilarity) measures are complementary: when the first increases, the second decreases. Normalized distance measure and similarity measure below are dual concepts. Thus,
[image: image330.png]6(A,B) =1—Hybd(A,B)




and vice versa. The properties of distance measures below are complementary to those of similarity measures.

Remark: Then, to compare hybrid similarity measures, the positive ideal refined neutrosophic solution and negative ideal refined neutrosophic solution are defined as;
[image: image331.png]max (), 1), . w8, )) + min (v3(), v (), . wh @) + min (wh () wh (), . wh (W)
3





[image: image332.png]min (120,12, - 15,0)) + max (v3(), v (), . vh ) + max (wh (), whw), . wh )
¢im = 3





respectively.[image: image334.png]


.
Proposition 10 The similarity measure[image: image336.png]6,(A,B)



 for [image: image338.png]p=>0



satisfies the following properties;

(HD1) [image: image340.png]0=6,(AB)=1



;

(HD2)  [image: image342.png]6,(AB) =1



 if and only if[image: image344.png]


;

(HD3) [image: image346.png]6, (A, B) = 6,(B,A)



;

(HD4) If [image: image348.png]


 , [image: image350.png]


 is a refined neutrosophic in [image: image352.png]


, then  [image: image354.png]6, (A, C) = 6,(A,B)



 and
 [image: image356.png]6,(A,C) =6,(B,C)



.
Assume that there are two refined neutrosophic 
[image: image357.png]A = (< u,(p @), 12 W), . kW) ), (v W), v3 @), .. v @) ), (wh (), wiw), .. wh @) > u € U}




and
[image: image358.png]B = {<u (1BW.HEW,.. W), (vAw, v3@, ..v




in a universe of distance [image: image360.png]Vu; €U



 Thus, according to the relationship between the distance and the similarity measure, we can obtain the following refined neutrosophic similarity measure:

[image: image361.png]6(A,B)=1—Hybd(A,B)




[image: image363.png]=1 (@ (G 0 ke () — b )| + [vig () + v ()| + [wi () —wh(w|]) +



 
    [image: image365.png]r])”)
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   (4)
Obviously, we can easily prove that [image: image367.png]8,(A,B)



 satisfied the properties [image: image369.png](HD1) — (HD4)



 in proposition 10 by the relationship between the distance and the similarity measure and the proof of proposition 7, which is omitted here. 
Furthermore, we can also propose another refined neutrosophic similarity measure:

[image: image370.png]1—Hybd(A,B)

%(AB) = T Hybd(A, )




[image: image371.png]( @ (%Zlew. Tk () — s Q| + |k () + vh ()| + [wiy () — Wg‘s(u.)I]) +
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Then, the similarity measure [image: image373.png]8, (A, B)



 also satisfied the properties [image: image375.png](HD1) — (HD4)



 in Proposition 2.

Proof: It is easy to see that [image: image377.png]8, (A, B)



 satisfies the properties[image: image379.png](HD1) — (HD3)



. Therefore, we only property[image: image381.png](HD4)



.

As we obtain [image: image383.png]6, (A B) = 6,(A.C)



 and  [image: image385.png]6,(B,C) = 6,(A,C)



 for [image: image387.png]p >0



 from the property (H4) in proposition 1, there are [image: image389.png]1-6,(AB)21-6,(AC), 1-6,(B.C) 21— 6,(A,C)



 

[image: image391.png]1+6,(AB)=1+6,(AC)



 and [image: image393.png]1+6,(B,C) =1+ 6,(AC).



 Then, there are the following inequalities:
[image: image394.png]1-dp(AB) 1-dy(AC) o 1-d(B.C) 1-dp(AC)
1+d,,(.ﬂ,3) 1+d, @e) 1+d,(B,6) " 1+d,(AC)





Then, there are [image: image396.png]6, (A, C) = 6,(A,B)



 and [image: image398.png]6,(A,C) =6,(B,C)



. Hence, the property [image: image400.png](HD4)



 is satisfied.

Example 11:  Assume that we have the following two refined neutrosophic hybrid similarity measure in a universe of discourse[image: image402.png]ueEU



; let [image: image404.png]0.2,



 [image: image406.png]0.3,



 [image: image408.png]0.5



.
[image: image409.png]A = (u,(0.5,0.5,0.3),(0.8,0.1,0.2),(0.2,0.8,0.9))




[image: image410.png]B = (u,(0.5,0.1,0.6),(0.2,0.3,0.9), (0.6,0.3,0.2))
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[image: image417.png]Hybd(A,B ) = 0.4935





[image: image418.png]6(A,B)=1—Hybd(A,B)
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Medical diagnosis using the Hybrid similarity measure
We consider a medical diagnosis problem from practical point of view for illustration of the proposed approach. Medical diagnosis comprises of uncertainties and increased volume of information available to physicians from new medical technologies. The process of classifying different set of symptoms under a single name of a disease is very difficult task. In some practical situations, there exists possibility of each element within a lower and an upper approximation of refined neutrosophic sets. It can deal with the medical diagnosis involving more indeterminacy. Actually this approach is more flexible and easy to use. The proposed similarity measure among the patients versus symptoms and symptoms versus diseases will provide the proper medical diagnosis. The main feature of this proposed approach is that it considers truth membership, indeterminate and false membership of each element between two approximations of refined neutrosophic sets by taking one time inspection for diagnosis.

Now, an example of a medical diagnosis is presented. Let [image: image421.png]P = {Erol,Harun, Deniz}



 be a set of patients, [image: image423.png]D = {Viral Fever, Tuberculosis, Throat disease}



 be a set of diseases and S={Throat pain, headache, body pain} be a set of symptoms. Our solution is to examine the patient at different time intervals (three times a day), which in turn give arise to different truth membership, indeterminate and false membership function for each patient. Let [image: image425.png]0.2,



 [image: image427.png]0.5,



 [image: image429.png]0.3




Table 1: Q (the relation Between Patient and Symptoms)

	Q
	Throat pain
	Headache
	Body Pain

	Erol
	[image: image430.png]((0.1,0.3,0.6), (0.3,0.8,0.3), (0.3,0.3,0.4))




[image: image431.png]((0.8,0.2,0.9),(0.7,0.4,0.4), (0.2,0.7.0.5))




[image: image432.png]((0.9,0.5,0.6), (0.3,0.3,0.5), (0.2,0.3,0.4))




	[image: image433.png]((0.1,0.5,0.6), (0.3,0.5,0.8), (0.9,0.3,0.7))




[image: image434.png]((0.5,0.5,0.5),(0.6,0.3,0.5), (0.4.0.3,0.4))




[image: image435.png]((0.6,0.7,0.8), (0.5,0.3,0.5), (0.5,0.4,0.1))




	[image: image436.png]((0.7,0.2,0.1),(0.5,0.6,0.3), (0.2,0.3,0.4))




[image: image437.png]((0.5,0.5,0.3),(0.3,0.4,0.5), (0.3,0.2,0.2))




[image: image438.png]((0.1,0.3,0.1),(0.6,0.9,0.3), (0.2,0.4.0.4))





	Harun
	[image: image439.png]((0.6,0.5,0.5),(0.5,0.4,0.5), (0.4.0.3,0.4))




[image: image440.png]((0.3,0.5,0.6), (0.6,0.9,0.4), (0.5,0.3,0.9))




[image: image441.png]((0.8,0.7,0.1),(0.8,0.7,0.5), (0.3,0.7.0.4))




	[image: image442.png]((0.1,0.5,0.6), (0.6,0.7,0.5), (0.3,0.3,0.4))




[image: image443.png]((0.3,0.3,0.6), (0.4,0.4,0.7), (0.3,0.3,0.9))




[image: image444.png]((0.8,0.5,0.6), (0.5,0.8,0.5), (0.8,0.5,0.4))




	[image: image445.png]((0.8,0.6,0.6), (0.5,0.6,0.4), (0.4,0.3,0.5))




[image: image446.png]((0.5,0.2,0.3),(0.9,0.6,0.5), (0.9,0.3,0.4))




[image: image447.png]((0.8,0.5,0.7),(0.6,0.5,0.4), (0.5,0.3,0.4))





	Deniz
	[image: image448.png]((0.8,0.6,0.6), (0.6,0.6,0.6), (0.6,0.7.0.5))




[image: image449.png]((0.1,0.3,0.6), (0.8,0.8,0.7), (0.8,0.5,0.9))




[image: image450.png]((0.8,0.5,0.6), (0.6,0.7,0.9), (0.6,0.9,0.5))




	[image: image451.png]((0.1,0.5,0.6), (0.9,0.6,0.8), (0.9,0.5,0.7))




[image: image452.png]((0.7,0.4,0.2), (0.9,0.8,0.8), (0.6,0.8,0.5))




[image: image453.png]((0.9,0.5,0.7),(0.6,0.8,0.7), (0.5,0.8,0.6))




	[image: image454.png]((0.4,0.5,0.6), (0.7,0.6,0.6), (0.7.0.8,0.6))




[image: image455.png]((0.5,0.2,0.3),(0.8,0.9,0.7), (0.9,0.5,0.5))




[image: image456.png]((0.7,0.2,0.1),(0.8,0.6,0.9), (0.5,0.9,0.9))






Let the samples be taken at three different timings in a day (in 07:00, 15:00 and 23:00)

Table 2: R (the relation among Symptoms and Diseases)

	R
	Viral Fever
	Tuberculosis
	Typhoid

	Throat pain
	[image: image457.png]((0.2,0.5,0.6), (0.3,0.1,0.6), (0.2,0.8,0.4))




	[image: image458.png]((0.6,0.5,0.7),(0.2,0.1,0.5), (0.4.0.3,0.4))




	[image: image459.png]((0.1,0.5,0.6), (0.3,0.1,0.2), (0.5,0.3,0.7))





	Headache
	[image: image460.png]((0.4,0.5,0.6), (0.2,0.7,0.5), (0.7.0.4.0.1))




	[image: image461.png]((0.7,0.2,0.1),(0.5,0.7,0.3), (0.3,0.2,0.4))




	[image: image462.png]((0.3,0.2,0.3),(0.3,0.1,0.8), (0.9,0.3,0.4))





	Body Pain
	[image: image463.png]((0.9,0.5,0.7),(0.6,0.9,0.1), (0.5,0.9,0.4))




	[image: image464.png]((0.7,0.5,0.6), (0.3,0.1,0.5), (0.5,0.3,0.9))




	[image: image465.png]((0.8,0.5,0.6), (0.3,0.1,0.5), (0.2,0.3,0.4))






Table 3: The Hamming weighted distance refined neutrosophic sets Q and R

	Hamming weighted
	Viral Fever
	Tuberculosis
	Typhoid

	Erol
	0,231111
	0,222222
	0,323333

	Harun
	0,174444
	0,222222
	0,342222

	Deniz
	0,316667
	0,211111
	0,364444

	Optimal[image: image467.png]—Erol(Tuberculosis)



; Harun( Viral Fever); Deniz( Tuberculosis)


Table 4: The weighted Euclidean distance refined neutrosophic sets Q and R

	Weighted Euclidean distance
	Viral Fever
	Tuberculosis
	Typhoid

	Erol
	0,010957
	0,01599
	0,027775

	Harun
	0,003131
	0,006728
	0,027159

	Deniz
	0,023368
	0,008054
	0,032489

	Optimal[image: image469.png]—Erol(Viral Fever)



; Harun( Viral Fever); Deniz( Tuberculosis)


Table 5: The Weighted hybrid distance refined neutrosophic sets Q and R. let [image: image471.png]



	Weighted hybrid
	Viral Fever
	Tuberculosis
	Typhoid

	Erol
	0,105623
	0,133542
	0,196243

	Harun
	0,10078
	0,12956
	0,206745

	Deniz
	0,190548
	0,123797
	0,221704

	Optimal[image: image473.png]—Erol(Viral Fever)



; Harun( Viral Fever); Deniz( Tuberculosis)


Table 6: The Weighted similarity Measure hybrid distance refined neutrosophic sets Q and R. let [image: image475.png]



	Weighted similarity Measure hybrid
	Viral Fever
	Tuberculosis
	Typhoid

	Erol
	0,894377
	0,866458
	0,803757

	Harun
	0,89922
	0,87044
	0,793255

	Deniz
	0,809452
	0,876203
	0,778296

	Optimal[image: image477.png]—Erol(Viral Fever)



; Harun( Viral Fever); Deniz( Tuberculosis)


Table 7: The Weighted similarity Measure hybrid distance refined neutrosophic sets Q and R. let [image: image479.png]



	Weighted similarity Measure hybrid
	Viral Fever
	Tuberculosis
	Typhoid

	Erol
	0,878966
	0,880894
	0,824446

	Harun
	0,911212
	0,885525
	0,815309

	Deniz
	0,829983
	0,890417
	0,801533

	Optimal[image: image481.png]—Erol(Tuberculosis)



; Harun( Viral Fever); Deniz( Tuberculosis)


Table 8: The Weighted similarity Measure hybrid distance refined neutrosophic sets Q and R. let [image: image483.png]@,* = 0.67




	Weighted similarity Measure hybrid
	Viral Fever
	Tuberculosis
	Typhoid

	Erol
	0,84154
	0,915953
	0,874691

	Harun
	0,940335
	0,922159
	0,86887

	Deniz
	0,879843
	0,924937
	0,857965

	Optimal[image: image485.png]—Erol(Tuberculosis)



; Harun( Viral Fever); Deniz( Tuberculosis)


Conclusions
In this paper, a new hybrid similarity measure and a weighted hybrid similarity measure for refined neutrosophic sets are presented and some of its basic properties are discussed. The proposed hybrid similarity measure enriches the theories and techniques for measuring the degree of hybrid similarity between refined neutrosophic sets. This measure greatly reduces the influence of imprecise measures and provides an extremely intuitive quantification. The effectiveness of the proposed hybrid similarity measure is demonstrated in a numerical example with the help of measure of performance and measure of error. Moreover, medical diagnosis problems have been exhibited through a hypothetical case study by using this proposed hybrid similarity measure. The authors hope that the proposed concept can be applied in solving realistic multi-criteria decision making problems.
Future Research Directions  
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