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Pluto Moons exhibit Orbital Angular Momentum Quantization per Mass

Franklin Potter
Sciencegems.com, 8642 Marvale Drive, Huntington Beach, CA, 92646, USA. E-mail: frank11hb@yahoo.com

The Pluto satellite system of the planet plus five moons is shown to obey the quantum celestial mechanics (QCM) angular momentum per mass quantization condition predicted for any gravitationally bound system.

The Pluto satellite system has at least five moons, Charon, P5, Nix, P4, and Hydra, and they are nearly in a 1:3:4:5:6 resonance condition! Before the recent detection of P5, Youdin et al. [1] (2012) analyzed the orbital behavior of the other four moons via standard Newtonian gravitation and found regions of orbital stability using distances from the Pluto-Charon barycenter.

I report here that these five moons each exhibit angular momentum quantization per mass in amazing agreement with the prediction of the quantum celestial mechanics (QCM) proposed by H. G. Preston and F. Potter [2, 3] in 2003. QCM predicts that bodies orbiting a central massive object in gravitationally bound systems obey the angular momentum

\[ \frac{L}{\mu} = mcH, \]

with \( m \) an integer and \( c \) the speed of light. For most systems studied, \( m \) is an integer less than 20. The Preston gravitational distance \( H \) defined by the system total angular momentum divided by its total mass

\[ H = \frac{L}{M_T c} \]

provides a characteristic QCM distance scale for the system.

At the QCM equilibrium orbital radius, the \( L \) of the orbiting body agrees with its Newtonian value \( \mu \sqrt{GM_T r} \). One assumes that after tens of millions of years that the orbiting body is at or near its QCM equilibrium orbital radius \( r \) and that the orbital eccentricity is low so that our nearly circular orbit approximation leading to these particular equations holds true. For the Pluto system, Hydra has the largest eccentricity of 0.0051 and an \( m \) value of 12.

Details about the derivation of QCM from the general relativistic Hamilton-Jacobi equation and its applications to orbiting bodies in the Schwarzschild metric approximation and to the Universe in the the interior metric can be found in our original 2003 paper [2] titled “Exploring Large-scale Gravitational Quantization without \( h \) in Planetary Systems, Galaxies, and the Universe”. Further applications to gravitational lensing [4], clusters of galaxies [5], the cosmological redshift as a gravitational redshift [6], exoplanetary systems and the Kepler-16 circumbinary system [7] all support this QCM approach.

![Fig. 1: The Pluto System fit to QCM](image)

Table 1: Pluto system orbital parameters

<table>
<thead>
<tr>
<th></th>
<th>( r \times 10^6 ) m</th>
<th>Period (d)</th>
<th>( \epsilon )</th>
<th>( m )</th>
<th>( P_2/P_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pluto</td>
<td>2.035</td>
<td>6.387230</td>
<td>0.0022</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Charon</td>
<td>17.536</td>
<td>6.387230</td>
<td>0.0022</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>P5</td>
<td>42.20</td>
<td>20.2</td>
<td>0</td>
<td>9</td>
<td>2.915</td>
</tr>
<tr>
<td>Nix</td>
<td>48.708</td>
<td>24.856</td>
<td>0.0030</td>
<td>10</td>
<td>3.880</td>
</tr>
<tr>
<td>P4</td>
<td>59.32</td>
<td>32.1</td>
<td>0</td>
<td>11</td>
<td>5.038</td>
</tr>
<tr>
<td>Hydra</td>
<td>64.749</td>
<td>38.206</td>
<td>0.0051</td>
<td>12</td>
<td>6.405</td>
</tr>
</tbody>
</table>

The important physical parameters of the Pluto system satellites from NASA, ESA, and M. Showalter (SETI Institute) et al. [8] as listed at Wikipedia are given in the table. The system total mass is essentially the combined mass of Pluto \( (1.05 \times 10^{21} \) kg) and Charon \( (1.52 \times 10^{21} \) kg). The QCM values of \( m \) in the next to last column were determined by the best linear regression fit \( (R^2 = 0.998) \) to the angular momentum quantization per mass equation and are shown in the figure as \( L'/L/\mu c \) plotted against \( m \) with slope \( H = 2.258 \) meters. Using distances from the center of Pluto instead of from the barycenter produces the same \( m \) values \( (R^2 = 0.995) \) but a slightly different slope.

In QCM the orbital resonance condition is given by the period ratio given in the last column calculated from

\[ \frac{P_2}{P_1} = \frac{(m_2 + 1)^3}{(m_1 + 1)^3}. \]

With Charon as the reference, this system of moons has nearly a 1:3:4:5:6 commensuration, with the last moon Hydra having
the largest discrepancy of almost 7%. If Hydra moves further out from the barycenter toward its QCM equilibrium orbital radius for \( m = 12 \) in the next few million years, then its position on the plot will improve but its \( m \) value will remain the same. Note also that P5 at \( m = 9 \) may move slightly closer to the barycenter. Dynamic analysis via the appropriate QCM equations will be reported later. Note that additional moons of Pluto may be found at non-occupied \( m \) values.

The QCM plot reveals that not all possible \( m \) values are occupied by moons of Pluto and at the same time predicts orbital radii where additional moons are expected to be. The present system configuration depends upon its history of formation and its subsequent evolution, both processes being dependent upon the dictates of QCM. Recall [2] that the satellite systems of the Jovian planets were shown to obey QCM, with some QCM orbital states occupied by more than one moon.

![Image](image_url)

**Fig. 2:** The Solar System fit to QCM

I show in Fig. 2 the linear regression plot \((r^2 = 0.999)\) for the Solar System, this time with 8 planets plus the largest 5 additional minor planets Ceres, Pluto, Haumea, Makemake, and Eris. From the fit, the slope gives us a Solar System total angular momentum of about \( 1.78 \times 10^{45} \text{ kg m}^2/\text{s} \), far exceeding the angular momentum contributions of the planets by a factor of at least 50! Less than a hundred Earth masses at the 50,000–100,000 A.U. distance of the Oort Cloud therefore determines the angular momentum of the Solar System. Similar analyses have been done for numerous exoplanet systems [7] with multiple planets with the result that additional angular momentum is required, meaning that more planets and/or the equivalent of an Oort Cloud are to be expected.

The existence of angular momentum per mass quantization dictates also that the energy per mass quantization for a QCM state obeys

\[
E = \frac{r_g^2 c^2}{8n^2H^2} = -\frac{G^2 M^4}{2n^2L^2} \tag{4}
\]

with \( n = m + 1 \) for circular orbits and Schwarzschild radius \( r_g \). One expects \( H \gg r_g \) for the Schwarzschild approximation to be acceptable, a condition upheld by the Pluto system, the Solar System, and all exoplanet systems. The corresponding QCM state wave functions are confluent hypergeometric functions that reduce to hydrogen-like wave functions for circular orbits. Therefore, a QCM energy state exists for each \( n \geq 2 \). A body in a QCM state but not yet at the equilibrium radius for its \( m \) value will slowly drift toward this radius over significant time periods because the QCM accelerations are small.

In retrospect, the Pluto system is probably more like a binary system than a system with a single central mass, with the moons beyond Charon in circumbinary orbits around the barycenter. As such, I was surprised to find such a good fit to the QCM angular momentum restriction which was derived for the single dominant mass system. Additional moons of Pluto, should they exist, can provide some more insight into the application of QCM to this gravitationally bound system.

Meanwhile, the identification of additional exoplanets in nearby systems, particularly circumbinary planets, promises to create an interesting challenge for establishing QCM as a viable approach toward a better understanding of gravitation theory at all size scales.
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On the Decomposition of the Spacetime Metric Tensor and of Tensor Fields in Strained Spacetime

Pierre A. Millette
University of Ottawa (alumnus), K4A 2C3 747, Ottawa, CANADA. E-mail: PierreAMillette@alumni.uottawa.ca

We propose a natural decomposition of the spacetime metric tensor of General Relativity into a background and a dynamical part based on an analysis from first principles of the effect of a test mass on the background metric. We find that the presence of mass results in strains in the spacetime continuum. Those strains correspond to the dynamical part of the spacetime metric tensor. We then apply the stress-strain relation of Continuum Mechanics to the spacetime continuum to show that rest-mass energy density arises from the volume dilatation of the spacetime continuum. Finally we propose a natural decomposition of tensor fields in strained spacetime, in terms of dilatations and distortions. We show that dilatations correspond to rest-mass energy density, while distortions correspond to massless shear transverse waves. We note that this decomposition in a massive dilatation and a massless transverse wave distortion, where both are present in spacetime continuum deformations, is somewhat reminiscent of wave-particle duality. We note that these results are considered to be local effects in the particular reference frame of the observer. In addition, the applicability of the proposed metric to the Einstein field equations remains open.

1 Introduction

We first demonstrate from first principles that spacetime is strained by the presence of mass. Strained spacetime has been explored recently by Tartaglia et al. in the cosmological context, as an extension of the spacetime Lagrangian to obtain a generalized Einstein equation [1, 2]. Instead, in this analysis, we consider strained spacetime within the framework of Continuum Mechanics and General Relativity. This allows for the application of continuum mechanical results to the spacetime continuum. In particular, this provides a natural decomposition of the spacetime metric tensor and of spacetime tensor fields, both of which are still unresolved and are the subject of continuing investigations (see for example [3–7]).

2 Decomposition of the Spacetime Metric Tensor

There is no straightforward definition of local energy density of the gravitational field in General Relativity [8, see p. 84, p. 286] [6, 9, 10]. This arises because the spacetime metric tensor includes both the background spacetime metric and the local dynamical effects of the gravitational field. No natural way of decomposing the spacetime metric tensor into its background and dynamical parts is known.

In this section, we propose a natural decomposition of the spacetime metric tensor into a background and a dynamical part. This is derived from first principles by introducing a test mass in the spacetime continuum described by the background metric, and calculating the effect of this test mass on the metric.

Consider the diagram of Figure 1. Points A and B of the spacetime continuum, with coordinates $x^\mu$ and $x^\mu + dx^\mu$ respectively, are separated by the infinitesimal line element

$$ds^2 = g_{\mu\nu} dx^\mu dx^\nu$$

(1)

where $g_{\mu\nu}$ is the metric tensor describing the background state of the spacetime continuum.

We now introduce a test mass in the spacetime continuum. This results in the displacement of point A to $\bar{A}$, where the displacement is written as $u^\nu$. Similarly, the displacement of point B to $\bar{B}$ is written as $u^\nu + du^\nu$. The infinitesimal line element between points $\bar{A}$ and $\bar{B}$ is given by $\bar{ds}^2$.

By reference to Figure 1, the infinitesimal line element $\bar{ds}^2$ can be expressed in terms of the background metric tensor as

$$\bar{ds}^2 = g_{\mu\nu}(dx^\mu + du^\nu)(dx^\nu + du^\mu).$$

(2)

Multiplying out the terms in parentheses, we get

$$\bar{ds}^2 = g_{\mu\nu}(dx^\mu dx^\nu + du^\mu dx^\nu + dx^\mu du^\nu + du^\mu du^\nu).$$

(3)

Expressing the differentials $du$ as a function of $x$, this equation becomes

$$\bar{ds}^2 = g_{\mu\nu}(dx^\mu dx^\nu + dx^\mu u^\nu_{\;\rho} dx^\rho + u^\nu_{\;\rho} dx^\mu dx^\rho +$$

$$+ u^\rho_{\;\nu_{\mu}} dx^\mu u^\nu_{\;\beta} dx^\beta)$$

(4)

where the semicolon (;) denotes covariant differentiation. Re-arranging the dummy indices, this expression can be written as

$$\bar{ds}^2 = (g_{\mu\nu} + g_{\mu\nu} u^\nu_{\;\rho} + g_{\rho\nu} u^\mu_{\;\rho} + g_{\rho\sigma} u^\mu_{\;\rho} u^\sigma_{\;\nu}) dx^\mu dx^\nu$$

(5)

and lowering indices, the equation becomes

$$\bar{ds}^2 = (g_{\mu\nu} + u_{\mu\nu} + u_{\nu\mu} + u_{\rho\nu} u_{\mu\rho}) dx^\mu dx^\nu.$$

(6)
The expression \( u_{\mu \nu} + u_{\nu \mu} + u^\alpha \mu u_{\alpha \nu} \) is equivalent to the definition of the strain tensor \( \varepsilon^{\mu \nu} \) of Continuum Mechanics. The strain \( \varepsilon^{\mu \nu} \) is expressed in terms of the displacements \( u^\mu \) of a continuum through the kinematic relation [11, see p. 149] [12, see pp. 23–28]:

\[
\varepsilon^{\mu \nu} = \frac{1}{2}(u^\mu \nu + u^\nu \mu + u^\nu \mu u_{\alpha \nu}).
\]  

(7)

Substituting for \( \varepsilon^{\mu \nu} \) from Eq.(7) into Eq.(6), we get

\[
\tilde{g}_{\mu \nu} = g_{\mu \nu} + 2 \varepsilon_{\mu \nu}.
\]  

(9)

Setting [12, see p. 24]

\[
\tilde{g}_{\mu \nu} = \tilde{g}_{\mu \nu} + 2 \varepsilon_{\mu \nu}
\]  

(10)

then Eq.(8) becomes

\[
\tilde{g}_{\mu \nu} = \tilde{g}_{\mu \nu} \, dx^\mu dx^\nu
\]  

(11)

where \( \tilde{g}_{\mu \nu} \) is the metric tensor describing the spacetime continuum with the test mass.

Given that \( g_{\mu \nu} \) is the background metric tensor describing the background state of the continuum, and \( \tilde{g}_{\mu \nu} \) is the spacetime metric tensor describing the final state of the continuum with the test mass, then \( 2 \varepsilon_{\mu \nu} \) must represent the dynamical part of the spacetime metric tensor due to the test mass:

\[
g_{\mu \nu}^{\text{dyn}} = 2 \varepsilon_{\mu \nu}.
\]  

(12)

We are thus led to the conclusion that the presence of mass results in strains in the spacetime continuum. Those strains correspond to the dynamical part of the spacetime metric tensor. Hence the applied stresses from mass (i.e. the energy-momentum stress tensor) result in strains in the spacetime continuum, that is strained spacetime.

### 3 Rest-Mass Energy Relation

The introduction of strains in the spacetime continuum as a result of the energy-momentum stress tensor allows us to use by analogy results from Continuum Mechanics, in particular the stress-strain relation, to provide a better understanding of strained spacetime.

The stress-strain relation for an isotropic and homogeneous spacetime continuum can be written as [12, see pp. 50–53]:

\[
2 \mu_0 \varepsilon^{\mu \nu} + \lambda_0 g^{\mu \nu} \varepsilon = T^{\mu \nu}
\]  

(12)

where \( T^{\mu \nu} \) is the energy-momentum stress tensor, \( \varepsilon^{\mu \nu} \) is the resulting strain tensor, and

\[
\varepsilon = \varepsilon^{\alpha \beta}
\]  

(13)

is the trace of the strain tensor obtained by contraction. \( \varepsilon \) is the volume dilatation defined as the change in volume per original volume [11, see p. 149–152] and is an invariant of the strain tensor. \( \lambda_0 \) and \( \mu_0 \) are the Lamé elastic constants of the spacetime continuum: \( \mu_0 \) is the shear modulus and \( \lambda_0 \) is expressed in terms of \( k_0 \), the bulk modulus:

\[
\lambda_0 = \kappa_0 - \mu_0 / 2
\]  

(14)

in a four-dimensional continuum. The contraction of Eq.(12) yields the relation

\[
2(\mu_0 + 2 \lambda_0) \varepsilon = T^{\alpha \alpha} \equiv T.
\]  

(15)

The time-time component \( T^{00} \) of the energy-momentum stress tensor represents the total energy density given by [13, see pp. 37–41]

\[
T^{00}(\chi^k) = \int d^3 \mathbf{p} E_\rho f(\chi^k, \mathbf{p})
\]  

(16)

where \( E_\rho = (\rho^2 c^4 + p^2 c^2)^{1/2} \), \( \rho \) is the rest-mass energy density, \( c \) is the speed of light, \( \mathbf{p} \) is the momentum 3-vector and \( f(\chi^k, \mathbf{p}) \) is the distribution function representing the number of particles in a small phase space volume \( d^3 x d^3 \mathbf{p} \). The space-space components \( T^{ij} \) of the energy-momentum stress tensor represent the stresses within the medium given by

\[
T^{ij}(\chi^k) = c^2 \int d^3 \mathbf{p} p^j p^i / E_\rho f(\chi^k, \mathbf{p}).
\]  

(17)

They are the components of the net force acting across a unit area of a surface, across the \( \chi^i \) planes in the case where \( i = j \).

In the simple case of a particle, they are given by [14, see p. 117]

\[
T^{ii} = \rho v^i v^i
\]  

(18)

where \( v^i \) are the spatial components of velocity. If the particles are subject to forces, these stresses must be included in the energy-momentum stress tensor.
Explicitly separating the time-time and the space-space components, the trace of the energy-momentum stress tensor is written as

\[ T^\alpha_\alpha = T^0_0 + T^i_i. \]  

(19)

Substituting from Eq.(16) and Eq.(17), using the metric \( \eta^{\mu \nu} \) of signature (+−−−), we obtain:

\[ T^\alpha_\alpha(x^\lambda) = \int d^4 \rho \left( E_\rho - \frac{\rho \sqrt{c^2 + 1}}{E_\rho} \right) f(x^\lambda, \rho). \]  

(20)

which simplifies to

\[ T^\alpha_\alpha(x^\lambda) = \rho^2 c^4 \int d^3 \rho \frac{f(x^\lambda, \rho)}{E_\rho}. \]  

(21)

Using the relation [13, see p. 37]

\[ \frac{1}{E_{\text{har}}(x^\lambda)} = \int d^3 \rho \frac{f(x^\lambda, \rho)}{E_\rho}, \]  

(22)

in equation Eq.(21), we obtain the relation

\[ T^\alpha_\alpha(x^\lambda) = \rho^2 c^4 \frac{E_{\text{har}}(x^\lambda)}{E_{\text{har}}(x^\lambda)}. \]  

(23)

where \( E_{\text{har}}(x^\lambda) \) is the Lorentz invariant harmonic mean of the energy of the particles at \( x^\lambda \).

In the harmonic mean of the energy of the particles \( E_{\text{har}} \), the momentum contribution \( \rho \) will tend to average out and be dominated by the mass term \( \rho c^2 \), so that we can write

\[ E_{\text{har}}(x^\lambda) = \rho c^2. \]  

(24)

Substituting for \( E_{\text{har}} \) in Eq.(23), we obtain the relation

\[ T^\alpha_\alpha(x^\lambda) = \rho c^2. \]  

(25)

The total rest-mass energy density of the system is obtained by integrating over all space:

\[ T^\alpha_\alpha = \int d^4 x \, T^\alpha_\alpha(x^\lambda). \]  

(26)

The expression for the trace derived from Eq.(19) depends on the composition of the sources of the gravitational field. Considering the energy-momentum stress tensor of the electromagnetic field, we can show that \( T^\alpha_\alpha = 0 \) as expected for massless photons, while

\[ T^{00} = \frac{\epsilon_0}{2} (E^2 + c^2 B^2) \]

is the total energy density, where \( \epsilon_0 \) is the electromagnetic permittivity of free space, and \( E \) and \( B \) have their usual significance.

Hence \( T^\alpha_\alpha \) corresponds to the invariant rest-mass energy density and we write

\[ T^\alpha_\alpha = T = \rho c^2. \]  

(27)

where \( \rho \) is the rest-mass energy density. Using Eq.(27) into Eq.(15), the relation between the invariant volume dilatation \( \varepsilon \) and the invariant rest-mass energy density becomes

\[ 2(\mu_0 + 2\lambda_0)\varepsilon = \rho c^2 \]  

(28)

or, in terms of the bulk modulus \( \kappa_0 \),

\[ 4\kappa_0\varepsilon = \rho c^2. \]  

(29)

This equation demonstrates that rest-mass energy density arises from the volume dilatation of the spacetime continuum. The rest-mass energy is equivalent to the energy required to dilate the volume of the spacetime continuum, and is a measure of the energy stored in the spacetime continuum as volume dilatation. \( \kappa_0 \) represents the resistance of the spacetime continuum to dilatation. The volume dilatation is an invariant, as is the rest-mass energy density.

### 4 Decomposition of Tensor Fields in Strained Spacetime

As opposed to vector fields which can be decomposed into longitudinal (irrotational) and transverse (solenoidal) components using the Helmholtz representation theorem [11, see pp. 260–261], the decomposition of spacetime tensor fields can be done in many ways (see for example [3–5, 7]).

The application of Continuum Mechanics to a strained spacetime continuum offers a natural decomposition of tensor fields, in terms of dilations and distortions [12, see pp. 58–60]. A dilatation corresponds to a change of volume of the spacetime continuum without a change of shape (as seen in Section 3) while a distortion corresponds to a change of shape of the spacetime continuum without a change in volume. Dilatations correspond to longitudinal displacements and distortions correspond to transverse displacements [11, see p. 260].

The strain tensor \( e^{\mu \nu} \) can thus be decomposed into a strain deviation tensor \( e^{\mu \nu} (\text{the distortion}) \) and a scalar \( e \) (the dilatation) according to [12, see pp. 58–60]:

\[ e^{\mu \nu} = e^{\mu \nu} + e \delta^{\mu \nu} \]  

(30)

where

\[ e^{\mu \nu} = e^{\mu \nu} - e \delta^{\mu \nu} \]  

(31)

\[ e = \frac{1}{4} e^{\mu \nu} = \frac{1}{4} e. \]  

(32)

Similarly, the energy-momentum stress tensor \( T^{\mu \nu} \) is decomposed into a stress deviation tensor \( t^{\mu \nu} \) and a scalar \( t \) according to

\[ T^{\mu \nu} = t^{\mu \nu} + t \delta^{\mu \nu} \]  

(33)

where similarly

\[ t^{\mu \nu} = T^{\mu \nu} - t \delta^{\mu \nu} \]  

(34)

\[ t = \frac{1}{4} T^{\mu \nu}. \]  

(35)
Using Eq.(30) to Eq.(35) into the strain-stress relation of Eq.(12) and making use of Eq.(15) and Eq.(14), we obtain separated dilatation and distortion relations respectively:

\[
\begin{align*}
\text{dilatation} & : \tau = 2(\mu_0 + 2\lambda_0)e = 4\kappa_0 e = \kappa_0 e \\
\text{distortion} & : \varepsilon^{\mu\nu} = 2\mu_0 \varepsilon^{\mu\nu}.
\end{align*}
\] (36)

The distortion-dilatation decomposition is evident in the dependence of the dilatation relation on the bulk modulus \(\mu_0\) and of the distortion relation on the shear modulus \(\lambda_0\). As shown in Section 3, the dilatation relation of Eq.(36) corresponds to rest-mass energy, while the distortion relation is traceless and thus massless, and corresponds to shear transverse waves.

This decomposition in a massive dilatation and a massless transverse wave distortion, where both are present in spacetime continuum deformations, is somewhat reminiscent of wave-particle duality. This could explain why dilatation-measuring apparatus measure the massive ‘particle’ properties of the deformation, while distortion-measuring apparatus measure the massless transverse ‘wave’ properties of the deformation.

5 Conclusion

In this paper, we have proposed a natural decomposition of the spacetime metric tensor into a background and a dynamical part based on an analysis from first principles, of the impact of introducing a test mass in the spacetime continuum. We have found that the presence of mass results in strains in the spacetime continuum. Those strains correspond to the dynamical part of the spacetime metric tensor.

We have applied the stress-strain relation of Continuum Mechanics to the spacetime continuum to show that rest-mass energy density arises from the volume dilatation of the spacetime continuum.

Finally we have proposed a natural decomposition of tensor fields in strained spacetime, in terms of dilatations and distortions. We have shown that dilatations correspond to rest-mass energy density, while distortions correspond to massless shear transverse waves. We have noted that this decomposition in a dilatation with rest-mass energy density and a massless transverse wave distortion, where both are simultaneously present in spacetime continuum deformations, is somewhat reminiscent of wave-particle duality.

It should be noted that these results are considered to be local effects in the particular reference frame of the observer. In addition, the applicability of the proposed metric to the Einstein field equations remains open.
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Quantum Constraints on a Charged Particle Structure

Eliahu Comay
Charactell Ltd., PO Box 39019, Tel-Aviv, 61390, Israel. E-mail: elicomay@post.tau.ac.il

The crucial role of a Lorentz scalar Lagrangian density whose dimension is \([L^{-4}]\) \((\hbar = c = 1)\) in a construction of a quantum theory is explained. It turns out that quantum functions used in this kind of Lagrangian density have a definite dimension. It is explained why quantum functions that have the dimension \([L^{-4}]\) cannot describe particles that carry electric charge. It is shown that the 4-current of a quantum particle should satisfy further requirements. It follows that the pion and the \(W^\pm\) must be composite particles. This outcome is inconsistent with the electroweak theory. It is also argued that the 125 GeV particle found recently by two LHC collaborations is not a Higgs boson but a \(tí\) meson.

1 Introduction

The fundamental role of mathematics in the structure of theoretical physics is regarded as an indisputable element of the theory [1]. This principle is utilized here. The analysis relies on special relativity and derives constraints on the structure of equations of motion of quantum particles. The discussion examines the dimensions of wave functions and explains why spin-0 and spin-1 elementary quantum particles cannot carry an electric charge. This conclusion is relevant to the validity of the electroweak theory and to the meaning of recent results concerning the existence of a particle having a mass of 125 GeV [2, 3].

Units where \(\hbar = c = 1\) are used in this work. Hence, only one dimension is required and it is the length, denoted by \([L]\). For example, mass, energy and momentum have the dimension \([L^{-1}]\), etc. Greek indices run from 0 to 3 and the diagonal metric used is \(\eta_{\mu\nu} = (1, \, -1, \, -1, \, -1)\). The symbol \(\partial\) denotes the partial differentiation with respect to \(x^\mu\) and an upper dot denotes a differentiation with respect to time. The summation convention is used for Greek indices.

The second section shows that quantum functions have a definite dimension. This property is used in the third section where it is proved that Klein-Gordon (KG) fields and those of the \(W^\pm\) particle have no self-consistent Hamiltonian. The final section contains a discussion of the significance of the results obtained in this work.

2 The dimensions of quantum fields

In this section some fundamental properties of quantum theory are used for deriving the dimensions of quantum fields. A massive quantum mechanical particle is described by a wave function \(\psi(x')\). The phase \(\varphi(x)\) is an important factor of \(\psi(x')\) because it determines the form of an interference pattern. For the present discussion it is enough to demand that the phase is an analytic function which can be expanded in a power series that contains more than one term. It means that in the following expansion of the phase,

\[
\varphi(x) = \sum_{i=0}^{\infty} a_i x^i, 
\]

the inequality \(a_i \neq 0\) holds for two or more values of the index \(i\).

The requirement stating that all terms of a physical expression must have the same dimension and the form of the right hand side of (1) prove that \(a\) must be dimensionless. By the same token, in a relativistic quantum theory, \(a\) must also be a Lorentz scalar. (The possibility of using a pseudoscalar factor is not discussed here because this work aims to examine the parity conserving electromagnetic interactions of a quantum mechanical particle.) It is shown below how these two requirements impose dramatic constraints on acceptable quantum mechanical equations of motion of a charged particle.

Evidently, a pure number satisfies the two requirements. However, a pure number is inadequate for our purpose, because the phase varies with the particle’s energy and momentum. The standard method of constructing a quantum theory is to use the Plank’s constant \(\hbar\) which has the dimension of the action, and to define the phase as the action divided by \(\hbar\). In the units used here, \(\hbar = 1\) and the action is dimensionless. Thus, a relativistic quantum theory satisfies the two requirements presented above if it is derived from a Lagrangian density \(\mathcal{L}\) that is a Lorentz scalar having the dimension \([L^{-4}]\). Indeed, in this case, the action

\[
S = \int \mathcal{L} d^4x
\]

is a dimensionless Lorentz scalar. It is shown below how the dimension \([L^{-4}]\) of \(\mathcal{L}\) defines the dimension of quantum fields.

Being aware of these requirements, let us find the dimension of the quantum functions used for a description of three kinds of quantum particles. The Dirac Lagrangian density of
a free spin-1/2 particle is [4, see p. 54]

\[ \mathcal{L} = \bar{\psi} [\gamma^\mu i \partial_\mu - m] \psi. \]  

(3)

Here the operator has the dimension \([L^{-1}]\) and the Dirac wave function \(\psi\) has the dimension \([L^{-3/2}]\).

The Klein-Gordon Lagrangian density of a free spin-0 particle is [4, see p. 38]

\[ \mathcal{L} = \phi^* \partial_\mu \phi - m^2 \phi. \]  

(4)

Here the operator has the dimension \([L^{-1}]\) and the KG wave function \(\phi\) has the dimension \([L^{-1}]\).

The electrically charged spin-1 \(W^z\) particle is described by a 4-vector function \(W_\mu\). \(W_\mu\) and the electromagnetic 4-potential \(A_\mu\) are linear combinations of related quantities [5, see p. 518]. Evidently, they have the same dimension. Hence, like the KG field, the dimension of \(W_\mu\) is \([L^{-1}]\).

The dimension of each of these fields is used in the discussions presented in the rest of this work.

3 Consequences of the dimensions of quantum fields

Before analyzing the consequences of the dimension of quantum fields and of the associated wave functions, it is required to realize the Hamiltonian’s role in quantum theories. The following lines explain why the Hamiltonian is an indispensable element of Relativistic Quantum Mechanics (RQM) and of Quantum Field Theory (QFT). This status of the Hamiltonian is required for the analysis presented below.

The significance of hierarchical relationships that hold between physical theories is discussed in the literature [6, see pp. 1-6] and [7, see pp. 85, 86]. The foundation of the argument can be described as follows. Physical theories take the form of differential equations. These equations can be examined in appropriate limits. Now RQM is a limit of QFT. The former holds for cases where the number of particles can be regarded as a constant of the motion. Therefore, if examined in this limit, QFT must agree with RQM. By the same token, the classical limit of RQM must agree with classical physics. This matter has been recognized by the founders of quantum mechanics who have proven that the classical limit of quantum mechanics agrees with classical physics. The following example illustrates the importance of this issue. Let us examine an inelastic scattering event. The chronological order of this process is as follows:

a. First, two particles move in external electromagnetic fields. Relativistic classical mechanics and classical electrodynamics describe the motion.

b. The two particles are very close to each other. RQM describes the process.

c. The two particles collide and interact. New particles are created. The process is described by QFT.

d. Particle creation ends but particles are still very close to one another. RQM describes the state.

e. Finally, the outgoing particles depart. Relativistic classical mechanics and classical electrodynamics describe the motion.

Evidently, in this kind of experiment, energy and momentum of the initial and the final states are well defined quantities and their final state values abide by the law of energy-momentum conservation. It means that the specific values of the energy-momentum of the final state agree with the corresponding quantities of the initial state. Now, the initial and the final states are connected by processes that are described by RQM and QFT. In particular, the process of new particle creation is described only by QFT. Hence, RQM and QFT must ‘tell’ the final state what are the precise initial values of the energy-momentum. It follows that RQM as well as QFT must use field functions that have a self-consistent Hamiltonian.

The Hamiltonian \(H\) and the de Broglie relations between a particle’s energy-momentum and its wave properties yield the fundamental equation of quantum mechanics

\[ i \frac{\partial \psi}{\partial t} = H \psi. \]  

(5)

The Hamiltonian density \(\mathcal{H}\) is derived from the Lagrangian density by the following well known Legendre transformation

\[ \mathcal{H} = \sum \psi_i \frac{\partial L}{\partial \psi_i^*} - L. \]  

(6)

where the index \(i\) runs on all functions.

The standard form of representing the interaction of an electric charge with external fields relies on the following transformation [8, see p. 10]

\[ -i \frac{\partial}{\partial x^0} \rightarrow -i \frac{\partial}{\partial x^0} - e A_\mu(x^\mu). \]  

(7)

Now let us examine the electromagnetic interaction of the three kinds of quantum mechanical particle described in the previous section. This is done by adding an interaction term \(\mathcal{L}_{\text{int}}\) to the Lagrangian density. As explained above, this term must be a Lorentz scalar whose dimension is \([L^{-4}]\). The required form of the electromagnetic interaction term represents the interaction of charged particles with electromagnetic fields and the interaction of electromagnetic fields with charged particles. This term is written as follows [9, see p. 75]

\[ \mathcal{L}_{\text{int}} = -j^\mu A_\mu. \]  

(8)

Here \(j^\mu\) is the 4-current of the quantum particle and \(A_\mu\) is the electromagnetic 4-potential.

Charge conservation requires that \(j^\mu\) satisfies the continuity equation

\[ j_\mu^\mu = 0. \]  

(9)

The 0-component of the 4-vector \(j^\mu\) represents density. It follows that its dimension is \([L^{-4}]\) and the electromagnetic interaction (8) is a term of the Lagrangian density. For this reason, it is a Lorentz scalar whose dimension is \([L^{-4}]\). Hence,
A quantum particle can carry electric charge provided a self-consistent 4-current can be defined for it. Furthermore, a self-consistent definition of density is also required for a construction the Hilbert space where density is used for defining its inner product.

It is well known that a self-consistent 4-current can be defined for a Dirac particle [8, see pp. 8,9,23,24]

\[ j^{\mu} = \psi \gamma^{\mu} \psi. \]  

(10)

This expression has properties that are consistent with general requirements of a quantum theory. In particular, the 4-current is related to a construction of a Hilbert space. Here the density \( \psi \psi \) is the 0-component of the 4-current (10). As required, this quantity has the dimension \( [L^3] \). Thus, electromagnetic interactions of charged spin-1/2 Dirac particles are properly described by the Dirac equation.

Let us turn to the case of a charged KG or \( W^\mu \) particle. Here the appropriate wave function has the dimension \( [L^{-1}] \). This dimension proves that it cannot be used for constructing a self-consistent Hilbert space. Indeed, let \( \phi \) denote a function of such a Hilbert space and let \( O \) be an operator operating on this space. Then, the expectation value of \( O \) is

\[ \langle O \rangle = \int \phi^* O \phi d^3x. \]  

(11)

Now, \( \langle O \rangle \) and \( O \) have the same dimension. Therefore \( \phi \) must have the dimension \( [L^{-3/2}] \). This requirement is not satisfied by the function \( \phi \) of a KG particle or by \( W^\mu \) because here the dimension is \( [L^{-1}] \). Hence, there is no Hilbert space for a KG or \( W^\mu \) particle. For this reason, there is also no Hamiltonian for these functions, because a Hamiltonian is an operator operating on a Hilbert space. Analogous results are presented for the specific case of the KG equation.

The dimension \( [L^{-1}] \) of the KG and the \( W^\mu \) functions also yields another very serious mathematical problem. Indeed, in order to have a dimension \( [L^3] \), their Lagrangian density has terms that are \textit{bilinear} in derivatives with respect to the spacetime coordinates. Thus, the KG Lagrangian density is (4) and the \( W^\mu \) Lagrangian density takes the following form [11, see p. 307]

\[ \mathcal{L}_W = -\frac{1}{4} (\partial_{\mu} W_{\nu} - \partial_{\nu} W_{\mu} + g W_{\mu} \times W_{\nu})^2. \]  

(12)

As is well known, an operation of the Legendre transformation (6) on a Lagrangian density that is \textit{linear} in time derivatives yields an expression that is \textit{independent} of time derivatives. Thus, the Dirac Lagrangian density (3) yields a Hamiltonian that is free of time derivatives. On the other hand, the Hamiltonian density of the KG and \( W^\mu \) particles depends on time derivatives. Indeed, using (5), one infers that for these particles, the Hamiltonian density depends quadratically on the Hamiltonian. Hence, there is no explicit expression for the Hamiltonian of the KG and the \( W^\mu \) particles.

Two results are directly obtained from the foregoing discussion. The Fock space, which denotes the occupation number of particles in appropriate states, is based on functions of the associated Hilbert space. Hence, in the case of KG or \( W^\mu \) function there are very serious problems with the construction of a Fock space because these functions have no Hilbert space. Therefore, one also wonders what is the meaning of the creation and the annihilation operators of QFT.

Another result refers to the 4-current. Thus, both the KG equations and the \( W^\mu \) function have a 4-current that satisfies (9) [11, see p. 12] and [12, see p. 199]. However, the contradictions derived above prove the following important principle: \textit{The continuity relation (9) is just a necessary condition for an acceptable 4-current. This condition is not sufficient and one must also confirm that a theory that uses a 4-current candidate is contradiction free.}

The contradictions which are described above hold for the KG and the \( W^\mu \) particles provided that these particles are elementary pointlike quantum mechanical objects which are described by a function of the form \( \phi(x^\mu) \). Hence, in order to avoid contradictions with the existence of charged pions and \( W^\pm \), one must demand that the pions and the \( W^\pm \) are composite particles. Several aspects of this conclusion are discussed in the next section. It should also be noted that the results of this section are consistent with Dirac’s lifelong objection to the KG equation [13].

4 Discussion

An examination of textbooks provides a simple argument supporting the main conclusion of this work. Indeed, quantum mechanics is known for more than 80 years. It turns out that the Hamiltonian problem of the hydrogen atom of a Dirac particle is discussed adequately in relevant textbooks [8,14]. By contrast, in spite of the long duration of quantum mechanics as a valid theory, an appropriate discussion of the Hamiltonian solution of a hydrogen-like atom of a relativistic electrically charged integral spin particle is not presented in textbooks. Note that the operator on the left hand side of the KG equation [14, see p. 886]

\[ (\partial_\mu + ieA_\mu)\psi^\dagger\gamma^\mu(\partial_\nu + ieA_\nu)\psi = -m^2 \psi \]  

(13)

is not related to a Hamiltonian because (13) is a Lorentz scalar whereas the Hamiltonian is a 0-component of a 4-vector.

An analogous situation holds for the Hilbert and the Fock spaces that are created from functions on which the Hamiltonian operates. Thus, in the case of a Dirac particle, the density \( \psi^\dagger\psi \) is the 0-component of the conserved 4-current (10). This expression is suitable for a definition of the Hilbert space inner product of any pair of integrable functions

\[ (\psi^\dagger, \psi) \equiv \int \psi^\dagger\psi d^3x. \]  

(14)

Indeed, it is derivative free and this property enables the usage of the Heisenberg picture which is based on time-
independent functions. Integration properties prove that (14) is linear in \( \psi_i \) and \( \psi_j \). Thus,
\[
(a\psi_i + b\psi_j, \psi_i) = a(\psi_i, \psi_i) + b(\psi_j, \psi_j).
\]
Furthermore, \( (\psi_i, \psi_j) \) is a real non-negative number that vanishes if and only if \( \psi_i \equiv 0 \). These properties are required from a Hilbert space inner product. It turns out that the construction of a Hilbert space is the cornerstone used for calculating successful solutions of the Dirac equation and of its associated Pauli and Schroedinger equations as well.

By contrast, in the case of particles having an integral spin, one cannot find in the literature an explicit construction of a Hilbert space. Indeed, the \([L^{-1}]\) dimension of their functions proves that the simple definition of an inner product in the form \( \int \phi^*_i \phi_j d^3 x \) has the dimension \([L] \) which is unacceptable. An application of the 0-component of these particles 4-current [11, see p. 12] and [12, see p. 199] is not free of contradictions. Thus, the time derivative included in these expressions prevents the usage of the Heisenberg picture. Relation (7) proves that in the case of a charged particle the density depends on external quantities. These quantities may vary in time and for this reason it cannot be used in a definition of a Hilbert space inner product. In the case of the \( W^\mu \) function, the expression is inconsistent with the linearity required from a Hilbert space inner product.

The results found in this work apply to particles described by a function of the form
\[
\psi(x^\mu).
\]
Their dependence on a single set of four space-time coordinates \( x^\mu \) means that they describe an elementary pointlike particle. For example, this kind of function cannot adequately describe a pion because this particle is not an elementary particle but a quark-antiquark bound state. Thus, it consists of a quark-antiquark pair which are described by two functions of the form (15). For this reason, one function of the form (15) cannot describe a pion simply because a description of a pion should use a larger number of degrees of freedom. It follows that the existence of a \( \pi^+ \), which is a spin-0 charged particle, does not provide an experimental refutation of the theoretical results obtained above.

Some general aspects of this work are pointed out here. There are two kinds of objects in electrodynamics of Dirac particles: massive charged spin-1/2 particles and charge-free photons. The dimension of a Dirac function is \([L^{-3/2}]\) and the dimension of the electromagnetic 4-potential is \([L^{-1}]\). Now, the spin of any interaction carrying particle must take an integral value in order that the matrix element connecting initial and final states should not vanish. The dimension of an interaction carrying particle must be \([L^{-1}]\) so that the Lagrangian density interaction term have the dimension \([L^{-4}]\). These properties must be valid for particles that carry any kind of interaction between Dirac-like particles. Hence, the pions and the \( W^\pm \) have integral spin and dimension \([L^{-1}]\). However, in order to have a self-consistent Hilbert and Fock spaces, a function describing an elementary massive particle must have the dimension \([L^{-3/2}]\). Neither a KG function nor the \( W^\mu \) function satisfies this requirement.

The conclusion stating that the continuity equation (9) is only a necessary condition required from a physically acceptable 4-current and that further consistency tests must be carried out, looks like a new result of this work that has a general significance.

Before discussing the state of the \( W^\pm \) charged particles, let us examine the strength of strong interactions. Each of the following arguments proves that strong interactions yield extremely relativistic bound states and that the interaction part of the Hamiltonian swallows a large portion of the quarks’ mass.

A. Antiquarks have been measured directly in the proton [15, see p. 282]. This is a clear proof of the extremely relativistic state of hadrons. Indeed, for reducing the overall mass of the proton, it is energetically “profitable” to add the mass of two quarks because the increased interaction is very strong.

B. The mass of the \( \rho \) meson is about five times greater than the pion’s mass. Now these mesons differ by the relative spin alignment of their quark constituents. Evidently, spin interaction is a relativistic effect and the significant \( \pi, \rho \) mass difference indicates that strong interactions are very strong indeed.

C. The pion is made of a \( u, d \) quark-antiquark pair and its mass is about 140 MeV. Measurements show that there are mesons made of the \( u, d \) flavors whose mass is greater than 2000 MeV [6]. Hence, strong interactions consume most of the original mass of quarks.

D. Let us examine the pion and find an estimate for the intensity of its interactions. The first objective is to find an estimate for the strength of the momentum of the pion’s quarks. The calculation is done in units of \( fm \), and \( 1 fm^{-1} \approx 200 MeV \). The pion’s spatial size is somewhat smaller than that of the proton [16]. Thus, let us assume that the pion’s quark-antiquark pair are enclosed inside a box whose size is 2.2 \( fm \) and the pion’s quark wave function vanishes on its boundary. For the \( x \)-component, one finds that the smallest absolute value of the momentum is obtained from a function of the form \( \sin(\pi x/2.2) \). Hence, the absolute value of this component of the momentum is \( \pi/2.2 \). Thus, for the three spatial coordinates, one multiplies this number by \( \sqrt{3} \) and another factor of 2 accounts for the quark-antiquark pair. It follows that the absolute value of the momentum enclosed inside a pion is
\[
|p| \approx 1000 MeV.
\]
This value of the momentum is much greater than the
pion’s mass. It means that the system is extremely relativistic and (16) is regarded as the quarks’ kinetic energy. Thus, the interaction consumes about 6/7 of the kinetic energy and the entire mass of the quark-antiquark pair. In other word, the pion’s kinetic energy is about 7 times greater than its final mass. It is interesting to compare these values to the corresponding quantities of the positronium, which is an electron–positron system bound by the electromagnetic force. Here the ratio of the kinetic energy to the final mass is about 7/1000000. On the basis of this evidence one concludes that strong interactions must be much stronger than the experimental mass of the pion.

Relying on these arguments and on the theoretical conclusion stating that the $W^\pm$ must be composite objects, it is concluded that the $W^\pm$ particles contain one top quark. Thus, the $W^\pm$ is a superposition of three meson families: $t\bar{t}$, $s\bar{s}$ and $t\bar{b}$. Here the top quark mass is $173 \text{ GeV}$ and the mass of the $W$ is $80 \text{ GeV}$ [16]. The difference indicates the amount swallowed by strong interactions. This outcome also answers the question where are the mesons of the top quark? The fact that the $W^\pm$ is a composite particle which is a superposition of mesons is inconsistent with the electroweak theory and this fact indicates that the foundations of this theory should be examined.

Another result of this analysis pertains to recent reports concerning the existence of a new particle whose mass is about 125 GeV and its width is similar to that of the $W^\pm$ [2, 3]. Thus, since the mass of the top quark is about 173 GeV and this quantity is far greater than the mass of any other quark, it makes sense to regard the 125 GeV particle as a $t\bar{t}$ meson. For this reason, the $t\bar{t}$ meson is heavier than the $80 \text{ GeV}$ $W^\pm$ which consists of one top quark and a lighter quark.

A $t\bar{t}$ mesonic structure of the 125 GeV particle explains naturally its quite sharp disintegration into two photons. Indeed, the disintegration of a bound system of charged spin-1/2 particle-antiparticle pair into two photons is a well known effect of the ground state of the positronium and of the $n^0$ meson. On the other hand, the results obtained in this work deny the $W^+ W^- \rightarrow \gamma \gamma$ disintegration channel of the 125 GeV particle, because the $W$s are composite particles and a $W^+ W^-$ system is made of two quark-antiquark pairs. For this reason, their two photon disintegration should be accompanied by other particles. Hence, a $W^+ W^-$ two photon outcome should show a much wider energy distribution. This kind of $W^+ W^- \rightarrow \gamma \gamma$ disintegration is inconsistent with the quite narrow width of the 125 GeV data. It turns out that for a Higgs mass of 125 GeV, Standard Model Higgs decay calculations show that the $W^+ W^- \rightarrow \gamma \gamma$ channel is dominant [17, see section 2.3.1]. However, it is proved in this work that the $W^- W^+$ disintegration channel of the 125 GeV particle is incompatible with the data. Therefore, one denies the Higgs boson interpretation of the 125 GeV particle found at the LHC [2, 3]. This outcome is consistent with the Higgs boson inherent contradictions which are discussed elsewhere [10].
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We analyze the recent no go theorem by Pusey, Barrett and Rudolph (PBR) concerning ontic and epistemic hidden variables. We define two fundamental requirements for the validity of the result. We finally compare the models satisfying the theorem with the historical hidden variable approach proposed by de Broglie and Bohm.

1 Introduction

Recently, a new no go theorem by M. Pusey, J. Barret and T. Rudolph (PBR in the following) was published [1]. The result concerns ontic versus epistemic interpretations of quantum mechanics. Epistemic means here knowledge by opposition to “ontic” or ontological and is connected with the statistical interpretation defended by Einstein. This of course stirred much debates and discussions to define the condition of validity of this fundamental theorem. Here, we discuss two fundamental requirements necessary for the demonstration of the result and also discuss the impact of the result on possible hidden variable models. In particular, we will stress the difference between the models satisfying the PBR theorem and those who apparently contradict its generality.

2 The axioms of the PBR theorem

In order to identify the main assumptions and conclusions of the PBR theorem we first briefly restate the original reasoning of ref. 1 in a slightly different language. In the simplest version PBR considered two non orthogonal pure quantum states $|\Psi_1\rangle = |0\rangle$ and $|\Psi_2\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$ belonging to a 2-dimensional Hilbert space $\mathbb{H}$ with basis vectors $|0\rangle, |1\rangle$. Using a specific (nonlocal) measurement $M$ with basis $|\xi_i\rangle$ ($i \in \{1, 2, 3, 4\}$) in $\mathbb{H} \otimes \mathbb{H}$ (see their equation 1 in [1]) they deduced that $\langle \xi_i | \Psi_1 \otimes \Psi_1 \rangle = \langle \xi_i | \Psi_1 \otimes \Psi_2 \rangle = \langle \xi_i | \Psi_2 \otimes \Psi_1 \rangle = \langle \xi_i | \Psi_2 \otimes \Psi_2 \rangle = 0$. In a second step they introduced hypothetical “Bell’s like” hidden variables $\lambda$ and wrote implicitly the probability of occurrence $P_M(\xi_i; \lambda) = | \langle \xi_i | \Psi_1 \otimes \Psi_2 \rangle |^2$ in the form:

$$P_M(\xi_i; \lambda, \lambda') = \int P_M(\xi_i | \lambda , \lambda') \rho_1(\lambda) \rho_2(\lambda') d\lambda d\lambda'$$ (1)

where $i \in \{1, 2, 3, 4\}$ and $j, k \in \{1, 2\}$. One of the fundamental axiom used by PBR (axiom 1) is an independence criterion at the preparation which reads $g_2(\lambda | \lambda , \lambda') = g_2(\lambda) g_2(\lambda')$. In these equations we introduced the conditional “transition” probabilities $P_M(\xi_i | \lambda, \lambda')$ for the outcomes $\xi_i$ supposing the hidden state $\lambda, \lambda'$ associated with the two independent Q-bits are given. The fundamental point here is that $P_M(\xi_i | \lambda, \lambda')$ is independent of $\Psi_1, \Psi_2$. This a very natural looking-like axiom (axiom 2) which was implicit in ref. 1 and was not further discussed by the authors. We will see later what are the consequence of its abandonment.

For now, from the definitions and axioms we obtain:

$$\left\{ \begin{array}{c}
\int P_M(\xi_i | \lambda, \lambda') \rho_1(\lambda) \rho_2(\lambda') d\lambda d\lambda' = 0 \\
\int P_M(\xi_i | \lambda, \lambda') \rho_1(\lambda) \rho_2(\lambda') d\lambda d\lambda' = 0 \\
\int P_M(\xi_i | \lambda, \lambda') \rho_2(\lambda) \rho_2(\lambda') d\lambda d\lambda' = 0 \\
\int P_M(\xi_i | \lambda, \lambda') \rho_2(\lambda) \rho_2(\lambda') d\lambda d\lambda' = 0 \\
\end{array} \right.$$ (2)

The first line implies $P_M(\xi_i | \lambda, \lambda') = 0$ if $g_1(\lambda) g_2(\lambda') \neq 0$. This condition is always satisfied if $\lambda$ and $\lambda'$ are in the support of $g_1$ in the $\lambda$-space and $\lambda'$-space. Similarly, the fourth line implies $P_M(\xi_i | \lambda, \lambda') = 0$ if $g_2(\lambda) g_2(\lambda') \neq 0$ which is again always satisfied if $\lambda$ and $\lambda'$ are in the support of $g_2$ in the $\lambda$-space and $\lambda'$-space. Finally, the second and third lines imply $P_M(\xi_i | \lambda, \lambda') = 0$ if $g_1(\lambda) g_2(\lambda') \neq 0$ and $P_M(\xi_i | \lambda, \lambda') = 0$ if $g_1(\lambda) g_2(\lambda') \neq 0$.

Taken separately these four conditions are not problematic. But, in order to be true simultaneously and then to have

$$P_M(\xi_i | \lambda, \lambda') = 0$$ (3)

for a same pair of $\lambda, \lambda'$ (with $i = 1, 2, 3, 4$) the conditions require that the supports of $g_1$ and $g_2$ intersect. If this is the case Eq. 3 will be true for any pair $\lambda, \lambda'$ in the intersection.

However, this is impossible since from probability conservation we must have $\sum_{i=1}^4 P_M(\xi_i | \lambda, \lambda') = 1$ for every pair $\lambda, \lambda'$. Therefore, we must necessarily have

$$g_1(\lambda) \cdot g_2(\lambda) = 0 \quad \forall \lambda$$ (4)

i.e. that $g_1$ and $g_2$ have nonintersecting supports in the $\lambda$-space. Indeed, it is then obvious to see that Eq. 2 is satisfied if Eq. 4 is true. This constitutes the PBR theorem for the particular case of independent prepared states $|\Psi_1, |\Psi_2$ defined before. PBR generalized their results for more arbitrary states using similar and astute procedures described in ref. 1.

If this theorem is true it would apparently make hidden variables completely redundant since it would be always possible to define a bijection or relation of equivalence between the $\lambda$ space and the Hilbert space: (loosely speaking we could in principle make the correspondence $\lambda \Leftrightarrow \psi$). Therefore it would be as if $\lambda$ is nothing but a new name for $\Psi$ itself. This would justify the label “ontic” given to this kind of interpretation in opposition to “epistemic” interpretations ruled out by the PBR result.
However, the PBR conclusion stated like that is too strong as it can be shown by carefully examining the assumptions necessary for the derivation of the theorem. Indeed, using the independence criterion and the well known Bayes-Laplace formula for conditional probability we deduce that the most general Bell’s hidden variable probability space should obey the following rule

\[
P_M(\xi; j, k) = \int P_M(\xi|\Psi_j, \Psi_k, \lambda, \lambda')\varrho_j(\lambda)\varrho_k(\lambda')d\lambda d\lambda'
\] (5)

in which, in contrast to equation 1, the transition probabilities \(P_M(\xi|\Psi_j, \Psi_k, \lambda, \lambda')\) now depend explicitly on the considered quantum states \(\Psi_j, \Psi_k\). We point out that unlike \(\lambda, \Psi\) is in this more general approach not a stochastic variable. This difference is particularly clear in the ontological interpretation of ref. 3 where \(\Psi\) plays the role of a dynamic guiding wave for the stochastic motion of the particle. Clearly, relaxing this PBR premise has a direct effect since we lose the ingredient necessary for the demonstration of Eq. 4. (more precisely we are no longer allowed to compare the product states \(|\Psi_j\otimes\Psi_k\rangle\) as it was done in ref. 1). Indeed, in order for Eq. 2 to be simultaneously true for the four states \(\xi\) (where \(P_M(\xi|\Psi_j, \Psi_k, \lambda, \lambda')\) now replace \(P_M(\xi|\lambda, \lambda')\)) we must have

\[
\begin{align*}
P_M(\xi_1|\Psi_1, \Psi_1, \lambda, \lambda') &= 0, P_M(\xi_2|\Psi_1, \Psi_2, \lambda, \lambda') = 0 \\
P_M(\xi_3|\Psi_2, \Psi_1, \lambda, \lambda') &= 0, P_M(\xi_4|\Psi_2, \Psi_2, \lambda, \lambda') = 0
\end{align*}
\] (6)

Obviously, due to the explicit \(\Psi\) dependencies, Eq. 6 doesn’t anymore enter in conflict with the conservation probability rule and therefore doesn’t imply Eq. 4. In other words the reasoning leading to PBR theorem doesn’t run if we abandon the axiom stating that

\[
P_M(\xi|\Psi_j, \Psi_k, \lambda, \lambda') := P_M(\xi|\lambda, \lambda')
\] (7)

i.e. that the dynamic should be independent of \(\Psi_1, \Psi_2\). This analysis clearly shows that Eq. 7 is a fundamental prerequisite (as important as the independence criterion at the preparation) for the validity of the PBR theorem [4]. In our knowledge this point was not yet discussed [5].

3 Discussion

Therefore, the PBR deduction presented in ref. 1 is actually limited to a very specific class of \(\Psi\)-epistemic interpretations. It fits well with the XIXth like hidden variable models using Liouville and Boltzmann approaches (i.e. models where the transition probabilities are independent of \(\Psi\)) but it is not in agreement with neo-classical interpretations, e.g. the one proposed by de Broglie and Bohm [3], in which the transition probabilities \(P_M(\xi|\lambda, \Psi)\) and the trajectories depend explicitly and contextually on the quantum states \(\Psi\) (the de Broglie-Bohm theory being deterministic these probabilities can only reach values 0 or 1 for discrete observables \(\xi\)). As an illustration, in the de Broglie Bohm model for a single particle the spatial position \(x\) plays the role of \(\lambda\). This model doesn’t require the condition \(\varrho_1(\lambda)\cdot\varrho_2(\lambda) = |\langle x|\Psi_1\rangle|^2 - |\langle x|\Psi_2\rangle|^2 = 0\) for all \(\lambda\) is in clear contradiction with Eq. 4. We point out that our reasoning doesn’t contradict the PBR theorem per se since the central axiom associated with Eq. 7 is not true anymore for the model considered. In other words, if we recognize the importance of the second axiom discussed before (i.e. Eq. 7) the PBR theorem becomes a general result which can be stated like that:

i) If Eq. 7 applies then the deduction presented in ref. 1 shows that Eq. 4 results and therefore \(\lambda \leftrightarrow \Psi\) which means that epistemic interpretation of \(\Psi\) is equivalent to ontic interpretations. This means that a XIXth like hidden variable models is not really possible even if we accept Eq. 7 since we don’t have any freedom on the hidden variable density \(\rho(\lambda)\).

ii) However, if Eq. 7 doesn’t apply then the ontic state of the wavefunction is already assumed - because it is a variable used in the definition of \(P_M(\xi|\lambda, \Psi)\). This shows that ontic interpretation of \(\Psi\) is necessary. This is exemplified in the de Broglie-Bohm example: in this model, the “quantum potential” is assumed to be a real physical field which depends on the magnitude of the wavefunction, while the motion of the Bohm particle depends on the wavefunction’s phase. This means that the wavefunction has ontological status in such a theory. This is consistent with the spirit of PBR’s paper, but the authors didn’t discussed that fundamental point.

We also point out that in the de Broglie-Bohm ontological approach the independence criterion at the preparation is respected in the regime considered by PBR. As a consequence, it is not needed to invoke retrocausality to save epistemic approaches.

It is important to stress how Eq. 4, which is a consequence of Eq. 7, contradicts the spirit of most hidden variable approaches. Consider indeed, a wave packet which is split into two well spatially localized waves \(\Psi_1\) and \(\Psi_2\) defined in two isolated regions 1 and 2. Now, the experimentalist having access to local measurements \(\xi_1\) in region 1 can define probabilities \(\langle \xi_1|\Psi_1\rangle^2\). In agreement with de Broglie and Bohm most proponents of hidden variables would now say that the hidden variable \(\lambda\) of the system actually present in box 1 should not depends of the overall phase existing between \(\Psi_1\) and \(\Psi_2\). In particular the density of hidden variables \(\varrho_\Psi(\lambda)\) in region 1 should be the same for \(\Psi = \Psi_1 + \Psi_2\) and \(\Psi = \Psi_1 - \Psi_2\) since \(\langle \xi_1|\Psi\rangle^2 = \langle \xi_1|\Psi\rangle^2\) for every local measurements \(\xi_1\) in region 1. This is a weak form of separability which is accepted even within the so exotic de Broglie Bohm’s approach but which is rejected for those models accepting Eq. 4.

This point can be stated differently. Considering the state \(\Psi = \Psi_1 + \Psi_2\) previously discussed we can imagine a two-slit like interference experiment in which the probability for detecting outcomes \(x_0\), i.e., \(|\langle x_0|\Psi\rangle|^2\) vanish for some values \(x_0\) while \(|\langle x_0|\Psi_1\rangle|^2\) do not. For those models satisfying Eq. 7 and forgetting one instant PBR theorem we deduce that in the hypothetical common support of \(\varrho_\Psi(\lambda)\) and \(\varrho_\Psi(\lambda)\) we must have...
probability requirements of PBR theorem. Let any state. We point out that despite these apparent contradictions it is in contradiction since we should have the de Broglie-Bohm guiding wave and quantum potential acts as a guiding or pilot wave this is not by considering the complex nature of wave function in the Dirac distribution. Furthermore, this model doesn’t yet satisfy the independence criterion if the quantum state is defined as \[ |\Psi\rangle_{12} = |\Psi_1\rangle \otimes |\Psi_2\rangle \] in the Hilbert tensor product space. Indeed, the hidden variables \( \lambda_{12,k} \) and \( \mu_{12,k} \) defined in Eq. 8 are global variables for the system 1, 2. If we write

\[ |\Psi\rangle_{12} = \sum_{n,p} \Psi_{12,n,p} |n\rangle_1 \otimes |p\rangle_2 = \sum_{n,p} \Psi_{1,n} \Psi_{2,n} |n\rangle_1 \otimes |p\rangle_2 \]

the indices \( k \) previously used become a doublet of indices \( n, p \) and the probability

\[ P_M(\xi, t |\lambda_{12,n,p}, \mu_{12,n,p} \rangle_{12,n,p}^2) \]

in Eq. 8 reads now:

\[ \int_{t=0} P_M(\xi, t |(\lambda_{12,n,p}, \mu_{12,n,p})_{12,n,p}) \times \prod_{n} \prod_{p} \delta(|\Psi_{12,n,p}\rangle - |\lambda_{12,n,p}\rangle) \times \delta(|\Psi_{12,n,p}'\rangle - |\mu_{12,n,p}\rangle) \]

which indeed doesn’t show any explicit separation of the hidden variables density of states for subsystems 1 and 2. However, in the case where Eq. 9 is valid we can alternatively.
introduce new hidden variable vectors $\lambda_1$, $\lambda_2$ and $\mu_1$, $\mu_2$ such that $P_M(\xi, t|\Psi_{12})$ reads now:

$$
\begin{align*}
&\int P_M(\xi, t|\lambda_{1,2}, \lambda_{2,2}, \mu_{1,2}, \mu_{2,2}|n, p) \\
&\quad \times \prod_n \delta(\lambda'_{1,n} - \lambda_{1,n}) \delta(\lambda'_{2,n} - \mu_{1,n}) d\lambda_{1,n} d\mu_{1,n} \\
&\quad \times \prod_p \delta(\lambda'_{2,p} - \lambda_{2,p}) \delta(\lambda'_{2,p} - \mu_{2,p}) d\lambda_{2,p} d\mu_{2,p} \\
&= P_M(\xi, t|\Psi'_{1,2}, \Psi'_{2,2}, \Psi''_{1,2}, \Psi''_{2,2}|n, p).
\end{align*}
$$

(11)

Clearly here the density of probability $q_{12}(\lambda_1, \lambda_2, \mu_1, \mu_2)$ can be factorized as $q_1(\lambda_1, \mu_1) \cdot q_2(\lambda_2, \mu_2)$ where

$$
\begin{align*}
q_1(\lambda_1, \mu_1) &= \prod_n \delta(\lambda'_{1,n} - \lambda_{1,n}) \delta(\lambda'_{1,n} - \mu_{1,n}) \\
q_2(\lambda_2, \mu_2) &= \prod_p \delta(\lambda'_{2,p} - \lambda_{2,p}) \delta(\lambda'_{2,p} - \mu_{2,p}).
\end{align*}
$$

(12)

Therefore, the independence criterion at the preparation (i.e., axiom 1) is here fulfilled.

Additionally, since by definition Eq. 8 and 10 are equivalent we have

$$
P_M(\xi, t|\Psi'_{1,2}, \Psi'_{2,2}, \Psi''_{1,2}, \Psi''_{2,2}|n, p) = P_M(\xi, t|\Psi'_{1,2}, \Psi'_{2,2}, \Psi''_{1,2}, \Psi''_{2,2}|n, p).
$$

(13)

Moreover, since $\Psi_{1,2}$ and $\Psi_{2,2}$ can have any complex values the following relation holds for any value of the hidden variables:

$$
P_M(\xi, t|\lambda_{1,2}, \lambda_{2,2}, \mu_{1,2}, \mu_{2,2}|n, p) = P_M(\xi, t|\lambda_{1,2}, \lambda_{2,2}, \mu_{1,2}, \mu_{2,2}|n, p)
$$

(14)

with $\lambda_{1,2,n} + i\mu_{1,2,n} = (\lambda_{1,n} + i\mu_{1,n})(\lambda_{2,n} + i\mu_{2,n})$. This clearly define a bijection or relation of equivalence between the hidden variables $[\lambda_{1,2,\mu_{1,2}}]$ on the one side and $[\lambda_{1,1,2,1,2}]$ on the second side. Therefore, we showed that it is always possible to define hidden variables satisfying the 2 PBR axioms: i) statistical independence at the sources or preparation

$$
g_{1,2}(\lambda, \lambda') = q_{1}(\lambda)q_{2}(\lambda')
$$

(if Eq. 9 is true) and ii) $\Psi$-independence at the dynamic level, i.e., satisfying Eq. 7. We point out that the example discussed in this section proves that the PBR theorem is not only formal since we explicitly proposed a hidden variable model satisfying the two requirements of PBR theorem. This model is very important since it demonstrates that the de Broglie Bohm approach is not the only viable hidden variable theory. It is interesting to observe that our model corresponds to the case discussed in point i) of section 3 while Bohm’s approach corresponds to the point labeled ii) in the same section 3. Additionally, the new model is fundamentally stochastic (since the transition probabilities $P_M(\xi, |\lambda)$ have numerical values in general different from 1 or 0) while Bohm’s approach is deterministic.

5 Conclusion

To conclude, we analyzed the PBR theorem and showed that beside the important independence criterion already pointed out in ref. 1 there is a second fundamental postulate associated with $\Psi$-independence at the dynamic level (that is our Eq. 7). We showed that by abandoning this prerequisite the PBR conclusion collapses. We also analyzed the nature of those models satisfying Eq. 7 and showed that despite their classical motivations they also possess counter intuitive features when compared for example to de Broglie Bohm model. We finally constructed an explicit model satisfying the PBR axioms. More studies would be be necessary to understand the physical meaning of such hidden variable models.
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4. We point out that we will not save the naive interpretation of PBR’s theorem by using the “implicit” notation $\Lambda = (\lambda, \Psi)$ and by writing $\int P_M(\xi, \lambda, \Psi) d\lambda d\Psi$ in order to hide the $\Psi$ dependence $P_M(\xi, \lambda, \Psi) := P_M(\xi, |\lambda, \Psi)$. Indeed, at the end of the day we have to compare different $\Psi$ states and the explicit notation becomes necessary. The importance of Eq. 7 for PBR’s result can therefore not be avoided.
5. See also A. Drezet, arXiv:1203.2475 (12 March 2012) for a detailed discussion of PBR’s theorem.
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The motion of test and photons in the vicinity of a uniformly charged spherically symmetric mass distribution is studied using a newly developed relativistic dynamical approach. The derived expressions for the mechanical energy and acceleration vector of test particles have correction terms of all orders of \(c^2\). The expression for the gravitational spectral shift also has additional terms which are functions of the electric potential on the sphere.

1 Introduction
In a recent article [1], the relativistic dynamical approach to the study of classical mechanics in homogeneous spherical distributions of mass (Schwarzschild’s gravitational field) was introduced. Here, the relativistic dynamical theory of a combined gravitational and electric field within homogeneous spherical distributions of mass is developed.

2 Motion of test particles
According to Maxwell’s theory of electromagnetism, the electric potential energy for a particle of non-zero rest mass in an electric field \(V_e\) is given by

\[
V_e = q \Phi_e ,
\]  
where \(q\) is the electric charge of the particle and \(\Phi_e\) is the electric scalar potential. Also, from Newton’s dynamical theory, it is postulated [2] that the instantaneous mechanical energy for test particles in combined gravitational and electric fields is defined by

\[
E = T + V_g + V_e ,
\]  
where \(T\) is the total relativistic kinetic energy and \(V_g\) is the gravitational potential. From [1], \(T\) and \(V_e\) in Schwarzschild’s gravitational field are given by

\[
T = \left[\left(1 - \frac{u^2}{c^2}\right)^{1/2} - 1\right] m_0c^2
\]  
and the instantaneous relativistic gravitational potential energy \((V_g)\) for a particle of nonzero rest mass is

\[
V_g = m_p\Phi_e = \left(1 - \frac{u^2}{c^2}\right)^{-1/2} \frac{GMm_0}{r},
\]  
where \(\Phi_e = \frac{-GM}{r}\) is the gravitational scalar potential in a spherically symmetric gravitational field, \(r > R\), the radius of the homogeneous sphere, \(G\) is the universal gravitational constant, \(c\) is the speed of light in vacuum, \(m_p\) is the passive mass of the test particle, \(M\) is the mass of the static homogeneous spherical mass, \(m_0\) is the rest mass of the test particle and \(u\) is the instantaneous velocity of the test particle. Also, for a uniformly charged spherically symmetric mass the electric potential energy is given as

\[
V_e = \frac{qQ}{4\pi\varepsilon_0r} .
\]  
where \(Q\) is the total charge on the sphere and \(q\) is the charge on the test particle. Thus, the instantaneous mechanical energy for the test particle can be written more explicitly as

\[
E = m_0c^2 \left[\left(1 - \frac{GM}{c^2r}\right)\left(1 - \frac{u^2}{c^2}\right)^{-1/2} - 1\right] + \frac{qQ}{4\pi\varepsilon_0r} .
\]  
The expression for the instantaneous mechanical energy has post Newton and post Einstein correction terms of all orders of \(c^{-2}\). The relativistic dynamical equation of motion for particles of non-zero rest masses in combined electric and gravitational fields is given as [2]

\[
\frac{d}{dt} \vec{P} = -m_p \vec{\nabla}\Phi_g - q \vec{\nabla}\Phi_e ,
\]  
where \(\vec{P}\) is the instantaneous linear momentum of the test particle. Thus, in this field, the relativistic dynamical equation of motion for test particles is given explicitly as

\[
\frac{d}{dt} \left(1 - \frac{u^2}{c^2}\right)^{-1/2} \vec{\nu} = -\left(1 - \frac{u^2}{c^2}\right)^{-1/2} \vec{\nabla}\Phi_e - \frac{q}{m_0} \vec{\nabla}\Phi_e
\]  
or

\[
\vec{a} + \frac{1}{2c^2} \left(1 - \frac{u^2}{c^2}\right)^{-1} \frac{d}{dt} (u^2)\vec{\nu} = \frac{GM}{r^2} - \frac{q}{m_0} \left(1 - \frac{u^2}{c^2}\right)^{1/2} \vec{\nabla}\Phi_e ,
\]  
where \(\vec{a}\) is the instantaneous acceleration vector of the test particle and thus the time equation of motion is obtained as

\[
a_{\text{tot}} + \frac{1}{2c^2} \left(1 - \frac{u^2}{c^2}\right)^{-1} \frac{d}{dt} (u^2)u_{\nu} = 0 .
\]
The azimuthal equation of motion is
\[ r \sin \theta \dot{\phi} + r \cos \theta \dot{\theta} \phi + r \sin \theta \dot{\phi} + \frac{1}{2c^2} \left( 1 - \frac{u^2}{c^2} \right) \frac{d}{dt}(u^2) u_\theta = 0. \] (11)
The polar equation of motion is given as
\[ r \dot{\theta} + r \dot{\theta} + \frac{1}{2c^2} \left( 1 - \frac{u^2}{c^2} \right) \frac{d}{dt}(u^2) u_\theta = 0 \] (12)
and the radial equation of motion is
\[ a_r + \frac{1}{2c^2} \left( 1 - \frac{u^2}{c^2} \right) \frac{d}{dt}(u^2) u_r = \frac{-GM}{r^2} - \frac{q}{m_0} \left( 1 - \frac{u^2}{c^2} \right)^{1/2} \nabla \Phi_e. \] (13)

As in [1], the equations have correction terms not found in the general relativistic approach. It is also worth remarking that the homogeneous charge distribution on the sphere and the charge on the test particle affects only the radial component of the motion and hence the other components are the same as those of an uncharged sphere [1].

3 Motion of photons
From [1], it can be deduced that the instantaneous gravitational potential energy of a photon is given as
\[ V_g = -\frac{h \nu GM}{r}. \] (14)
The instantaneous electric potential energy of the photon is given [2] as
\[ V_e = -\frac{h \nu Q}{c^2 4\pi \epsilon_0 r}. \] (15)
or more explicitly in this field as
\[ V_e = -\frac{h \nu}{c^2} \frac{Q}{4\pi \epsilon_0 r}. \] (16)
Also, the instantaneous kinetic energy of the photon [1] is given as
\[ T = h(\nu - v_0). \] (17)
Thus, the instantaneous mechanical energy of a photon in this combined gravitational and electric field is obtained as
\[ E = h(\nu - v_0) - \frac{h \nu}{c^2} \left( GM + \frac{Q}{4\pi \epsilon_0} \right). \] (18)
Suppose at \( r = r_0 \), \( E = E_0 \) then
\[ E_0 = -\frac{khv_0}{c^2 r_0}. \] (19)

where
\[ k = GM + \frac{Q}{4\pi \epsilon_0}. \] (20)
Thus, from the principle of conservation of mechanical energy
\[ \frac{k}{c^2 r_0} = \hbar(\nu - v_0) = \frac{khv}{c^2 r}. \] (21)
or
\[ \nu = v_0 \left( 1 - \frac{k}{c^2 r_0} \right)^{-1} \left( 1 - \frac{k}{c^2 r} \right)^{-1}. \] (22)
Equation (22) is the expression for spectral shift in this field with contributions from the gravitational and electric potentials. It has corrections of all orders of \( c^{-2} \).

Also, for photons, the instantaneous linear momentum is given [1] as
\[ \mathbf{p} = \frac{h \nu}{c^2} \mathbf{u}. \] (23)
Hence, as in Newton’s dynamical theory, the equation of motion of photons in this field is obtained from equation (7) as
\[ \frac{d}{dr} (\nu \mathbf{u}) = -\nu \nabla \Phi_g - \frac{qE^2}{h} \nabla \Phi_e. \] (24)
Thus the presence of an electric field introduces an additional term to the expression for the equation of motion of photons.

4 Conclusion
This article provides a crucial link between gravitational and electric fields. It also introduces, hitherto unknown corrections of all orders of \( c^{-2} \) to the expressions of instantaneous mechanical energy, spectral shift and equations of motion for test particles and photons in combined spherically symmetric gravitational and electric field.
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The philosophical idea of a bipolar nature (the Chinese “Yin and Yang”) is combined with the mathematical formalism of a fractal scaling model originally published by Müller in this journal. From this extension new rules for the calculation of proton and electron resonances via continued fractions are derived. The set of the 117 most accurately determined elementary particle masses (all with error < 0.13%) was expressed through this type of continued fractions. Only one outlier was found, in all other cases the numerical errors were smaller than the standard deviation. Speaking in terms of oscillation properties, the results suggest that the electron is an inverted or mirrored oscillation state of the proton and vice versa. A complete description of elementary particle masses by the model of oscillations in a chain system is only possible when considering both, proton and electron resonances.

1 Introduction

The mass distribution of elementary particles is still an unsolved mystery of physics. According to the Standard Model, mass is given by arbitrary variable couplings to the Higgs boson, and the coupling is then adequately adjusted to reproduce the experimentally observed mass.

However, the particle mass spectrum is not completely chaotic, and some groupings are clearly visible. Several attempts have already been made to obtain equations to describe regularities in the set of elementary particle masses.

For instance Greulich [1] calculated the masses of all fundamental elementary particles (those with a lifetime > 10^{-24} seconds) with an inaccuracy of approximately 1% using the equation

$$\frac{m_{\text{particle}}}{m_{\text{electron}}} = \frac{N}{2\alpha},$$

where $\alpha$ is the fine structure constant (≈ 1/137.036), and N is an integer variable.

Paasch [2] assigned each elementary particle mass a position on a logarithmic spiral. As a result, particles then accumulate on straight lines.

A study from India [3] revealed a tendency for successive mass differences between particles to be close to an integer multiple or integer fraction of 29.315 MeV. The value 29.315 MeV is the mass difference between a muon and a neutral pion.

Even more recently Boris Tatischeff published a series of articles [4–8] dealing with fractal properties of elementary particle masses. He even predicted tentatively the masses of some still unobserved particles [5].

An other fractal scaling model was used in a previous article of the present author [9], and a set of 78 accurately measured elementary particle masses was expressed in the form of continued fractions. This underlying model was originally published by Müller [10–12], and its very basic idea is to treat all protons as fundamental oscillators connected through the physical vacuum. This leads to the idea of a chain of equal harmonic proton oscillators with an associated logarithmic spectrum of eigenfrequencies which can be expressed through continued fractions. Particle masses are interpreted as proton resonance states and expressed in continued fraction form. However, the results obtained in reference [9] were not completely satisfying since around 14% of the masses were outliers, i.e. could not be reproduced by this model.

A more recent article [13] revealed that electron resonance states exist analogously which serves now as the basis for further extensions of Müller’s model. From this starting point, the present article proposes a new version of the model developed with the objective to reproduce all elementary particle masses.

2 Data sources and computational details

Masses of elementary particles (including the proton and electron reference masses) were taken from the Particle Data Group website [14] and were expressed in GeV throughout the whole article. An electronic version of these data is available for downloading. Quark masses were eliminated from the list because it has not been possible to isolate quarks.

Some of the listed particle masses are extremely accurate and others have a quite high measurement error. Figure 1 shows an overview of the particle masses and their standard deviations (expressed in % of the particle mass). It can be roughly estimated that more or less 60% of the particles have a standard deviation (SD) below 0.13%; this set of excellent measurements consists of 117 particles and only this selection of very high quality data was used for the numerical analysis and extension of Müller’s model.
For consistency with previous articles on this topic, the following abbreviations and conventions for the numerical analysis hold:

**Calculation method:**

The considered particle mass is transformed into a continued fraction according to the equations

\[
\ln \frac{m_{\text{particle}}}{m_{\text{electron}}} = p + S, \quad \ln \frac{m_{\text{particle}}}{m_{\text{proton}}} = p + S,
\]

where \(p\) is the phase shift and \(S\) is the continued fraction (\(e\) is Euler’s number)

\[
S = n_0 + \frac{e}{n_1 + \frac{e}{n_2 + \frac{e}{n_3 + \ldots}}.}
\]

The continued fraction representation \(p + S\) is abbreviated as \([p; n_0 | n_1, n_2, n_3, \ldots]\), where the free link \(n_0\) is allowed to be 0, ±3, ±6, ±9 \ldots and all partial denominators \(n_i\) can take the values \(e + 1, -e - 1, \pm 6, \pm 9, \pm 12 \ldots\). In the tables these abbreviations were marked with P or E, in order to indicate proton or electron resonance states.

For practical reasons only 18 partial denominators were determined. Next, the particle mass was repeatedly calculated from the continued fraction, every time considering one more partial denominator. As soon as the calculated mass value (on the linear scale) was in the interval “mass ± standard deviation”, no further denominators were considered and the resulting fractions are displayed in the tables. In some rare cases, this procedure provides a mass value just a little inside the interval and considering the next denominator would match the measured value almost exactly. In such cases this denominator is then additionally given in brackets.

The numerical error is always understood as the absolute value of the difference between the measured particle mass and the mass calculated from the corresponding continued fraction representation.

In order to avoid machine based rounding errors, numerical values of continued fractions were always calculated using the the Lenz algorithm as indicated in reference [15].

**Outliers:**

A particle mass is considered as an outlier (i.e. does not fit into the here extended Müller model) when its mass, as calculated from the corresponding continued fraction representation provides a value outside the interval “particle mass ± standard deviation”.

**3 Results and discussion**

**3.1 Fundamental philosophical idea**

Chinese philosophy is dominated by the concept of “Yin and Yang” describing an indivisible whole of two complementary effects (male–female, day–night, good–bad, etc.). This means that everything has two opposite poles, and both poles are necessary to understand the whole thing (e.g. male can only be understood completely because female also exists as the opposite).

**Table 1:** Continued fraction representations of the lepton masses (\(x = -1.75083890054\))

<table>
<thead>
<tr>
<th>Particle</th>
<th>Mass ± SD [GeV]</th>
<th>Continued fraction representation(s)</th>
<th>Numerical error [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>electron</td>
<td>5.10998910 (x \times 10^{-7} \pm 1.3 \times 10^{-11})</td>
<td>P; [x; -6</td>
<td>12, -6]</td>
</tr>
<tr>
<td>(\mu^+)</td>
<td>1.05658367 (x \times 10^{-3} \pm 4.0 \times 10^{-9})</td>
<td>P; [x; 0</td>
<td>-6, -9, -e1, 12, -6, -15]</td>
</tr>
<tr>
<td>(e^+)</td>
<td>1.77682 \pm (1.6 \times 10^{-4})</td>
<td>P; [0; e1, 6, -e1, e+1, -e-1, -e-1]</td>
<td>4.52 (x \times 10^{-5})</td>
</tr>
<tr>
<td>E</td>
<td>3.06 (x \times 10^{-9})</td>
<td>E; [x; 3</td>
<td>-e-1, -e-1, 231]</td>
</tr>
</tbody>
</table>

**Table 2:** Continued fraction representations of the boson masses (\(x = -1.75083890054\))

<table>
<thead>
<tr>
<th>Particle</th>
<th>Mass ± SD [GeV]</th>
<th>Continued fraction representation(s)</th>
<th>Numerical error [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(W^+)</td>
<td>8.0399 (x \times 10^3 \pm 2.3 \times 10^{-1})</td>
<td>E; [0; 12</td>
<td>61, e+1, 21, 0.6]</td>
</tr>
<tr>
<td>(Z^0)</td>
<td>9.11876 (x \times 10^2 \pm 2.1 \times 10^{-1})</td>
<td>P; [0; 6</td>
<td>61, -e-1, 15, -e-1, e+1]</td>
</tr>
</tbody>
</table>

Figure 1: Overview of particle masses on the logarithmic number line together with their standard deviations expressed in % of the mass. Note that a few particles with very low or high mass or percentage error were omitted for clarity (e.g. electron, muon, proton, gauge bosons).
Table 3: Continued fraction representations of the light unflavored mesons (x = -1.75083890054)

<table>
<thead>
<tr>
<th>Particle</th>
<th>Mass ± SD [GeV]</th>
<th>Continued fraction representation(s)</th>
<th>Numerical error [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>π⁺</td>
<td>1.3957018 × 10⁻⁵ ± 3.5 × 10⁻¹</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P [x: 0</td>
<td>18, 6, (-117)]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E [0: 6</td>
<td>-6, -e⁻¹, e⁺₁, -e⁺₁]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.67 × 10⁻¹</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.68 × 10⁻⁷</td>
<td></td>
<td></td>
</tr>
<tr>
<td>π₀</td>
<td>3.349766 × 10⁻¹ ± 6.0 × 10⁻⁷</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>E [0: 6</td>
<td>-6, -6, -6, -e⁻¹]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.49 × 10⁻⁷</td>
<td></td>
<td></td>
</tr>
<tr>
<td>η⁺</td>
<td>5.47853 × 10⁻¹ ± 2.4 × 10⁻³</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>E [0: 0</td>
<td>e⁺₁, -e⁻¹, 6, -e⁻¹, 6]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.52 × 10⁻⁷</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.51 × 10⁻⁷</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ρ(770)</td>
<td>7.7549 × 10⁻¹ ± 3.4 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P [0: 0</td>
<td>-15, e⁺₁, (-174)]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.73 × 10⁻⁷</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ω(782)</td>
<td>7.8265 × 10⁻¹ ± 1.2 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>E [x: 6</td>
<td>-6, -6, -6, -e⁻¹, (135)]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.51 × 10⁻¹</td>
<td></td>
<td></td>
</tr>
<tr>
<td>η(958)</td>
<td>9.5778 × 10⁻¹ ± 6.0 × 10⁻³</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>E [x: 0</td>
<td>132, (30)]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.81 × 10⁻⁷</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.66 × 10⁻⁷</td>
<td></td>
<td></td>
</tr>
<tr>
<td>φ(1020)</td>
<td>1.019455 × 20 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P [0: 0</td>
<td>133, -6, e⁺₁]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.92 × 10⁻⁶</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f₁(1270)</td>
<td>1.2751 ± 1.2 × 10⁻³</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P [0: 0</td>
<td>19, -21]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.84 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.87 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.78 × 10⁻⁶</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f₁(1285)</td>
<td>1.2818 ± 6.0 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P [x: 3</td>
<td>-e⁻¹, e⁺₁, -e⁻¹, -6, (36)]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.46 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9.88 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.20 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a₀(1320)</td>
<td>1.3183 ± 5.0 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P [x: 0</td>
<td>-9, -6, e⁺₁, -e⁻¹, -1, -e⁺₁]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.50 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.66 × 10⁻⁶</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.98 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f₁(1420)</td>
<td>1.4264 ± 0.9 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P [x: 0</td>
<td>6, 6, -6, (-39)]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.64 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9.34 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.29 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ρ(1690)</td>
<td>1.6888 ± 3.7 × 10⁻³</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P [x: 0</td>
<td>e⁺₁, +1, -e⁻¹, (-51)]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.95 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.29 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8.78 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Continued fraction representations of masses of the strange mesons (x = -1.75083890054)

<table>
<thead>
<tr>
<th>Particle</th>
<th>Mass ± SD [GeV]</th>
<th>Continued fraction representation(s)</th>
<th>Numerical error [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>K⁺</td>
<td>4.93677 × 10⁻¹ ± 1.6 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P [0: 0</td>
<td>e⁻¹, 6, e⁺₁, 15]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E [x: 6</td>
<td>-e⁻¹, e⁺₁, 1, 6, e⁺₁, -1]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.65 × 10⁻⁷</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.96 × 10⁻⁶</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K⁰, K⁺, K⁺, K⁻</td>
<td>4.97614 × 10⁻¹ ± 2.4 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>E [x: 6</td>
<td>-e⁻¹, e⁺₁, -1, -e⁻¹, 6, e⁺₁]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.04 × 10⁻⁷</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K⁺(892)</td>
<td>8.9166 × 10⁻¹ ± 2.6 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P [0: 0</td>
<td>-54, e⁺₁]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E [x: 6</td>
<td>-9, -6, 6]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.63 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.13 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K⁺(892)</td>
<td>8.9594 × 10⁻¹ ± 2.2 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>P [0: 0</td>
<td>-60, e⁺₁, -1]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>E [x: 6</td>
<td>-9, -6, -1]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.47 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.48 × 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K₂⁺⁺(1430)</td>
<td>1.4256 ± 1.5 × 10⁻³</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>E [x: 6</td>
<td>-9, -6, -1]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.56 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.08 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.40 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K₂⁺⁺(1430)</td>
<td>1.4324 ± 1.3 × 10⁻⁷</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>E [x: 6</td>
<td>15, -6, e⁺₁, (36)]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.72 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.31 × 10⁻⁴</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.37 × 10⁻⁷</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In physics we can find a number of analogous dualities, for instance: positive and negative charges, north and south magnetic poles, particles and antiparticles, emission and absorption of quanta, destructive and constructive interference of waves, nuclear fusion and fission, and in the widest sense also Newton’s principle “action = reaction”.

From these observations an interesting question arises: does such a duality also exist in the model of oscillations in a chain system, and how must this model be extended to make the “Yin-Yang” obvious and visible?

Applying this idea to Müller’s model, it must be claimed that the fundamental spectrum of proton resonances must have an opposite, an anti-oscillation or inverted oscillation spectrum. What could it be?

We know that these proton master-oscillations are stable, so the theorized counter-oscillations must belong to a particle with similar lifetime than the proton. Consequently the electron is the only particle that could be a manifestation of such an inverted oscillation.

Now the concept of an inverted oscillation must be translated into a mathematical equation. According to Müller’s standard model, we can express the electron mass as a proton resonance and the proton mass as an electron resonance:

\[
\ln \frac{m_{\text{electron}}}{m_{\text{proton}}} = p + S_p,
\]

\[
\ln \frac{m_{\text{proton}}}{m_{\text{electron}}} = p + S_e,
\]

where \( p \) is the phase shift (with value 0 or 1.5) and \( S \) the continued fraction as discussed in previous papers (given in equation (1)). Obviously for \( p \neq 0 \), \( S_p \neq S_e \), and this is the starting point for the further modification of the model. We have to adjust the phase shift (when different from zero) in such a way that both continued fractions become opposite in the sense of oscillation information. This means that the denominators of \( S_p \) and \( S_e \) must be the same, but with opposite
Problem of a “no information oscillation”. When expressed as a continued fraction also should have 3 free parameters (the free parameters determining the eigenfrequency of the chain, the mass value and the coupling mass hold via two massless flexible strings between two neighboring particles. The fundamental oscillators must be represented as a fraction of the form 

\[ \frac{m_{\text{electron}}}{m_{\text{proton}}} = p + \frac{e}{q + \frac{e}{r + \ldots}} \]

then must hold for \( S_p \):

\[ S_p = -n_0 + \frac{e}{n_1 + \frac{e}{n_2 + \ldots}} \]

Mathematically it is now obvious that one equation must be modified by a minus sign and we have to write:

\[ \ln \frac{m_{\text{electron}}}{m_{\text{proton}}} = p + S_p \]  
\[ \ln \frac{m_{\text{proton}}}{m_{\text{electron}}} = -p + S_e \]

However, this is not yet a complete set of rules to find new continued fraction representations of the proton and electron; in order to arrive at a conclusion, it is absolutely necessary to refer to the paper in question [9].

**Idea 1 – Length of continued fractions**

The resulting continued fractions \( S_p \) and \( S_e \) should be short. A previous article already suggested that short fractions are associated with stability [9]. However, the fractions must not be too short. The fundamental oscillators must be represented by the simplest variant of a chain of oscillators. This is a single mass held between two massless flexible strings between two motionless, fixed walls. This setup leads to 3 parameters determining the eigenfrequency of the chain, the mass value and the two different lengths of the strings. Consequently the continued fraction also should have 3 free parameters (the free link and two denominators). This idea solves the conceptual problem of a “no information oscillation”. When expressing the electron mass as a proton resonance, then \( \ln \frac{m_{\text{electron}}}{m_{\text{proton}}} = p + S \) and \( p \) must not have values determining \( S \) as zero or any other integer number (±3, ±6, ±9, ±...). In such a case no continued fraction can be written down, and the oscillation would not have any property.

**Idea 2 – Small denominators**

According to Müller’s theory, a high positive or negative denominator locates the data point in a fluctuating zone. Consequently the considered property should be difficult to be kept constant. From all our observations, it is highly reasonable to believe that proton and electron masses are constant even over very long time scales. Therefore their masses cannot be located too deep inside a fluctuation zone. In this study, the maximum value of the denominators was tentatively limited to ±18.

**Idea 3 – The free link**

The calculation \( \ln \frac{m_{\text{electron}}}{m_{\text{proton}}} \approx -7.51 \)
leads to a value between the principal nodes -6 and -9. From this it follows that in the continued fractions, the free link $n_0$ can only take the values ±6 and ±9.

**Idea 4 – Effect of canceling denominators**

Elementary particles can be divided into two groups: the vast majority with an extremely short half-life, and a small set with comparable longer lifetime. When analyzing the more stable particles with Müller’s standard model, already a striking tendency can be discovered that especially the sum of the free link and the first denominators tends to be zero.

Examples:
The τ can be interpreted as proton resonance and the full continued fraction representation, as calculated by the computer is: $P[0; 0 | e+1, 6, -e-1, e+1, -e-1, -e-1, (6)]$. Note that in the end, every determination of a continued fraction results in an infinite periodical alternating sequence of the denominators $e+1$ and $-e-1$, which is always omitted without. Without significantly changing the mass value, the fraction can be rewritten: $P[0; 0 | e+1, 6, -e-1, e+1, -e-1, -e-1, (e+1, -6)]$, and then the sum of all denominators equals zero.

The full continued fraction for the charged pion is: $E[0; 6 | -e-6, -e-1, e+1, -e-1, 48, (-e-1, 6, -24, e+1, -e-1, 12)]$. It can be seen that the free link and the first 3 denominators cancel successively. Then this changes. A minimal manipulation leads to:

$$E[0; 6 | -e-6, -e-1, e+1, -e-1, 48, (-e-1, 6, -48, e+1, -6, e+1)]$$

The full continued fraction for the neutral pion is:

$$E[0; 6 | -e-6, -e-6, 6, -e-1, (12, -12, e+1, -e-1, e+1, 45, 6)]$$

Here we have only to eliminate the 11th denominator (45) and the sum equals zero.

The full continued fraction for the $\eta'$ is:

$$P[0; 0 | -e+6, e+1, -e-1, 6, -e-1, 12, (-9, -12, -e-1, e+1, -e-1, e+1, -e-1, e+1, e+1)]$$

Again the first 4 denominators form a zero sum, then the 7th denominator (-9) interrupts this canceling. Without significant change of the numerical value, this fraction could be shortened and rewritten: $P[0; 0 | -e+6, e+1, -e-1, 6, -e-1, 12, (-12, e+1)]$.

When interpreting $\eta'$ as electron resonance, again adding the free link to the first 5 denominators gives zero: $E[0; 6 | e+1, -e-1, e+1, -e-1, -e-1, e+1, e+1, (24)]$. We can add and rewrite: $E[0; 6 | e+1, -e-1, e+1, -6, e+1, (24, -e-1, -24)]$.

A completely different case is the neutron; here the con-

---

**Table 6:** Continued fraction representations of masses of the bottom mesons (including strange and charmed mesons) ($x = -1.75083890054$)

<table>
<thead>
<tr>
<th>Particle</th>
<th>Mass ± SD [GeV]</th>
<th>Continued fraction representation(s)</th>
<th>Numerical error [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^+$</td>
<td>$5.27971 ± 2.9 \times 10^{-4}$</td>
<td>$P[x; 3</td>
<td>6, -9, 6, 6]$</td>
</tr>
<tr>
<td>$B^0$</td>
<td>$5.27950 ± 3.0 \times 10^{-4}$</td>
<td>$P[x; 3</td>
<td>6, -9, 6, 6]$</td>
</tr>
<tr>
<td>$B^{0*}$</td>
<td>$5.3251 ± 5.0 \times 10^{-4}$</td>
<td>$P[x; 3</td>
<td>6, -6, -6, e+1, e+1]$</td>
</tr>
<tr>
<td>$B_s^0$</td>
<td>$5.743 ± 5.0 \times 10^{-3}$</td>
<td>$E[0; 9</td>
<td>9, -e-1, -12]$</td>
</tr>
<tr>
<td>$B_s^{0*}$</td>
<td>$5.3663 ± 6.0 \times 10^{-4}$</td>
<td>$P[x; 3</td>
<td>6, -6, e+1, e+1, (9)]$</td>
</tr>
<tr>
<td>$B_s^{*0}$</td>
<td>$5.4154 ± 1.4 \times 10^{-3}$</td>
<td>$P[x; 3</td>
<td>6, -e-1, e+1, -1, 12]$</td>
</tr>
<tr>
<td>$B_{s^*}$</td>
<td>$5.8397 ± 6.0 \times 10^{-4}$</td>
<td>$P[x; 3</td>
<td>e+1, e+1, e+1, -1, e+1, -9, (-6)]$</td>
</tr>
<tr>
<td>$B_s^+$</td>
<td>$6.277 ± 6.0 \times 10^{-3}$</td>
<td>$P[x; 3</td>
<td>e+1, 6, -153]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E[0; 9</td>
<td>6, 6, -e-1, e+1, 63)]$</td>
</tr>
</tbody>
</table>

**Table 7:** Continued fraction representations of masses of the $c\bar{c}$ mesons ($x = -1.75083890054$)

<table>
<thead>
<tr>
<th>Particle</th>
<th>Mass ± SD [GeV]</th>
<th>Continued fraction representation(s)</th>
<th>Numerical error [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_c(1S)^+$</td>
<td>$2.9803 ± 1.2 \times 10^{-7}$</td>
<td>$P[x; 3</td>
<td>-30, e+1, -1]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E[0; 9</td>
<td>9, e+1, (216)]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E[6</td>
<td>e+1, -e-1, 18, -e-1, e+1]$</td>
</tr>
<tr>
<td>$J/\psi(1S)^+$</td>
<td>$3.096916 ± 1.1 \times 10^{-5}$</td>
<td>$P[x; 6</td>
<td>e+1, e+1, e+1, 6, -e-1, e+1, 6, e+1, (-18)]$</td>
</tr>
<tr>
<td>$\chi_c(1P)^0$</td>
<td>$3.41475 ± 3.1 \times 10^{-4}$</td>
<td>$P[x; 3</td>
<td>63, e+1, (57)]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E[0; 9</td>
<td>-15, e+1, -e-1, (-12)]$</td>
</tr>
<tr>
<td>$\chi_c(1P)^+$</td>
<td>$3.51066 ± 7.0 \times 10^{-5}$</td>
<td>no continued fraction found</td>
<td>outlier</td>
</tr>
<tr>
<td>$\eta_c(2S)^0$</td>
<td>$3.673 ± 4.0 \times 10^{-3}$</td>
<td>$E[0; 9</td>
<td>-21, (66)]$</td>
</tr>
<tr>
<td>$\phi(2S)^0$</td>
<td>$3.68609 ± 4.0 \times 10^{-5}$</td>
<td>$E[0; 9</td>
<td>-24, e+1, e+1, e+1, e+1]$</td>
</tr>
<tr>
<td>$\phi(3770)^0$</td>
<td>$3.77292 ± 3.5 \times 10^{-4}$</td>
<td>$E[0; 9</td>
<td>-30, e+1, (-12)]$</td>
</tr>
<tr>
<td>$\chi_c(2P)^0$</td>
<td>$3.9272 ± 2.6 \times 10^{-3}$</td>
<td>$P[x; 3</td>
<td>15, -27]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E[0; 9</td>
<td>-51, -9, e+1]$</td>
</tr>
<tr>
<td>$\phi(4040)^0$</td>
<td>$4.0390 ± 1.0 \times 10^{-3}$</td>
<td>$P[x; 3</td>
<td>12, e+1, -e-1, (495)]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E[0; 9</td>
<td>-108, e+1]$</td>
</tr>
<tr>
<td>$\phi(4160)^0$</td>
<td>$4.1530 ± 3.0 \times 10^{-3}$</td>
<td>$P[x; 3</td>
<td>12, -e-1, e-1, (6)]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E[0; 9</td>
<td>915]$</td>
</tr>
<tr>
<td>$\phi(4145)^0$</td>
<td>$4.421 ± 4.0 \times 10^{-3}$</td>
<td>$P[x; 3</td>
<td>9, 81]$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$E[0; 9</td>
<td>42, -6]$</td>
</tr>
</tbody>
</table>
Table 8: Continued fraction representations of masses of the $\bar{b}b$ mesons ($x = -1.75083890054$)

<table>
<thead>
<tr>
<th>Particle</th>
<th>Mass ± SD [GeV]</th>
<th>Continued fraction representation(s)</th>
<th>Numerical error [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Upsilon(1S)^0$</td>
<td>$9.46030 \pm 2.6 \times 10^{-4}$</td>
<td>$P {0, 3 \mid -1, -1, -12, -87}$</td>
<td>$1.02 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\chi_{26}(1P)^0$</td>
<td>$8.59544 \pm 5.0 \times 10^{-4}$</td>
<td>$E {x, 9 \mid -1, -1, -1, -1, -1}$</td>
<td>$9.33 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\chi_{26}(1P)^0$</td>
<td>$8.89284 \pm 4.0 \times 10^{-4}$</td>
<td>$E {0, 9 \mid +1, +1, +1, +1, +1}$</td>
<td>$1.96 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\chi_{26}(1P)^0$</td>
<td>$8.89224 \pm 4.0 \times 10^{-4}$</td>
<td>$E {0, 9 \mid +1, +1, +1, +1, +1}$</td>
<td>$3.40 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\chi_{26}(2P)^0$</td>
<td>$1.023236 \pm 6.0 \times 10^{-4}$</td>
<td>$P {0, 3 \mid -1, -1, -52}$</td>
<td>$1.86 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\chi_{26}(2P)^0$</td>
<td>$1.025551 \pm 5.0 \times 10^{-4}$</td>
<td>$E {0, 9 \mid +1, +1, +1}$</td>
<td>$2.78 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\chi_{26}(2P)^0$</td>
<td>$1.02686 \pm 5.0 \times 10^{-4}$</td>
<td>$E {0, 9 \mid +1, +1, +1}$</td>
<td>$1.11 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\Upsilon(3S)^0$</td>
<td>$1.03552 \pm 5.0 \times 10^{-4}$</td>
<td>$P {0, 3 \mid -1, -1, -30}$</td>
<td>$3.94 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\Upsilon(4S)^0$</td>
<td>$1.05794 \pm 1.2 \times 10^{-3}$</td>
<td>$E {x, 9 \mid -1, -1, -6, +1, +1}$</td>
<td>$1.75 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\Upsilon(10860)^0$</td>
<td>$1.0876 \times 10^{-3} \pm 1.1 \times 10^{-2}$</td>
<td>$E {0, 9 \mid +1, +1, +1, +1}$</td>
<td>$3.60 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\Upsilon(11120)^0$</td>
<td>$1.019 \times 10^{-3} \pm 8.0 \times 10^{-5}$</td>
<td>$P {0, 3 \mid -1, -1, -1, -1}$</td>
<td>$3.89 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Hypothese: From all these examples we can theorize that for a permanently stable particle such as the proton and electron, the sum of the free link and all partial denominators must be zero.

3.2 Rules for constructing continued fractions

With these physical ideas, we can express the proton and electron through a very limited set of 10 pairs of continued fractions (Table 12), which can all be written down. For every continued fraction, the phase shift $p$ can be calculated, so that equations (2) and (3) hold. Then, new rules for the interpretation of elementary particle masses can be derived. First, a mass can be either a proton or an electron resonance, and second, this newly found phase shift must now be considered.

When interpreting particle masses as proton resonance states we write $(x$ is the new phase shift):

$$\ln \frac{m_{\text{particle}}}{m_{\text{proton}}} = (0 \text{ or } x) + S \quad (4)$$

and for electron resonances holds:

$$\ln \frac{m_{\text{particle}}}{m_{\text{electron}}} = (0 \text{ or } -x) + S. \quad (5)$$

The basic rule that the phase shift can be zero, is fundamental and will not be changed.

Now for every of these 10 different phase shifts, the new model must be checked. We have to find out to what extent other elementary particles are compatible to one of these 10 new versions of the model and still accumulate in spectral nodes. There is a set of 18 particle masses, which cannot be expressed as proton or electron resonances with phase shift zero; these are: $\mu^+$, $K^0$, $B^+$, $B^0$, $B^{*0}$, $B_s^0$, $B_s^{*0}$, $B_{s2}^{*0}(5840)^0$, $J/\psi(S)^0$, $\chi_{c1}(1P)^0$, $h_1(1P)^0$, $\Lambda(1520)^0$, $\Sigma^0$, $\Sigma^*(1385)^0$, $\Xi^-$, $\Lambda^\prime_s$, $\Sigma^0_s$ and $\Sigma^+_s$. The question is now: which of the 10 possible phase shifts can reproduce these 18 masses best, with the lowest number of outliers?

By trial and error it was found that there is indeed such a “best possibility”, providing only one outlier:

$$\ln \frac{m_{\text{electron}}}{m_{\text{proton}}} = x + (-6) + \frac{e}{12 + \frac{e}{12 + \frac{e}{6}}} \quad (6)$$

$$\ln \frac{m_{\text{proton}}}{m_{\text{electron}}} = -x + 6 + \frac{e}{12 + \frac{e}{6}} \quad (7)$$

The phase shift $x$ equals $-1.75083890054$ and the numerical errors are very small (see Tables 1 and 9).

Tables 1 to 11 show the continued fraction representations for the considered data set (117 particles, 107 different masses) All possible fractions are given for both, proton and electron resonances with the phase shifts $0$ and $\pm x$. For completeness, Table 12 displays the 10 alternative continued fraction representations together with the calculated phase shifts.

continued fraction is: $P \{0, 0 \mid 1974, -1, -1, -1, -24\}$. As the first denominator is very high, the following denominators can make only minor changes of the numerical value of the fraction. So here it would be easily possible adding denominators to force the sum to be zero. Actually many particle representations fall in that category, so from looking only at these examples, the fundamental idea of a vanishing sum of denominators does not come out at all.
and the number of outliers when trying to reproduce the aforementioned set of 18 masses.

A single outlier is a very satisfying result when comparing to 14% outliers, which have been found with the standard version of Müller’s model \[9\]. Since the spectra of electron and proton resonances overlap, most particles can even expressed as both, proton and electron resonances. This demonstrates that it makes only sense to analyze high accuracy data, otherwise easily a continued fraction representation can be found.

As expected, the principle of “Yin and Yang” has not been found anymore in this set of particles. There are no other pairs of particles with opposite oscillation information. It seems to be that this fundamental concept is only applicable to long-term stable systems or processes. Further research on other data sets should confirm this.

3.3 Model discussion

Is the principle of “Yin and Yang” really necessary to obtain continued fraction representations for most elementary particle masses? The critical reader could argue that alone the additional consideration of electron resonances greatly enhances the chances to express particle masses via standard continued fractions (with phase shift 0 and 3/2). This is true, however, the author has found that the 14% outliers were very little reduced when considering such additional electron resonances. So another phase shift is definitively required.

But, are the electron resonances really necessary? Would it not be possible to write only

\[
\ln \frac{m_{\text{particle}}}{m_{\text{proton}}} = (0 \text{ or } p) + S
\]

where p is just any other phase shift different from the standard value 3/2 (between 0 and ±3)? This was exactly the author’s first attempt to modify Müller’s model. It was found that such phase shift does not exist.

For that reason the problem can only be solved through a new physical or philosophical idea. Every good physical theory consists of two parts, equivalent to a soul and a body. The soul represents a fundamental physical law or a philosophical principle, while always mathematics is the body.

From this viewpoint the author is particularly satisfied having found the “Yin-Yang” principle as an adequate extension of the proton resonance concept. It clearly justifies the importance of electron resonances and distinguishes the model from numerology.

Regarding the selection of the appropriate phase shift, a very critical reader could note that there is only one outlier difference between

\[
\ln \frac{m_{\text{electron}}}{m_{\text{proton}}} = [x_1; -9 | -9, 18]
\]

(2 outliers)

and the best variant

\[
\ln \frac{m_{\text{electron}}}{m_{\text{proton}}} = [x_2; -6 | 12, -6, -6]
\]

(1 outlier)

Table 9: Continued fraction representations of masses of the N, Δ, Λ, Σ, Ξ and Ω baryons (x = -1.75083890054)

<table>
<thead>
<tr>
<th>Particle</th>
<th>Mass ± SD [GeV]</th>
<th>Continued fraction representation(s)</th>
<th>Numerical error [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>p⁺</td>
<td>9.38272013 × 10⁻¹ ± 2.3 × 10⁻⁸</td>
<td>E [x; 6</td>
<td>-12, 6]</td>
</tr>
<tr>
<td>n⁰</td>
<td>9.39565346 × 10⁻¹ ± 2.3 × 10⁻⁸</td>
<td>P [0, 0</td>
<td>0.1974, -e⁻¹, -e⁻¹, -24]</td>
</tr>
<tr>
<td>Δ(1322)⁺⁺⁺</td>
<td>1.2320 ± 1.0 × 10⁻³</td>
<td>P [0, 0</td>
<td>9, e⁺¹, -e⁻¹, e⁺¹]</td>
</tr>
<tr>
<td></td>
<td>P [x; 3</td>
<td>-e⁻¹, e⁺¹, -e⁻¹, 6, e⁺¹, -e⁻¹]</td>
<td>E [x; 6</td>
</tr>
<tr>
<td></td>
<td>Λ⁰</td>
<td>1.11563 ± 6.0 × 10⁻⁶</td>
<td>P [0, 0</td>
</tr>
<tr>
<td>Λ(1405)⁺⁺⁺</td>
<td>1.4051 ± 1.3 × 10⁻³</td>
<td>P [0, 0</td>
<td>6, e⁺¹]</td>
</tr>
<tr>
<td></td>
<td>P [x; 3</td>
<td>-e⁻¹, 6, -e⁻¹, -1]</td>
<td>E [x; 6</td>
</tr>
<tr>
<td>Σ(1836)⁺⁺⁺</td>
<td>1.5195 ± 1.0 × 10⁻³</td>
<td>P [x; 3</td>
<td>-e⁻¹, 15, e⁺¹]</td>
</tr>
<tr>
<td></td>
<td>E [x; 6</td>
<td>12, -e⁻¹, e⁻¹, -1]</td>
<td>4.36 × 10⁻⁴</td>
</tr>
<tr>
<td>Σ⁺</td>
<td>1.18937 ± 7.0 × 10⁻⁵</td>
<td>P [0, 0</td>
<td>12, -e⁻¹, 6, -e⁻¹, -1, 6]</td>
</tr>
<tr>
<td>Σ⁺⁺⁺</td>
<td>1.19264 ± 2.4 × 10⁻⁵</td>
<td>E [x; 6</td>
<td>6</td>
</tr>
<tr>
<td>Σ⁻</td>
<td>1.197449 ± 3.0 × 10⁻⁵</td>
<td>P [0, 0</td>
<td>12, -e⁻¹, 6, -e⁻¹, 1, e⁻¹, -1, 1, 6]</td>
</tr>
<tr>
<td></td>
<td>E [x; 6</td>
<td>321, -e⁻¹]</td>
<td>1.22 × 10⁻⁵</td>
</tr>
<tr>
<td>Σ(1385)⁺⁺⁺</td>
<td>1.3828 ± 4.0 × 10⁻⁴</td>
<td>E [x; 6</td>
<td>18, -15, -1, -1]</td>
</tr>
<tr>
<td>Σ(1385)⁰</td>
<td>1.3837 ± 1.0 × 10⁻³</td>
<td>P [0, 0</td>
<td>6, e⁺¹, -e⁻¹, 1, e⁺¹, -1]</td>
</tr>
<tr>
<td></td>
<td>P [x; 6</td>
<td>18, -12, (e⁺¹, 1)]</td>
<td>2.95 × 10⁻⁸</td>
</tr>
<tr>
<td>Σ(1530)⁺⁺</td>
<td>1.3872 ± 5.0 × 10⁻⁴</td>
<td>P [0, 0</td>
<td>6, -1, 1, e⁺¹, -1, e⁺¹]</td>
</tr>
<tr>
<td></td>
<td>E [x; 6</td>
<td>18, -6, -1]</td>
<td>1.66 × 10⁻⁴</td>
</tr>
<tr>
<td>Σ⁻⁻⁻</td>
<td>1.31486 ± 2.0 × 10⁻⁴</td>
<td>P [0, 0</td>
<td>0.9, -e⁻¹, 1, 6]</td>
</tr>
<tr>
<td></td>
<td>E [x; 6</td>
<td>6</td>
<td>27, 9, -1]</td>
</tr>
<tr>
<td>Σ⁻⁻⁻</td>
<td>1.32717 ± 7.0 × 10⁻⁵</td>
<td>[x; 6</td>
<td>-e₁, e⁺¹, 1, 45, e⁺¹]</td>
</tr>
<tr>
<td>Ξ⁰</td>
<td>1.53180 ± 3.2 × 10⁻⁴</td>
<td>P [0, 0</td>
<td>16, -6, (165)]</td>
</tr>
<tr>
<td></td>
<td>E [x; 6</td>
<td>9, -e₁, 1, e⁻¹, 1, e⁺¹, -1, -1, -1]</td>
<td>5.19 × 10⁻⁵</td>
</tr>
<tr>
<td>Ξ⁻⁻⁻</td>
<td>1.5350 ± 6.0 × 10⁻⁴</td>
<td>P [0, 0</td>
<td>6, -6, -9, (-12)]</td>
</tr>
<tr>
<td></td>
<td>P [x; 3</td>
<td>-e⁻¹, 21, 6]</td>
<td>1.01 × 10⁻⁴</td>
</tr>
<tr>
<td></td>
<td>E [x; 6</td>
<td>9, -e⁻¹, 1, e⁺¹, -1, e⁺¹, +1, -6, -54]</td>
<td>1.18 × 10⁻⁶</td>
</tr>
<tr>
<td>Ω⁻⁻⁻</td>
<td>1.67245 ± 2.9 × 10⁻⁴</td>
<td>P [0, 0</td>
<td>1, e⁺¹, -1, -1, -1, -1, -1]</td>
</tr>
<tr>
<td></td>
<td>P [x; 3</td>
<td>-e⁻¹, 9, 1, 6]</td>
<td>1.50 × 10⁻⁴</td>
</tr>
<tr>
<td></td>
<td>E [0, 9</td>
<td>-e⁻¹, 1, 1, 48]</td>
<td>1.23 × 10⁻⁴</td>
</tr>
</tbody>
</table>
### Table 10: Continued fraction representations of masses of the charmed baryons \((x = -1.75083890054)\)

<table>
<thead>
<tr>
<th>Particle</th>
<th>Mass ± SD [GeV]</th>
<th>Continued fraction representation(s)</th>
<th>Numerical error [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Lambda_c^+)</td>
<td>2.28646 ± 1.4×10^{-4}</td>
<td>E {x; 6 \mid e+1, 6.9, -e-1, (-e-1)}</td>
<td>8.64 × 10^{-4}</td>
</tr>
<tr>
<td>(\Lambda_c)</td>
<td>2.5954 ± 6.0×10^{-4}</td>
<td>P {x \mid 3 \mid -9, 9, e+1} E {[0; 9 \mid -6, 15, (66)]} E {x; 6 \mid e+1, -12, e-1, -9}</td>
<td>5.64 × 10^{-4}</td>
</tr>
<tr>
<td>(\Sigma_c)</td>
<td>2.45403 ± 1.8×10^{-4}</td>
<td>P {x; 3 \mid -9, -6, -39} E {[0; 9 \mid -6, e+1, -1, -e+1]}</td>
<td>2.02 × 10^{-3}</td>
</tr>
<tr>
<td>(\Sigma_c^*)</td>
<td>2.4529 ± 4.0×10^{-4}</td>
<td>P {0; 0 \mid e+1, e-1, e+1, 6, e+1, -e-1, e+1} E {x; 6 \mid -9, -6, -9}</td>
<td>1.07 × 10^{-3}</td>
</tr>
<tr>
<td>(\Sigma_c(2595)^*)</td>
<td>2.45367 ± 1.8×10^{-4}</td>
<td>P {x; 3 \mid -9, -6, -24} E {[0; 9 \mid -6, e+1, -1, e+1]}</td>
<td>1.48 × 10^{-3}</td>
</tr>
<tr>
<td>(\Sigma_c(2520)^*)</td>
<td>2.5184 ± 6.0×10^{-4}</td>
<td>P {0; 0 \mid e+1, -e-1, e-1, -1, -18} E {[0; 9 \mid -6, e-1, e-1, 18, (18)]}</td>
<td>1.05 × 10^{-3}</td>
</tr>
<tr>
<td>(\Xi_c)</td>
<td>2.5175 ± 2.3×10^{-3}</td>
<td>P {0; 0 \mid e+1, e-1, e-1, -15, e+1} E {[0; 9 \mid -6, e-1, e-1, e-1, -6]}</td>
<td>7.02 × 10^{-4}</td>
</tr>
</tbody>
</table>

### Table 11: Continued fraction representations of masses of the bottom baryons \((x = -1.75083890054)\)

<table>
<thead>
<tr>
<th>Particle</th>
<th>Mass ± SD [GeV]</th>
<th>Continued fraction representation(s)</th>
<th>Numerical error [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Lambda_b)</td>
<td>5.6202 ± 1.6×10^{-3}</td>
<td>P {x \mid 3 \mid 6, e+1, -e-1, e+1, 9} E {[0; 9 \mid 9, -27}</td>
<td>1.25 × 10^{-4}</td>
</tr>
<tr>
<td>(\Sigma_b)</td>
<td>5.8078 ± 2.7×10^{-3}</td>
<td>E {[0; 9 \mid -9, -e-1, e+1, (-1, -27)]}</td>
<td>2.47 × 10^{-6}</td>
</tr>
<tr>
<td>(\Sigma_b^+)</td>
<td>5.8152 ± 2.0×10^{-3}</td>
<td>E {[0; 9 \mid -9, -e-1, e+1, (-e-1, 24)]}</td>
<td>4.30 × 10^{-6}</td>
</tr>
<tr>
<td>(\Sigma_b^-)</td>
<td>5.8290 ± 3.4×10^{-3}</td>
<td>P {x; 3 \mid e+1, e+1, -e+1}</td>
<td>8.39 × 10^{-4}</td>
</tr>
<tr>
<td>(\Xi_b)</td>
<td>5.8634 ± 2.8×10^{-3}</td>
<td>P {x; 3 \mid e+1, e+1, -e+1, -6}</td>
<td>7.39 × 10^{-5}</td>
</tr>
<tr>
<td>(\Xi_b^0)</td>
<td>5.7905 ± 2.7×10^{-3}</td>
<td>E {[0; 9 \mid -9, -e-1, e+1, 9]}</td>
<td>2.20 × 10^{-4}</td>
</tr>
</tbody>
</table>

### Table 12: List of the 10 possible continued fraction representations of the electron mass when considering the rules that denominators must be small and their sum including the free link equals zero, together with their associate phase shifts and the number of outliers when considering the following set of 18 particles: \(\mu^-, K^0, B^+, B^0, B^{*0}, B^-\), B's, \(\Sigma^*, \Sigma^0(1385), \Xi^-, \Lambda^+, \Sigma^0(1350)\), \(\Lambda(1520)^0\), \(\Sigma^0, \Sigma(1385)^+, \Xi^-, \Lambda^+, \Sigma^0, \Xi^0\), and \(\Sigma^0\).

<table>
<thead>
<tr>
<th>Continued fraction representation</th>
<th>phase shift (\delta)</th>
<th>number of outliers</th>
</tr>
</thead>
<tbody>
<tr>
<td>P {x \mid -9 \mid 15, -6}</td>
<td>1.297709653666</td>
<td>3</td>
</tr>
<tr>
<td>P {x \mid -9 \mid -6, 15}</td>
<td>1.951728841105</td>
<td>5</td>
</tr>
<tr>
<td>P {x \mid -9 \mid 18, -9}</td>
<td>1.330979407243</td>
<td>4</td>
</tr>
<tr>
<td>P {x \mid -9 \mid 9, 18}</td>
<td>1.797580224520</td>
<td>2</td>
</tr>
<tr>
<td>P {x \mid -6 \mid -6, 12}</td>
<td>-1.04460536299</td>
<td>6</td>
</tr>
<tr>
<td>P {x \mid -9 \mid -6, 12}</td>
<td>-1.75083890054</td>
<td>1</td>
</tr>
<tr>
<td>P {x \mid -6 \mid -9, 15}</td>
<td>-1.20718990898</td>
<td>6</td>
</tr>
<tr>
<td>P {x \mid -6 \mid 15, -9}</td>
<td>-1.70037048787</td>
<td>6</td>
</tr>
<tr>
<td>P {x \mid -6 \mid 18, -12}</td>
<td>-1.66836877553</td>
<td>3</td>
</tr>
<tr>
<td>P {x \mid -6 \mid -12, 18}</td>
<td>-1.2860171871</td>
<td>4</td>
</tr>
</tbody>
</table>

so one single outlier might not be sufficiently significant to make a clear decision. Here it is now worth looking at the outlier particles. In the first case, the two outliers are the muon and the \(\Sigma^0\). The muon has a comparatively long mean lifetime of 2.2 \(\mu\)s. So it is fare more stable than the average elementary particle. Therefore it is reasonable to request that the muon mass is reproduced by the model, i.e. the muon must not be an outlier.

### 4 Conclusions

The here presented bipolar version of Müller’s continued fraction model is so far the best description of elementary particle masses. It demonstrates two facts: first, electron and
proton can be interpreted as a manifestation of the “Yin and Yang” principle in nature. They both can be interpreted as fundamental reference points in the model of a chain of harmonic oscillations. Second, the proton resonance idea alone is an incomplete concept and we have to recognize that electron resonances also play an important role in the universe.

These results can be obtained only when strictly considering the individual measurement errors of the particles and all similar future analyses should be based on the most accurate data available.

Until now, this bipolar version of Müller’s model has reproduced only one data set. It is obvious that this alone cannot be considered as a full proof of correctness of this model variant and much more data should be analyzed.
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Galaxy S-Stars Exhibit Orbital Angular Momentum Quantization per Unit Mass
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The innermost stars of our Galaxy, called S-stars, are in Keplerian orbits. Quantum celestial mechanics (QCM) predicts orbital angular momentum quantization per unit mass for each of them. I determine the quantization integers for the 27 well-measured S-stars and the total angular momentum of this nearly isolated QCM system within the Galactic bulge.

1 Introduction

The innermost stars of our Galaxy, called S-stars, are in Keplerian orbits about a proposed [1] black hole of mass 4.3 ± 0.3 million solar masses. Their orbital planes appear to have random orientations, their orbital eccentricities range from 0.131 to 0.963 with no apparent pattern, and their origins of formation remain an issue. The star labelled S0-2 has the smallest semi-major axis of about 1020 AU and has been monitored for one complete revolution of its orbit, thereby allowing a determination of the position of the Galactic center Sgr A* at a distance of 8.33 ± 0.36 kpc.

In this brief report I use the orbital distances of the 27 well-measured S-stars revolving about the Galactic Center as a test of the orbital angular momentum quantization per unit mass predicted by the quantum celestial mechanics (QCM) introduced by H.G. Preston and F. Potter in 2003 [2, 3]. For the derivation of QCM from the general relativistic Hamilton-Jacobi equation, see the published articles online [2, 4].

In a Schwarzschild metric approximation, their proposed gravitational wave equation (GWE) reduces to a Schrödinger-Jacobi equation, see the published articles online [2, 4].

In a Schwarzschild metric approximation, their proposed gravitational wave equation (GWE) reduces to a Schrödinger-Jacobi equation, see the published articles online [2, 4].

H. We assume that over millions of years the orbit has reached a QCM equilibrium distance \( r \) that agrees in angular momentum value with its Newtonian value \( L = \mu \sqrt{GMr} \).

\( H \) is the Preston gravitational distance, a different constant for each separate gravitationally bound system, equal to the system’s total angular momentum \( L_T \) divided by its total mass \( M_T \).

\[
H = \frac{L_T}{M_T c}.
\] (2)

Note that \( H \) is not a universal constant, unlike \( \hbar \), and that QCM is not quantum gravity. Also recall that the GWE in the free particle limit becomes the standard Schrödinger equation of quantum mechanics.

2 S-star Orbital Quantization

The pertinent orbital parameters [5] for the 27 S-stars are listed in Table 1. Note that some uncertainties in both the semi-major axis column and in the eccentricity column are quite a large percentage of the mean values. These uncertainties will become smaller as more of these stars complete their orbits in the decades to come. More than an additional 100 S-stars are being studied in order to determine their orbital parameters. S0-16, whose orbital parameters are still being determined, has come the closest [1] to the Galactic Center Sgr A* at 45 AU (6.75 \( \times \) 10^{-12} m) with a tangential velocity of 1.2 \( \times \) 10^7 m/sec!

I assume that each S-star is in a QCM equilibrium orbit in order to use the Newtonian values for the plot of \( L' = L/mc \) versus \( m \) in Figure 1. The linear regression measure \( R^2 = 0.9986 \) indicates an excellent fit. I did not take the proposed black hole mass for \( M \) but used one solar mass instead as a reference. The slope \( H = 6.59 \times 10^7 \) meters for one solar mass, which becomes \( H_{BH} = 1.30 \times 10^{11} \) meters (0.87 AU) for the proposed central black hole mass. For comparison, the Schwarzschild radius for this BH is 1.27 \( \times \) 10^{10} meters.

Stars having the same QCM values for \( m \), such as the six stars with \( m = 11 \), have orbits in different planes. I.e., their orbital angular momentum vectors point in different directions. There might be orbital resonances among stars with different \( m \) values even though their orbital planes have quite different orientations. With much more S-star orbital data to be determined, future fits to the QCM angular momentum quantization constraint should be very interesting.
3 Total Angular Momentum

If there exists the BH at the center, from the value of $H_{BH}$ we calculate the predicted QCM total angular momentum $L_T$ of this system to be about $3.35 \times 10^{56}$ kg m$^2$/s. The rotating BH can contribute a maximum angular momentum of $J = GM^2/c$, about $1.64 \times 10^{55}$ kg m$^2$/s, meaning that the orbiting stars dominate the angular momentum of this system.

Spectroscopic measurements to determine S-star types indicate that their masses lie between 10 and 30 solar masses, so assuming about 100 such stars randomly distributed within 10 times the orbital radius of SO-83, one estimates an average total contribution of about $1.4 \times 10^{56}$ kg m$^2$/s, large enough to accommodate the QCM predicted total angular momentum value. Therefore, most of the system angular momentum is in the orbital motion of the S-stars.

Just how big radially is this gravitationally bound system involving the S-stars according to the QCM fit? Obviously, the angular momentum totals indicate that this gravitationally bound system does not extend significantly into the Galactic bulge, otherwise, the system’s predicted $J$ value will increase by many orders of magnitude with increases in radial distance. The Preston gravitational distance for the Galaxy, $H_{Gal} = 1.2 \times 10^{17}$ meters, may be the partition distance between this nearly isolated inner system and the rest of the Galaxy.

Therefore, this S-star system behaves as a nearly isolated system obeying QCM in the larger system called the Galaxy (or perhaps the Galaxy Bulge). Such QCM smaller systems within larger QCM systems already exist in the Solar System, e.g., the satellite systems of the planets [2], including the Jovian systems and the moons of Pluto [6]. Our Solar System [6] is a QCM system out on one spiral arm of the Galaxy, which is itself a QCM system requiring a different metric [4]. This hierarchy of QCM systems even applies to clusters of galaxies [7] and the Universe [8].

4 Final Comments

QCM predicts the orbital angular momentum quantization exhibited by the 27 S-stars nearest the Galactic Center. The result does not disagree with the proposed black hole mass of about 4.3 million solar masses there. The consequence is that the S-stars seem to be in their own nearly isolated QCM gravitationally bound system within the larger system of the Galaxy and the Galaxy bulge.
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Table 1: Galaxy Center S-star orbital parameters.
Does the Equivalence between Gravitational Mass and Energy Survive for a Quantum Body?
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We consider the simplest quantum composite body, a hydrogen atom, in the presence of a weak external gravitational field. We show that passive gravitational mass operator of the atom in the post-Newtonian approximation of general relativity does not commute with its energy operator, taken in the absence of the field. Nevertheless, the equivalence between the expectations values of passive gravitational mass and energy is shown to survive at a macroscopic level for stationary quantum states. Breakdown of the equivalence between passive gravitational mass and energy at a microscopic level for stationary quantum states can be experimentally detected by studying unusual electromagnetic radiation, emitted by the atoms, supported and moved in the Earth gravitational field with constant velocity, using spacecraft or satellite.

1 Introduction

Formulation of a successful quantum gravitation theory is considered to be one of the most important problems in modern physics and the major step towards the so-called “Theory of Everything”. On the other hand, fundamentals of general relativity and quantum mechanics are so different that there is a possibility that it will not be possible to unite these two theories in a feasible future. In this difficult situation, it seems to be important to suggest a combination of quantum mechanics and some non-trivial approximation of general relativity. In particular, this is important in the case where such theory can be experimentally tested. To the best of our knowledge, so far only quantum variant of the trivial Newtonian approximation of general relativity has been tested experimentally in the famous COW [1] and ILL [2] experiments. As to such important and nontrivial quantum effects in general relativity as the Hawking radiation [3] and the Unruh effect [4], they are still very far from their direct and unequivocal experimental confirmations.

The notion of gravitational mass of a composite body is known to be non-trivial in general relativity and related to the following paradoxes. If we consider a free photon with energy $E$ and apply to it the so-called Tolman formula for gravitational mass [5], we will obtain $m^0 = 2E/c^2$ (i.e., two times bigger value than the expected one) [6]. If a photon is confined in a box with mirrors, then we have a composite body at rest. In this case, as shown in Ref. [6], we have to take into account a negative contribution to $m^0$ from stress in the box walls to restore the Einstein equation, $m^0 = E/c^2$. It is important that the later equation is restored only after averaging over time. A role of the classical virial theorem in establishing of the equivalence between averaged over time gravitational mass and energy is discussed in detail in Refs. [7, 8] for different types of classical composite bodies. In particular, for electrostatically bound two bodies with bare masses $m_1$ and $m_2$, it is shown that gravitational field is coupled to a combination $3K + 2U$, where $K$ is kinetic energy, $U$ is the Coulomb potential energy. Since the classical virial theorem states that the following time average is equal to zero, $\langle 2K + U \rangle = 0$, then we conclude that averaged over time gravitational mass is proportional to the total amount of energy [7, 8]:

$$\langle m^0 \rangle = m_1 + m_2 + \langle 3K + 2U \rangle /c^2 = E/c^2. \quad (1)$$

2 Goal

The main goal of our paper is to study a quantum problem about passive gravitational mass of a composite body. As the simplest example, we consider a hydrogen atom in the Earth gravitational field, where we take into account only kinetic and Coulomb potential energies of an electron in a curved spacetime. We claim three main results in the paper (see also Refs. [9, 10]). Our first result is that the equivalence between passive gravitational mass and energy in the absence of gravitational field survives at a macroscopic level in a quantum case. More strictly speaking, we show that the expectation value of the mass is equal to $E/c^2$ for stationary quantum states due to the quantum virial theorem. Our second result is a breakdown of the equivalence between passive gravitational mass and energy at a microscopic level for stationary quantum states due to the fact that the mass operator does not commute with energy operator, taken in the absence of gravitational field. As a result, there exist a non-zero probability that a measurement of passive gravitational mass gives value, which is different from $E/c^2$, given by the Einstein equation. Our third result is a suggestion of a realistic experiment to detect this inequivalence by measurements of electromagnetic radiation, emitted by a macroscopic ensemble of hydrogen atoms, supported and moved in the Earth gravitational field, using spacecraft or satellite.
3 Gravitational Mass in Classical Physics

Below, we derive the Lagrangian and Hamiltonian of a hydrogen atom in the Earth gravitational field, taking into account couplings of kinetic and potential Coulomb energies of an electron with a weak centrosymmetric gravitational field. Note that we keep only terms of the order of $1/c^2$ and disregard magnetic force, radiation of both electromagnetic and gravitational waves as well as all tidal and spin dependent effects. Let us write the interval in the Earth centrosymmetric gravitational field, using the so-called weak field approximation: 

$$\phi = -\frac{GM}{R},$$

where $G$ is the gravitational constant, $c$ is the velocity of light, $M$ is the Earth mass, $R$ is a distance between a center of the Earth and a center of mass of a hydrogen atom (i.e., proton).

We pay attention to the fact that to calculate the Lagrangian (and later Hamiltonian) in a linear with respect to a small parameter $\phi(R)/c^2$ approximation, we do not need to keep the terms of the order of $[\phi(R)/c^2]^2$ in metric (2), in contrast to the perihelion orbit precession calculations [11].

Then, in the local proper spacetime coordinates,

$$x' = \left(1 - \frac{\phi}{c^2}\right)x, \quad y' = \left(1 - \frac{\phi}{c^2}\right)y,$$

$$z' = \left(1 - \frac{\phi}{c^2}\right)z, \quad t' = \left(1 + \frac{\phi}{c^2}\right)t,$$

(3)

the classical Lagrangian and action of an electron in a hydrogen atom have the following standard forms:

$$L' = -m_e c^2 + \frac{1}{2} m_e (v')^2 + \frac{e^2}{r'}, \quad \mathcal{S}' = \int L'dt',$$

(4)

where $m_e$ is the bare electron mass, $e$ and $v'$ are the electron charge and velocity, respectively; $r'$ is a distance between electron and proton. It is possible to show that the Lagrangian (4) can be rewritten in coordinates $(x, y, z, t)$ as

$$L = -m_e c^2 + \frac{1}{2} m_e v^2 + \frac{e^2}{r} - m_e \phi - \left(3m_e v^2/2 - 2c^2/\phi\right).$$

(5)

Let us calculate the Hamiltonian, corresponding to the Lagrangian (5), by means of a standard procedure, $H(\mathbf{p}, \mathbf{r}) = \mathbf{p}\cdot \mathbf{v} - L(\mathbf{v}, \mathbf{r})$, where $\mathbf{p} = \partial L(\mathbf{v}, \mathbf{r})/\partial \mathbf{v}$. As a result, we obtain:

$$H = m_e c^2 + \frac{\mathbf{p}^2}{2m_e} - \frac{e^2}{r} + m_e \phi + \left(3 \frac{\mathbf{p}^2}{2m_e} - \frac{e^2}{r}\right) \frac{\phi}{c^2},$$

(6)

where canonical momentum in a gravitational field is $\mathbf{p} = m_e (1 + 3\phi/c^2)$. [Note that, in the paper, we disregard all tidal effects (i.e., we do not differentiate gravitational potential with respect to electron coordinates, $r$ and $r'$, corresponding to a position of an electron in the center of mass coordinate system). It is possible to show that this means that we consider the atom as a point-like body and disregard all effects of the order of $|\phi/c^2| (r_g/R) \sim 10^{-26}$, where $r_g$ is the Bohr radius (i.e., a typical size of the atom).]

From the Hamiltonian (6), averaged over time electron passive gravitational mass, $<m_e^G>$, defined as its weight in a weak centrosymmetric gravitational field (2), can be expressed as

$$<m_e^G>_t = m_e + \left(\frac{\mathbf{p}^2}{2m_e} - \frac{e^2}{r}\right) \frac{1}{c^2} + \frac{2}{c^2} \frac{\mathbf{p}^2 - e^2}{r},$$

(7)

where $E = \mathbf{p}^2/2m_e - e^2/r$ is an electron energy. We pay attention that averaged over time third term in Eq. (7) is equal to zero due to the classical virial theorem. Thus, we conclude that in classical physics averaged over time passive gravitational mass of a composite body is equivalent to its energy, taken in the absence of gravitational field [7, 8].

4 Gravitational Mass in Quantum Physics

The Hamiltonian (6) can be quantized by substituting a momentum operator, $\hat{p} = -i\hbar \partial/\partial \mathbf{r}$, instead of canonical momentum, $\mathbf{p}$. It is convenient to write the quantized Hamiltonian in the following form:

$$\hat{H} = m_e c^2 + \frac{\hat{\mathbf{p}}^2}{2m_e} - \frac{e^2}{r} + \hat{m}_e^G \phi,$$

(8)

where we introduce passive gravitational mass operator of an electron to be proportional to its weight operator in a weak centrosymmetric gravitational field (2),

$$\hat{m}_e^G = m_e + \left(\frac{\hat{\mathbf{p}}^2}{2m_e} - \frac{e^2}{r}\right) \frac{1}{c^2} + \frac{2}{c^2} \frac{\hat{\mathbf{p}}^2 - e^2}{r},$$

(9)

Note that the first term in Eq. (9) corresponds to the bare electron mass, $m_e$, the second term corresponds to the expected electron energy contribution to the mass operator, whereas the third nontrivial term is the virial contribution to the mass operator. It is important that the operator (9) does not commute with electron energy operator, taken in the absence of the field. It is possible to show that Eqs. (8), (9) can be also obtained directly from the Dirac equation in a curved space-time, corresponding to a weak centrosymmetric gravitational field (2). For example, the Hamiltonian (8), (9) can be obtained [9, 10] from the Hamiltonian (3.24) of Ref. [12], where different physical problem is considered, by omitting all tidal terms.

Below, we discuss some consequences of Eq. (9). Suppose that we have a macroscopic ensemble of hydrogen atoms with each of them being in a ground state with energy $E_1$,...
Then, as follows from Eq. (9), the expectation value of the gravitational mass operator per one electron is

\[
\langle \hat{m}_g^2 \rangle = m_e + \frac{E_1}{c^2} + \left( \frac{2 \hat{p}^2}{2m_e} - \frac{e^2}{r} \right) \frac{1}{c^2} = m_e + \frac{E_1}{c^2},
\]  

(10)

where the third term in Eq. (10) is zero in accordance with the quantum virial theorem [13]. Therefore, we conclude that the equivalence between passive gravitational mass and energy in the absence of gravitational field survives at a macroscopic level for stationary quantum states.

Let us discuss how Eqs. (8), (9) break the equivalence between passive gravitational mass and energy at a microscopic level. First of all, we recall that the mass operator (9) does not commute with electron energy operator, taken in the absence of gravitational field. This means that, if we create a quantum state of a hydrogen atom with definite energy, it will not be characterized by definite passive gravitational mass.

In other words, a measurement of the mass in such quantum state may give different values, which, as shown, are quantized. Here, we illustrate the above mentioned inequivalence, using the following thought experiment. Suppose that at \( t = 0 \) we create a ground state wave function of a hydrogen atom, corresponding to the absence of gravitational field,

\[
\Psi_1(r, t) = \Psi_1(r) \exp(-iE_1t/\hbar).
\]  

(11)

In a weak centrosymmetric gravitational field (2), wave function (11) is not anymore a ground state of the Hamiltonian (8), (9), where we treat gravitational field as a small perturbation in an inertial system [7–12]. It is important that for inertial observer, in accordance with Eq. (3), a general solution of the Schrödinger equation, corresponding to the Hamiltonian (8), (9), can be written as

\[
\Psi(r, t) = (1 - \phi/c^2)^{3/2} \sum_{n=1}^{\infty} a_n \Psi_n[(1 - \phi/c^2)r] \times \exp[-im_e c^2(1 + \phi/c^2)t/\hbar] \times \exp[-iE_n(1 + \phi/c^2)t/\hbar].
\]  

(12)

We pay attention that wave function (12) is a series of eigenfunctions of passive gravitational mass operator (9), if we take into account only linear terms with respect to the parameter \( \phi/c^2 \). Here, factor \( 1 - \phi/c^2 \) is due to a curvature of space, whereas the term \( E_n(1 + \phi/c^2) \) represents the famous red shift in gravitational field and is due to a curvature of time. \( \Psi_n(r) \) is a normalized wave function of an electron in a hydrogen atom in the absence of gravitational field, corresponding to energy \( E_n \). [Note that, due to symmetry of our problem, an electron from 1S ground state of a hydrogen atom can be excited only into ns excited states. We also pay attention that the wave function (12) contains a normalization factor \( (1 - \phi/c^2)^{3/2} \).]

In accordance with the basic principles of the quantum mechanics, probability that, at \( t > 0 \), an electron occupies excited state with energy \( m_e c^2(1 + \phi/c^2) + E_0(1 + \phi/c^2) \) is

\[
P_n = \left| a_n \right|^2, \quad a_n = \int \Psi_n^*(r) \Psi_n[(1 - \phi/c^2)r] d^3 r = -i(\phi/c^2) \int \Psi_n^*(r) \frac{\hat{V}}{\hbar} \Psi_n(r) d^3 r.
\]  

(13)

Note that it is possible to demonstrate that for \( a_1 \) in Eq. (13) a linear term with respect to gravitational potential, \( \phi/c^2 \), is zero, which is a consequence of the quantum virial theorem. Taking into account that the Hamiltonian is a Hermitian operator, it is possible to show that for \( n \neq 1 \):

\[
\int \Psi_n^*(r) \frac{\hat{V}}{\hbar} \Psi_n(r) d^3 r = \frac{V_{n,1}}{\hbar \omega_{n,1}}, \quad \hbar \omega_{n,1} = E_n - E_1, \quad n \neq 1,
\]  

(14)

where \( V_{n,1} \) is a matrix element of the virial operator,

\[
V_{n,1} = \int \Psi_n^*(r) \frac{\hat{V}}{\hbar} \Psi_n(r) d^3 r, \quad \frac{\hat{V}}{\hbar} = \frac{\hat{p}^2}{2m_e} - \frac{e^2}{r}.
\]  

(15)

It is important that, since the virial operator (15) does not commute with the Hamiltonian, taken in the absence of gravitational field, the probabilities (13)–(15) are not equal to zero for \( n \neq 1 \).

Let us discuss Eqs. (12)–(15). We pay attention that they directly demonstrate that there is a finite probability,

\[
P_n = \left| a_n \right|^2 = \left( \frac{\phi}{c^2} \right)^2 \left( \frac{V_{n,1}}{E_n - E_1} \right)^2, \quad n \neq 1,
\]  

(16)

that, at \( t > 0 \), an electron occupies n-th \( (n \neq 1) \) energy level, which breaks the expected Einstein equation, \( m_e^2 = m_e + E_1/c^2 \). In fact, this means that measurement of passive gravitational mass (i.e., weight in the gravitational field (2)) in a quantum state with a definite energy (11) gives the following quantized values:

\[
m_e^2(n) = m_e + E_n/c^2,
\]  

(17)

corresponding to the probabilities (16). [Note that, as it follows from quantum mechanics, we have to calculate wave function (12) in a linear approximation with respect to the parameter \( \phi/c^2 \) to obtain probabilities (16), (22), (23), which are proportional to \( (\phi/c^2)^2 \). A simple analysis shows that an account in Eq. (12) terms of the order of \( (\phi/c^2)^2 \) would change electron passive gravitational mass of the order of \( (\phi/c^2)m_e \approx 10^{-9}m_e \), which is much smaller than the distance between the quantized values (17), \( \delta m_e^2 \approx a^2 m_e \sim 10^{-4}m_e \), where \( a \) is the fine structure constant.] We also point out that, although the probabilities (16) are quadratic with respect to gravitational potential and, thus, small, the changes of the
passive gravitational mass (17) are large and of the order of $\alpha^2 m_c$. We also pay attention that small values of probabilities (16), $P_n \sim 10^{-18}$, do not contradict the existing Eötvös type measurements [11], which have confirmed the equivalence principle with the accuracy of the order of $10^{-12}$, $10^{-13}$. For our case, it is crucial that the excited levels of a hydrogen atom spontaneously decay with time, therefore, one can detect the quantization law (17) by measuring electromagnetic radiation, emitted by a macroscopic ensemble of hydrogen atoms. The above mentioned optical method is much more sensitive than the Eötvös type measurements and we, therefore, hope that it allows to test the breakdown of the equivalence between energy and passive gravitational mass, revealed in the paper.

5 Suggested Experiment

Here, we describe a realistic experiment [9, 10]. We consider a hydrogen atom to be in its ground state at $t = 0$ and located at distance $R'$ from a center of the Earth. The corresponding wave function can be written as

$$\tilde{\Psi}(r, t) = (1 - 2\phi')^{3/2} \Psi_1[(1 - \phi'/c^2)r] \times \exp[-im_c c^2(1 + \phi'/c^2)t/\hbar] \times \exp[-iE_1(1 + \phi'/c^2)t/\hbar],$$

where $\phi' = \phi(R')$. The atom is supported in the Earth gravitational field and moved from the Earth with constant velocity, $v \ll vc$, by spacecraft or satellite. As follows from Ref. [7], the extra contributions to the Lagrangian (5) are small in this case in an inertial system, related to a center of mass of a hydrogen atom (i.e., proton). Therefore, electron wave function and time dependent perturbation for the Hamiltonian (8), (9) in this inertial coordinate system can be expressed as

$$\Psi(r, t) = (1 - 2\phi')^{3/2} \sum_{n=1}^{\infty} a_n(t) \Psi_n[(1 - \phi'/c^2)r] \times \exp[-im_c c^2(1 + \phi'/c^2)t/\hbar] \times \exp[-iE_n(1 + \phi'/c^2)t/\hbar],$$

$$\tilde{U}(r, t) = \frac{\phi(R' + vt) - \phi(R')}{c^2} \left( \frac{\Theta^2}{2m_c} - 2 \frac{c^2}{r} \right).$$

We pay attention that in a spacecraft (satellite), which moves with constant velocity, gravitational force, which acts on each hydrogen atom, is compensated by some non-gravitational forces. This causes very small changes of a hydrogen atom energy levels and is not important for our calculations. Therefore, the atoms do not feel directly gravitational acceleration, $g$, but feel, instead, gravitational potential, $\phi(R' + vt)$, changing with time due to a spacecraft (satellite) motion in the Earth gravitational field. Application of the time-dependent quantum mechanical perturbation theory gives the following solutions for functions $\tilde{a}_n(t)$ in Eq. (19):

$$\tilde{a}_n(t) = \frac{\phi(R') - \phi(R' + vt)}{c^2} \frac{V_{n,1}}{\hbar\omega_{n,1}} \exp(i\omega_{n,1}t), \ n \neq 1,$$

where $V_{n,1}$ and $\omega_{n,1}$ are given by Eqs. (14), (15); $\omega_{n,1} \gg v/R'$.

It is important that, if excited levels of a hydrogen atom were strictly stationary, then a probability to find the passive gravitational mass to be quantized with $n \neq 1$ (17) would be

$$P_n = \left( \frac{V_{n,1}}{\hbar\omega_{n,1}} \right)^2 \left[ \frac{\phi(R' + vt) - \phi(R')}{c^2} \right]^2,$$

In reality, the excited levels spontaneously decay with time and, therefore, it is possible to observe the quantization law (17) indirectly by measuring electromagnetic radiation from a macroscopic ensemble of the atoms. In this case, Eq. (22) gives a probability that a hydrogen atom emits a photon with frequency $\omega_{n,1} = (E_n - E_1)/\hbar$ during the time interval $t$. [We note that dipole matrix elements for $nS \rightarrow 1S$ quantum transitions are zero. Nevertheless, the corresponding photons can be emitted due to quadrupole effects.]

Let us estimate the probability (22). If the experiment is done by using spacecraft or satellite, then we may have $|\phi(R' + vt)| \ll |\phi(R')|$. In this case Eq. (22) is reduced to Eq. (16) and can be rewritten as

$$P_n = \left( \frac{V_{n,1}}{E_n - E_1} \right)^2 \frac{V_{n,1}^2}{c^4} \simeq 0.49 \times 10^{-18} \left( \frac{V_{n,1}}{E_n - E_1} \right)^2,$$

where, in Eq. (23), we use the following numerical values of the Earth mass, $M \approx 6 \times 10^{24}$ kg, and its radius, $R_0 \approx 6.36 \times 10^6$ m. It is important that, although the probabilities (23) are small, the number of photons, $N$, emitted by macroscopic ensemble of the atoms, can be large since the factor $V_{n,1}^2/(E_n - E_1)^2$ is of the order of unity. For instance, for 1000 moles of hydrogen atoms, $N$ is estimated as

$$N_{n,1} = 2.95 \times 10^8 \left( \frac{V_{n,1}}{E_n - E_1} \right)^2, \ N_{2,1} = 0.9 \times 10^8,$$

which can be experimentally detected, where $N_{n,1}$ stands for a number of photons, emitted with energy $\hbar\omega_{n,1} = E_n - E_1$.

6 Summary

To summarize, we have demonstrated that passive gravitational mass of a composite quantum body is not equivalent to its energy due to quantum fluctuations, if the mass is defined to be proportional to a weight of the body. We have also discussed a realistic experimental method to detect this inequivalency. If the corresponding experiment is done, to the best of our knowledge, it will be the first experiment, which directly tests some nontrivial combination of general relativity and quantum mechanics. We have also shown that
the corresponding expectation values are equivalent to each other for stationary quantum states. It is important that our results are due to different couplings of kinetic and potential energy with an external gravitational field. Therefore, the current approach is completely different from that discussed in Refs. [12, 14, 15], where small corrections to electron energy levels are calculated for a free falling hydrogen atom [14, 15] or for a hydrogen atom supported in a gravitational field [12]. Note that phenomena suggested in the paper are not restricted by atomic physics, but also have to be observed in solid state, nuclear, and particle physics.
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1 Introduction

The observations of “flattening of galaxies rotation curves” are generally explained by assuming the presence of “dark matter”, but there is no way to directly detect it other than its presumed gravitational effect. M. Milgrom [1] proposed an alternative explanation for the “galaxies rotation curves”, by modifying Newton’s law of gravitation, for which he needed an ad-hoc introduction of a new constant of nature $a_0$, termed as “critical-acceleration-of MOND”, in his best-fit empirical formula. But so far it has been an ad-hoc introduction of a new constant. Whereas this article proposes: (i) a genesis of this constant; (ii) explains its recurrences in various physical situations; and (iii) its role in determining the size and radii of various structures, like: the electron, the proton, the nucleus-of-atom, the globular-clusters, the spiral-galaxies, the galactic-clusters and the whole universe. In this process we get a new interpretation of “the cosmological-red-shift”, that the linear part of the cosmological-red-shift may not be due to “metric-expansion-of-space”; and even the currently-believed “accelerated-expansion” may be slowing down with time.

2 Genesis of the “critical acceleration of MOND”

R.K. Adair, in his book “Concepts in Physics” [2] has given a derivation, that the sum of “gravitational-potential-energy” and “energy-of-mass” of the whole universe is, strikingly, zero! i.e.

$$M_0c^2 - \frac{GM_0M_0}{R_0} = 0$$

where $M_0$ and $R_0$ are total-mass and radius of the universe respectively, and $G$ is Newton’s gravitational constant; i.e.

$$\frac{GM_0m}{R_0} = mc^2.$$ 

Where $m$ is mass of any piece of matter. That is, the relativistic-energy of any piece of matter of mass $m$ is equal to its “cosmic-gravitational-potential-energy”. So the “cosmic-gravitational-force” experienced by every piece of matter is:

$$\frac{GM_0m}{R_0^2} = \frac{m c^2}{R_0}.$$ 

We know that $R_0H_0 = c$, so, $R_0 = c/H_0$. Here $H_0$ is Hubble’s constant; i.e.

$$\frac{GM_0m}{R_0^2} = mH_0c$$

where $m$ is mass of any object; and $H_0c$ is a “cosmic-constant-of-acceleration”. $H_0c = 6.87 \times 10^{-10}$ meter/second$^2$. In the next section we will see the recurrences of this “cosmic-constant-of-acceleration” in various physical situations.

3 Observable recurrences of “the cosmic-constant-of-acceleration”

Inter-galactic-photons experience the “cosmological red-shift”. We can express the cosmological red-shift $z_c$ in terms of de-acceleration experienced by the photon [3, 4], as follows:

$$z_c = \frac{f_0 - f}{f} = \frac{H_0D}{c}$$

i.e.

$$\frac{h\Delta f}{hf} = \frac{H_0D}{c}$$

i.e.

$$h\Delta f = \frac{hf}{c^2}(H_0c)D.$$ 

Here: $h$ is Planck’s constant, $f_0$ is frequency of photon at the time of its emission, $f$ is the red-shifted frequency measured on earth, $H_0$ is Hubble’s constant, and $D$ the luminosity-distance.
That is, the loss in energy of the photon is equal to its mass ($h f / c^2$) times the acceleration $a = H_0 c$, times the distance $D$ travelled by it. Where: $H_0$ is Hubble-parameter. And the value of constant acceleration $a$ is: $a = H_0 c, a = 6.87 \times 10^{-10}$ meter/sec$^2$.

Now, we will verify that the accelerations experienced by the Pioneer-10, Pioneer-11, Galileo and Ulysses space-probes do match significantly with the “cosmic-constant-of-acceleration”. Slightly higher value of decelerations of the space-probes is then explained.

Carefully observed values of de-accelerations [5]:
For Pioneer-10:

\[ a = (8.09 \pm 0.2) \times 10^{-10} \text{ m/s}^2 = H_0 c. \]  

For Pioneer-11:

\[ a = (8.56 \pm 0.15) \times 10^{-10} \text{ m/s}^2 = H_0 c. \]  

For Ulysses:

\[ a = (12 \pm 3) \times 10^{-10} \text{ m/s}^2 = H_0 c. \]  

For Galileo:

\[ a = (8 \pm 3) \times 10^{-10} \text{ m/s}^2 = H_0 c. \]  

For Cosmologically-red-shifted-photon,

\[ a = 6.87 \times 10^{-10} \text{ m/s}^2 = H_0 c. \]

This value of acceleration is also the “critical acceleration” of modified Newtonian dynamics MOND,

\[ a_0 = H_0 c \]

and the rate of “accelerated-expansion of the universe”

\[ a_{exp} = H_0 c. \]

According to Weinberg, mass of a fundamental-particle can be obtained from the “fundamental-constants” as follows: Mass of a fundamental-particle,

\[ m = \left( \frac{\hbar^2 H_0}{c G} \right)^{1/3} \]

i.e.

\[ \frac{G m}{(\hbar/mc)^2} = H_0 c. \]

That is, the self-gravitational-acceleration of Weinberg’s [7] “fundamental-particle” is also equal to the “cosmic-constant-of-acceleration”.

**Reason why the apparent value of deceleration of the cosmic-photon is slightly small:**

When the extra-galactic-photon enters our own milky-way-galaxy, the photon also experiences the gravitational-blue-shift, because of the gravitational-pull of our galaxy. The photon of a given frequency, if it has come from a near-by-galaxy, then it gets more blue-shifted, compared to the photon which has come from very-very far-distant-galaxy; so the galaxy which is at closer distance, appears at more closer distance, than the galaxies at far-away-distances. That is, the cosmic photon decelerated during its long inter-galactic-journey, and then accelerated because of the gravitational-pull of our milky-way galaxy; so we measure slightly lesser value of $H_0$; $H_0 c = 6.87 \times 10^{-10}$ meter per seconds squared. But if we could send the Hubble-like Space-Telescope out-side our milky-way-galaxy, then the value of $H_0 c$ will match perfectly with the value of deceleration of all the four space-probes; = $8.5 \times 10^{-10}$ meters per seconds squared.

Currently, the whole values of “anomalous accelerations of the space-probes” are “explained” in terms of radiation-pressure, gas-leakage... etc. So here we can explain the slight differences in their values of decelerations in terms of radiation-pressure, gas-leakage etc! Thus, the matching of values of decelerations of all the four space-probes is itself an interesting observation; and its matching with the deceleration of cosmologically-red-shifting-photons can not be ignored by a scientific mind as a coincidence. There is one more interesting thing about the value of this deceleration as first noticed by Milgrom, that: with this value of deceleration, an object moving with the speed of light would come to rest exactly after the time $T_0$ which is the age of the universe.

### 4 Formation of structures

Sivaram [6] has noticed that:

\[ \frac{G M_0}{R_0^2} = \frac{G m_p}{r_p^2} = \frac{G m_e}{r_e^2} = \frac{G m_a}{r_a^2} \]

\[ = \frac{G M_{gal}}{R_{gal}^2} = \frac{G M_{gal}}{R_{gal}^2} \]

\[ = \text{the “critical-acceleration” of MOND} \]

\[ = H_0 c. \]

(Here: $M_0$ and $R_0$ are mass and radius of the universe respectively, $m_p$ and $r_p$ are mass and radius of the proton, $m_e$ and $r_e$ are mass and radius of the electron, $m_a$ and $r_a$ are mass and radius of the nucleus of an atom, $M_{gal}$ and $R_{gal}$ are mass and radius of the globular-clusters, $M_{gal}$ and $R_{gal}$ are mass and radius of the spiral-galaxies, and $M_{gal}$ and $R_{gal}$ are mass and radius of the galaxy-clusters respectively).

That is, the self-gravitational-pulling-force experienced by all the above bodies will be: Self-gravitational-force $F = (\text{mass of the body, say a galaxy})$ times (a constant value of deceleration $H_0 c$).

For the formation of a stable structure, the “self-gravitational-acceleration” of a body of mass $m$ should be equal to...
the value of “cosmic-constant-of-acceleration” \( H_0c \). In the expressions of eq. 14 above we found that: at the “surface” of the electron, the proton, the nucleus-of-atom, the globular-clusters, the spiral-galaxies, and the galactic-clusters this condition is beautifully satisfied. That is:

\[
\frac{GM}{R^2} = H_0c. \tag{15}
\]

Where \( M \) and \( R \) represent mass and radius of the above objects. And the size and radius of the above structures get decided as follows: i.e.

\[
\frac{GM}{R^2} = H_0c = \frac{c^2}{R_0}
\]

i.e.

\[
R^2 = \frac{GM}{c^2}R_0
\]

i.e.

\[
R = (r_GR_0)^{1/2}
\tag{16}
\]

where \( r_G \) is “gravitational-radius” of the above objects. This is how all the structures get formed, beginning from the electron to the galactic-clusters.

5 Explanation for the “flattening of galaxies rotation-curves”

As seen in the expression-15, the condition for the formation of a stable structure is: \( GM/R^2 = H_0c \) where \( M \) and \( R \) are mass and radius of a galaxy. That is, the centripetal acceleration at the surface of a structure is:

\[
\frac{v^2}{R} = \frac{GM}{R^2} = H_0c
\tag{17}
\]

i.e.

\[
v^2 = RH_0c.
\tag{18}
\]

Now, by dividing both the sides of the above expression by a distance \( r \) greater than \( R \), the acceleration towards the center of spiral-galaxy experienced by a star at a distance \( r \) form the center is:

\[
\frac{v^2}{r} = R \frac{H_0c}{r}
\tag{19}
\]

Where \( r > R \).

So, the velocity of the stars at the out-skirts of spiral galaxies is:

\[
v = \left[ \frac{GMGM_0}{c^2 - c^2} \right]^{1/2} \left[ \frac{a_0}{c} \right]^{1/2}
\tag{20}
\]

i.e.

\[
v = \left[ \frac{GM}{c^2} \right]^{1/2} \left[ \frac{2}{R_0} \right]^{1/2}
\tag{21}
\]

i.e.

\[
v = \left[ \frac{M}{M_0} \right]^{1/4} c
\tag{22}
\]

a constant velocity. The above expression-22 is equal to Milgrom’s expression: \( (v^2/r) = [(GM/c^2)H_0]^{1/2} \) because \( a_0 = GM_0/R_0^2 \). This is how we can explain the “flattening of galaxies rotation-curves”.

6 Conclusion

We presented here the genesis or root of the “critical acceleration of MOND”, that it follows from the equality of “gravitational-potential-energy” and “energy-of-mass” of the universe; and showed that there are as many as fifteen physical situations where we find recurrences of this “cosmic-constant-of-acceleration”. The sizes of various structures like the electron, the proton, the nucleus-of-atom, the globular-clusters, the spiral-galaxies, the galactic-clusters and the whole universe get decided based on the condition that: the “self-gravitational-acceleration” of them all should be equal to the “cosmic-constant-of-acceleration” \( H_0c \). The flattening of galaxies rotation curves at the out skirts of spiral galaxies also emerge from the above-mentioned equality.

We are sure that the space-probes Pioneer-10 et al. did show decelerations of the order \( H_0c \). Now, similar to the space-probes, if the cosmologically red-shifting photons also decelerate due to the “cosmic-gravitational-force” then the linear part of the cosmological-red-shift may not be due to the “metric-expansion-of-space”; only the recently-discovered accelerated-expansion may be due to the “metric-expansion-of-space”; and its rate \( H_0c \) suggests that even the receding galaxies may be getting decelerated like the space-probes! Thus we may be able to explain even the “accelerated-expansion of the universe” without any need for dark-energy.
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By using a computer simulated search program, the experimental gamma transition energies for superdeformed rotational bands (SDRB’s) in A ~ 150 region are fitted to proposed three-parameters model. The model parameters and the spin of the bandhead were obtained for the selected ten SDRB’s namely: 150Gd (yrast and excited SD bands), 151Tb (yrast and excited SD bands), 152Dy (yrast SD bands), 149Gd (SD-1, SD-6), 148Gd (SD-1), 153Dy (SD-1) and 148Eu (SD-1). The Kinematic $J^2$ and dynamic $J^2$ moments of inertia are studied as a function of the rotational frequency $\hbar \omega$. From the calculated results, we notice that the excited SD bands have identical energies to their Z±1 neighbours for the twinned SD bands in N=86 nuclei. Also the analysis done allows us to confirm ΔI = 2 staggering in the yrast SD bands of 148Gd, 149Gd, 152Dy, and 148Eu and in the excited SD bands of 149Gd, by performing a staggering parameter analysis. For each band, we calculated the deviation of the gamma ray energies from smooth reference representing the finite difference approximation to the fourth derivative of the gamma ray transition energies at a given spin.

1 Introduction

The superdeformed (SD) nuclei is one of the most interesting topics of nuclear structure studies. Over the past two decades, many superdeformed rotational bands (SDRB’s) have been observed in several region of nuclear chart [1]. At present although a general understanding of these SDRB’s have been achieved, there are still many open problems. For example the spin, parity and excitation energy relative to the ground state of the SD bands have not yet been measured. The difficulty lies with observing the very weak discrete transitions which link SD levels with normal deformed (ND) levels. Until now, only several SD bands have been identified to exist the transition from SD levels to ND levels. Many theoretical approaches to predict the spins of these SD bands have been proposed [2–11].

Several SDRB’s in the A ~ 150 region exhibit a rather surprising feature of a ΔI = 2 staggering [12–25] in its transition energies, i.e. sequences of states differing by four units of angular momentum are displaced relative to each other. The phenomenon of ΔI = 2 staggering has attached much attention and interest, and has thus become one of the most frequently considerable subjects. Within a short period, a considerable amounts of effort has been spent on understanding its physical implication based on various theoretical ideas [9,26–41]. Despite such efforts, definite conclusions have not yet been reached until present time.

The discovery of the phenomenon of identical bands (IB’s) [42,43] at high spin in SD states in even-even and odd-A nuclei aroused a considerable interest. It was found that the transition energies and moments of inertia in neighboring nuclei much closer than expected. This has created much theoretical interest [44,45]. The first interpretation [46] to IB’s was done within the framework of the strong coupling limit of the particle-rotor model, in which one or more particles are coupled to a rotating deformed core and follow the rotation adiabatically. Investigation also suggest that the phenomena of IB’s may result from a cancelation of contributions to the moment of inertia occurring in mean field method [47].

In the present paper we suggest a three-particle model to predict the spins of the rotational bands and to study the properties of the SDRB’s and to investigate the existence of ΔI = 2 staggering and also investigate the presence of IB’s observed in the A ~ 150 mass region.

2 Nuclear SDRB’s in framework of three parameters rotational model

In the present work, the energies of the SD nuclear RB’s $E(I)$ as a function of the unknown spin I are expressed as:

$$E(I) = E_0 + a[(1 + b\tilde{I}^2)^{1/2} - 1] + c\tilde{I}^2$$

(1)

with $\tilde{I} = I(I + 1)$, where $a,b$ and $c$ are the parameters of the model. The rotational frequency $\hbar \omega$ is defined as the derivative of the energy E with respect to the angular momentum $\tilde{I}$

$$\hbar \omega = \frac{dE}{d\tilde{I}} = \frac{[2c + ab(1 + b(I + 1)^{1/2})][I(I + 1)]^{-1/2}}{a(I + 1)^{1/2}}.$$  

(2)

Two possible types of nuclear moments of inertia have been suggested which reflect two different aspects of nuclear dynamics. The kinematic moment of inertia $J^2$, which is
Table 1: The adopted best parameters $a, b, c$ of the model and the band-head spin assignment $I_0$ of our ten SDRB’s. The rms deviations are also shown.

<table>
<thead>
<tr>
<th>SD Band</th>
<th>$E\gamma(I + 2 \to I)$ (keV)</th>
<th>$I_0$ (h)</th>
<th>$a$ (keV)</th>
<th>$b$ (keV)</th>
<th>$c$ (keV)</th>
<th>$\chi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{148}Gd$ (SD-1)</td>
<td>699.9</td>
<td>31</td>
<td>-0.313446E+07</td>
<td>0.163069E-04</td>
<td>0.311027E+02</td>
<td>7.387009E-01</td>
</tr>
<tr>
<td>$^{148}Gd$ (SD-2)</td>
<td>802.2</td>
<td>40</td>
<td>-0.106162E+06</td>
<td>0.107495E-03</td>
<td>0.105003E+02</td>
<td>2.104025E-01</td>
</tr>
<tr>
<td>$^{150}Gd$ (SD-1)</td>
<td>815.0</td>
<td>47</td>
<td>-0.148586E+06</td>
<td>-0.517219E-04</td>
<td>0.954401E-01</td>
<td>5.250988E-01</td>
</tr>
<tr>
<td>$^{152}Dy$ (SD-1)</td>
<td>727.9</td>
<td>31</td>
<td>-0.617154E+06</td>
<td>-0.134929E-04</td>
<td>0.163288E+01</td>
<td>1.734822E+00</td>
</tr>
<tr>
<td>$^{149}Gd$ (SD-1)</td>
<td>617.8</td>
<td>27.5</td>
<td>-0.825976E+05</td>
<td>-0.698261E-04</td>
<td>0.285641E+01</td>
<td>4.559227E-01</td>
</tr>
<tr>
<td>$^{148}Eu$ (SD-1)</td>
<td>747.7</td>
<td>29</td>
<td>-0.131028E+06</td>
<td>0.432608E-04</td>
<td>0.928191E+01</td>
<td>7.010767E-01</td>
</tr>
<tr>
<td>$^{151}Tb$ (SD-1)</td>
<td>726.5</td>
<td>30.5</td>
<td>-0.852833E+06</td>
<td>-0.546382E-05</td>
<td>0.364770E+01</td>
<td>2.023767E+00</td>
</tr>
<tr>
<td>$^{153}Dy$ (SD-1)</td>
<td>602.1</td>
<td>26.5</td>
<td>-0.136986E+07</td>
<td>-0.431179E-05</td>
<td>0.289128E+01</td>
<td>6.644767E-01</td>
</tr>
</tbody>
</table>

equal to the inverse of the slope of the curve of energy $E$ versus $I$:

$$ J^{(1)} = \frac{\hbar^2}{2} \left( \frac{dE}{dT} \right)^{-1} $$

$$ J^{(2)} = \frac{\hbar^2}{2a} \left[ 1 + bI(I + 1) \right]^{1/2} + \frac{1}{2c} $$

and the dynamic moment of inertia $J^{(2)}$, which is related to the curvature of the energy $E$ versus $I$:

$$ J^{(2)} = \frac{\hbar^2}{2} \left( \frac{dE}{dT} \right)^{-1} $$

$$ = \frac{\hbar^2}{2a} \left[ 1 + bI(I + 1) \right]^{1/2} + \frac{1}{2c} $$

For the SD bands, one can extract the rotational frequency, dynamic and kinematic moment of inertia by using the experimental interband E2 transition energies as follows:

$$ \hbar \omega = \frac{1}{4} [E_y(I + 2) - E_y(I)] $$

$$ J^{(2)}(I) = \frac{4\hbar^2}{\Delta E_y} $$

$$ J^{(1)}(I - 1) = \frac{\hbar^2(2I - 1)}{E_y} $$

where

$$ E_y = E(I - 2) - E(I) $$

$$ \Delta E_y = E(I + 2) - E_y(I) $$

It is seen that whereas the extracted $J^{(1)}$ depends on 1 proposition, $J^{(2)}$ does not.

3 Analysis of the $\Delta I = 2$ staggering effects

It has been found that some SD rotational bands in different mass region show an unexpected $\Delta I = 2$ staggering effects in the gamma ray energies [12–25]. The effect is best seen in long rotational sequences, where the expected regular behavior of the energy levels with respect to spin or to rotational frequency is perturbed. The result is that the rotational sequence is split into two parts with states separated by $\Delta I = 4$ (bifurcation) shifting up in energy and the intermediate states shifting down in energy. The curve found by smoothly interpolating the band energy of the spin sequence $I, I + 4, I + 8, \ldots$ is somewhat displaced from the corresponding curve of the sequence $I + 2, I + 6, I + 10, \ldots$.

To explore more clearly the $\Delta I = 2$ staggering, for each band the deviation of the transition energies from a smooth reference $\Delta E_y$ is determined by calculating the fourth derivative of the transition energies $E_y(I)$ at a given spin $I$ by

$$ \Delta E_y(I) = \frac{1}{4} \left( E_y(I) - 2[4E_y(I - 2) + 4E_y(I + 2) - E_y(I - 4) - E_y(I + 4)] \right). $$

This expression was previously used in [15] and is identical to the expression for $\Delta^4 E_y(I)$ in Ref. [33]. We chose to use the expression above in order to be able to follow higher order changes in the moments of inertia of the SD bands.

4 Superdeformed identical bands

A particularly striking feature of SD nuclei is the observation of numerous bands with nearly identical transition energies in nuclei differing by one or two mass unit [42–45]. To determine whether a pair of bands is identical or not, one must compare the dynamical moment of inertia or compare the E2 transition energies of the two bands.

5 Numerical calculations and discussions

Nine SDRB’s observed in nuclei of mass number $A \sim 150$ have been analyzed in terms of our three parameter model. The experimental transition energies are taken from Ref. [1]. The studied SDRB’s are namely:
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Fig. 1: Calculated Kinematic $J^{(1)}$ (open circles) and dynamic $J^{(2)}$ (closed circles) moments of inertia as a function of rotational frequency $\hbar \omega$ for the set of identical bands $^{151}\text{ Tb}(\text{SD-1}), \quad ^{152}\text{ Dy}(\text{SD-1}), \quad ^{150}\text{ Gd}(\text{SD-3})$ and $^{151}\text{ Tb}(\text{SD-2})$.

$^{150}\text{ Gd}(\text{SD1, SD2}), \quad ^{151}\text{ Tb}(\text{SD1, SD2}), \quad ^{152}\text{ Dy}(\text{SD1}), \quad ^{148}\text{ Gd}(\text{SD1, SD6}), \quad ^{149}\text{ Gd}(\text{SD1}), \quad ^{153}\text{ Dy}(\text{SD1})$ and $^{148}\text{ Eu}(\text{SD1})$. The difference between the SD bands in various mass region are obviously evident through the behavior of the dynamical $J^{(2)}$ and kinematic $J^{(1)}$ moments of inertia seems to be very useful to the understanding of the properties of the SD bands. The bandhead moment of inertia $J_0$ at $J^{(2)} = J^{(1)}$ is a sensitive guideline parameter for the spin proposition.

A computer simulated search program has been used to get a minimum root mean square (rms) deviation between the experimental transition energies $E_y^{\text{exp}}$ and the calculated ones derived from our present three parameter model $E_y^{\text{cal}}$:

$$\chi = \frac{1}{N} \left[ \sum_{i=1}^{n} \frac{E_y^{\text{cal}}(I_i) - E_y^{\text{exp}}(I_i)}{\delta E_y^{\text{exp}}(I_i)} \right]^{1/2}$$

where $N$ is the number of data points enters in the fitting procedure and $\delta E_y^{\text{exp}}(I_i)$ is the uncertainties in the $\gamma$-transitions. For each SD band the optimized best fitted four parameters $a, b, c$ and the bandhead spin $I_0$ were obtained by the adopted fit procedure. The procedure is repeated for several sets of trail values $a, b, c$ and $I_0$. The spin $I_0$ is taken as the nearest integer number, then another fit with only $a, b$ and $c$ as free parameters is made to determine their values. The lowest bandhead spin $I_0$ and the best parameters of the model $a, b, c$ for each band is listed in Table(1). The SD bands are identified by the lowest gamma transition energies $E_y(I_0 + 2 \rightarrow I_0)$ observed.

The dynamical $J^{(2)}$ and kinematic $J^{(1)}$ moments of inertia using our proposed model at the assigned spin values are calculated as a function of rotational frequency $\hbar \omega$ and illustrated in Figs. (1,2). $J^{(2)}$ mostly decrease with a great deal of variation from nucleus to nucleus. The properties of the SD bands are mainly influenced by the number of the high-$N$ intruder orbitals occupied. For example the large slopes of $J^{(2)}$ against $\hbar \omega$ in $^{150}\text{ Gd}$ and $^{151}\text{ Tb}$ are due to the occupation of $\pi \delta_2, \nu \gamma_2$ orbitals, while in $^{152}\text{ Dy}$ the $\pi \delta_4$ level is also occupied and this leads to a more constant $J^{(2)}$ against $\hbar \omega$. A plot of

Fig. 2: Calculated Kinematic $J^{(1)}$ (open circles) and dynamic $J^{(2)}$ (closed circles) moments of inertia as a function of rotational frequency $\hbar \omega$ for the SDRB’s $^{148}\text{ Gd}(\text{SD-1, SD-6}), \quad ^{149}\text{ Gd}(\text{SD-1}), \quad ^{153}\text{ Dy}(\text{SD-1})$ and $^{148}\text{ Eu}(\text{SD-1})$. 
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energies Δff a very good doubly magic SD core. The di

Fig. 3: Percentage differences ΔEγ/γ in transition energies Eγ = E(I) - E(I - 2) as a function of spin I for the set of identical bands (151 Tb(SD-2), 152 Dy(SD-1)) and (150 Gd(SD-2), 151 Tb(SD-1)).

J(2) against hω for the excited SD band in 151 Tb gives a curve that is practically constant and which closely follows the J(2) curved traced out by the yrast SD band in 152 Dy but which is very different from the yrast SD band in 151 Tb. Similarly the 150 Gd excited SD band has J(2) values which resemble those observed in the 151 Tb yrast SD band. It is concluded that the N=86 isotones SD nuclei have identical supershell structures:

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>Yrast band</th>
<th>Excited band</th>
</tr>
</thead>
<tbody>
<tr>
<td>150 Gd</td>
<td>π(3)^1([4]^10(5)^1)(</td>
<td>i(13/2)^1)</td>
</tr>
<tr>
<td>152 Tb</td>
<td>π(3)^1([4]^10(5)^1)(</td>
<td>i(13/2)^1)</td>
</tr>
<tr>
<td>152 Dy</td>
<td>π(3)^1([4]^10(5)^1)(</td>
<td>i(13/2)^1)</td>
</tr>
</tbody>
</table>

6 Identical bands in the isotones nuclei N=86

A particularly striking feature of SD nuclei is the observation of a number of bands with nearly identical transition energies in neighboring nuclei. Because of the large single particle SD gaps at Z=66 and N=86, the nucleus 152 Dy is expected to be a very good doubly magic SD core. The difference in γ-ray energies ΔEγ between transition in the two pairs of N=86 isotones (excited 151 Tb (SD-2), yrast 152 Dy (SD-1)) and (excited 150 Gd (SD-2), yrast 151 Tb (SD-1)) were calculated.

The gamma transition energies of the excited band (SD-2) in 152 Tb are almost identical to that of the yrast band (SD-1) in 152 Dy. This twin band has been associated with a [301]1/2 hole in the 152 Dy core. The orbitals π62 and ν72 are occupied in 151 Tb, while in 152 Dy the π61 level is occupied and this leads to a more constant in dynamic moment of inertia J(2). Clearly the J(2) values for the excited SD bands are very similar to the yrast SD bands in their Z+1, N=86 isotones. The plot of percentage differences ΔEγ/γ in transition energies versus spin for the two pairs (151 Tb(SD-2), 152 Dy(SD-1)) and (150 Gd(SD-2), 151 Tb(SD-1)) are illustrated in Fig. (3).

7 ΔI = 2 Staggering

Another result of the present work is the observation of a ΔI = 2 staggering effects in the γ-ray energies, where the two sequences for spins I = 4j, 4j + 1 (j=0,1,2,...) and I = 4j + 2 (j=0,1,2,...) are bifurcated. For each band the deviation of the γ-ray energies from a smooth reference ΔEγ is determined by calculating the fourth derivative of the γ-ray energies ΔEγ(I) at a given spin Δ4Eγ. The staggering in the γ-ray energies is indeed found for the SD bands in 148 Eu(SD-1), 148 Gd(SD-6) and 149 Gd(SD-1) in Fig. (4).
References
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Based on a fractal scaling model of matter, that reproduces systematic features in the distribution of elementary particle rest masses, the paper presents natural oscillations in chain systems of harmonic quantum oscillators as mechanism of particle mass generation.

1 Introduction

The origin of particle masses is one of the most important topics in modern physics. In this paper we won’t discuss the current situation in the standard theory and the Higgs mechanism. Based on a fractal scaling model \cite{1} of natural oscillations in chain systems of harmonic oscillators we present an alternative mechanism of mass generation.

Possibly, natural oscillations of matter generate scaling distributions of physical properties in very different processes. Fractal scaling models \cite{2} of oscillation processes are not based on any statements about the nature of the link or interaction between the elements of the oscillating chain system. Therefore the model statements are quite generally, what opens a wide field of possible applications.

Within the last 10 years many articles were published which show that scaling is a widely distributed natural phenomenon \cite{3–7}. As well, scaling is a general property of inclusive distributions in high energy particle reactions \cite{8} – the quantity of secondary particles increases in dependence on the logarithm of the collision energy.

Particularly, the observable mass distribution of celestial bodies is connected via scaling with the mass distribution of fundamental particles \cite{9}, that can be understood as contribution to the fundamental link between quantum – and astrophysics.

Based on observational data, Haramein, Hyson and Rauscher \cite{10,11} discuss a scaling law for all organized matter utilizing the Schwarzschild condition, describing cosmological to subatomic structures. From their point of view the universality of scaling suggests an underlying polarizable structured vacuum of mini white and black holes. They discuss the manner in which this structured vacuum can be described in terms of resolution of scale analogous to a fractal scaling as a means of renormalization at the Planck distance.

In the framework of our model \cite{1}, particles are resonance states in chain systems of harmonic quantum oscillators and the masses of fundamental particles are connected by the scaling exponent \( \frac{1}{2} \). For example, the logarithm of the proton-to-electron mass ratio is \( 7 \frac{1}{2} \), but the logarithm of the W-boson-to-proton mass ratio is \( 4 \frac{1}{2} \). This means, they are connected by the equation:

\[
\ln \left( \frac{m_w}{m_{\text{proton}}} \right) = \ln \left( \frac{m_{\text{proton}}}{m_{\text{electron}}} \right) - 3 \quad \text{(1)}
\]

The logarithm of the W-boson-to-electron mass ratio is \( 4 \frac{1}{2} + 7 \frac{1}{2} = 12 \):

\[
\ln \left( \frac{m_w}{m_{\text{electron}}} \right) = 12. \quad \text{(2)}
\]

Already within the eighties the scaling exponent \( \frac{1}{2} \) was found in the distribution of particle masses by V. A. Kolombet \cite{12}. In addition, we have shown \cite{9} that the masses of the most massive bodies in the Solar System are connected by the scaling exponent \( \frac{1}{2} \). The scaling exponent \( 3 \times \frac{1}{2} \) arises as consequence of natural oscillations in chain systems of similar harmonic oscillators \cite{2}. If the natural frequency of one harmonic oscillator is known, one can calculate the complete fractal spectrum of natural frequencies of the chain system. Spectral nodes arise on the distance of \( \frac{1}{2} \) logarithmic units. Near spectral nodes the spectral density reaches local maximum and natural frequencies of the oscillating chain system are distributed maximum densely. We suspect, that stable particles correspond to main spectral nodes which represent rational number logarithms.

The colossal difference between the life times of stable and “normal” particles is amazing. The life-time of a proton is minimum \( 10^{34} \) times larger than the life of a neutron, although the mass difference between them is only 0.13\% of the proton rest mass. From this point of view seems that the stability of a particle is not connected with its mass.

In the framework of the standard theory, the electron is stable because it’s the least massive particle with non-zero electric charge. Its decay would violate charge conservation. The proton is stable, because it’s the lightest baryon and the baryon number is conserved. Therefore the proton is the most important baryon, while the electron is the most important lepton and the proton-to-electron mass ratio can be understood as a fundamental physical constant. Within the standard theory, the W- and Z-bosons are elementary particles which mediate the weak force. The rest masses of all these particles are measured with high precision. The precise rest masses of other elementary or stable particles (quarks, neutrinos) are nearly unknown and not measured directly.

The life-times of electron and proton seem not measurable. In addition, there is no comparison between the life of a proton \( (\tau_{\text{proton}} > 10^{30} \text{ years}) \) and the age of the visible universe \( (\tau_{\text{universe}} > 10^{10} \text{ years}) \). Though, there is an interesting scale similarity between the product of the proton life \( \tau_{\text{proton}} > 10^{30} \text{ years} \) and the proton mass generating frequency \( \omega_{\text{proton}} \).
the one side, and the product of the age $\tau_{\text{universe}} > 10^{10}$ years of the visible universe and the Planck frequency $\omega_{\text{Planck}}$, on the other side:

$$\omega_{\text{proton}} = E_{\text{proton}}/h = 938 \text{ MeV}/c^2 = 1.425 \cdot 10^{24} \text{ Hz}$$

$$\omega_{\text{proton}} \tau_{\text{proton}} > 10^{60} \quad (3)$$

$$\omega_{\text{Planck}} = \sqrt{(c^2/\hbar G)} = 1.855 \cdot 10^{43} \text{ Hz}$$

$$\omega_{\text{Planck}} \tau_{\text{universe}} > 10^{60} \quad (4)$$

If both products are of the same scale, we can write:

$$\omega_{\text{proton}} \tau_{\text{proton}} = \omega_{\text{Planck}} \tau_{\text{universe}} \quad (5)$$

Because the frequencies $\omega_{\text{proton}}$ and $\omega_{\text{Planck}}$ are fundamental constants, the equation (5) means that possibly exists a fundamental connection between the age of the visible universe and the proton life-time.

2 Methods

Based on the continued fraction method [13] we will search the natural frequencies of a chain system of many similar harmonic oscillators in this form:

$$\omega_{jk} = \omega_{00} \exp (S_{jk}) \quad (6)$$

$\omega_{jk}$ is a set of natural frequencies of a chain system of similar harmonic oscillators, $\omega_{00}$ is the natural angular oscillation frequency of one oscillator, $S_{jk}$ is a set of finite continued fractions with integer elements:

$$S_{jk} = n_{0j} + \frac{1}{n_{1j} + \frac{1}{n_{2j} + \ldots + \frac{1}{n_{kj}}}} = [n_{0j}; n_{1j}, n_{2j}, \ldots, n_{kj}] \quad (7)$$

where $n_{0j}, n_{1j}, n_{2j}, \ldots, n_{kj} \in Z, j = 0, \infty$. We investigate continued fractions (7) with a finite quantity of layers k, which generate discrete spectra, because in this case all $S_{jk}$ represent rational numbers. Possibly, the free links $n_{0j}$ and the partial denominators $n_{1j}, n_{2j}, \ldots, n_{kj}$ could be interpreted as some kind of “quantum numbers”. The present paper follows the Terskich [13] definition of a chain system, where the interaction between the elements proceeds only in their movement direction. Model spectra (7) are not only logarithmic, but also fractal, because the discrete hyperbolic distribution of natural frequencies $\omega_{jk}$ repeats itself on each spectral layer.

The partial denominators run through positive and negative integer values. Ranges of relative low spectral density (spectral gaps) and ranges of relative high spectral density (spectral nodes) arise on each spectral layer. In addition to the first spectral layer, fig. 1 shows the second spectral layer $k = 2$ with $|n_{0j}| = 2$ (logarithmic representation). Maximum spectral density areas (spectral nodes) arise automatically on the distance of integer and half logarithmic units.

Fractal scaling models of natural oscillations are not based on any statements about the nature of the link or interaction between the elements of the oscillating chain system. For this reason we assume that our model could be useful also for the analysis of natural oscillations in chain systems of harmonic quantum oscillators. We assume that in the case of natural oscillations the amplitudes are low, the oscillations are harmonic and the oscillation energy $E$ depends only on the frequency ($\hbar$ is the Planck constant):

$$E = \hbar \omega. \quad (8)$$

In the framework of our model (6) all particles are resonance states of an oscillating chain system, in which to the oscillation energy (8) corresponds the particle mass m:

$$m = \omega\hbar/c^2. \quad (9)$$

In this connection the equation (9) means that quantum oscillations generate mass. Under consideration of (6) now we can create a fractal scaling model of the mass spectrum of model particles. This mass spectrum is described by the same continued fraction 7, for $m_{00} = \omega_{00} \hbar/c^2$:

$$\ln (m_{jk}/m_{00}) = [n_{0j}; n_{1j}, n_{2j}, \ldots, n_{kj}] \quad (10)$$

The frequency spectrum (7) and the mass spectrum (10) are isomorphic. The mass spectrum (10) is fractal and consequently it has a clear hierarchical structure, in which continued fractions (7) of the form $[n_{0j}; \infty]$ and $[n_{0j}; 2, \infty]$ define main spectral nodes, as fig. 1 shows.

3 Results

Based on (10) in the present paper we will calculate a list of model particle masses which correspond to the main spectral nodes and compare this list with rest masses of well measured stable and fundamental particles – hadrons, leptons, gauge bosons and Higgs bosons.

The model mass spectrum (10) is logarithmically symmetric and the main spectral nodes arise on the distance of 1 and $\frac{1}{2}$ logarithmic units, as fig. 1 shows. The mass $m_{00}$ in (10) corresponds to the main spectral node $S_{00} = [0; \infty]$, because $\ln (m_{00}/m_{00}) = 0$. Let’s assume that $m_{00}$ is the electron rest mass 0.510998910(13) MeV/c^2 [14]. In this case (10) describes the mass spectrum that corresponds to the natural frequency spectrum (7) of a chain system of vibrating electrons. Further stable or fundamental model particles correspond to further main spectral nodes of the form $[n_{0j}; \infty]$ and $[n_{0j}; 2]$. Actually, near the node [12; $\infty$] we find the W- and Z-bosons,
but near the node $[7; 2, \infty]$ the proton and neutron masses, as table 1 shows.

Theoretically, a chain system of vibrating protons generates the same spectrum (10). Also in this case, stable or fundamental model particles correspond to main spectral nodes of the form $[n_p; \infty]$ and $[n_n; 2, \infty]$, but relative to the electron calibrated spectrum, they are moved by $-\frac{3}{2}$ logarithmic units. Actually, if $m_{00}$ is the proton rest mass $938.27203(8)$ MeV/$c^2$ [14], then the electron corresponds to the node $[-7; -2, \infty]$. But the W- and Z-bosons correspond to node $[4; 2, \infty]$.

Consequently, the core claims of our model don’t depend on the selection of the calibration mass $m_{00}$, if it’s the rest mass of a fundamental resonance state that corresponds to a main spectral node. As mentioned already, this is why the model spectrum (10) is logarithmically symmetric.

Because a chain system of similar harmonic oscillators generates the spectrum (10), $m_{00}$ can be much less than the electron mass. Only one condition has to be fulfilled: $m_{00}$ has to correspond to a main spectral node of the model spectrum (10). On this background all particles can be interpreted as resonance states in a chain system of harmonic quantum oscillators, in which the rest mass of each single oscillator goes to zero. In the framework of our oscillation model this way can be understood the transition of massless to massive states.

Within our model particles arise as resonance states in chain systems of harmonic quantum oscillators and their mass distribution is logarithmically symmetric. In [11] we have investigated the distribution of hadrons (baryons and mesons) in dependence on their rest masses. We have shown that all known baryons are distributed over an interval of 2 logarithmic units, of $[7; 2, \infty]$ to $[9; 2, \infty]$. Maximum of baryons occupy the logarithmic center $[8; 2, \infty]$ of this interval. Maximum of mesons occupy the spectral node $[8; \infty]$ that split up the interval of $[0; \infty]$ to $[12; \infty]$ between the electron and the W- and Z-bosons proportionally to $\frac{1}{7}$. In addition, we have shown that the mass distribution of leptons isn’t different of the baryon and meson mass distributions, but follows them.

The rest mass of the most massive lepton (tauon) is near the maximum of the baryon and meson mass distributions.

In the framework of our model [1], the Planck frequency $\omega_{\text{Planck}}$ corresponds to a main spectral node of the model mass spectrum (10). Actually, relative to the proton mass generating frequency $\omega_{\text{proton}}$, the Planck frequency $\omega_{\text{Planck}}$ corresponds to the main node $[44; \infty]$ of the frequency spectrum (6):

$$\ln \frac{\omega_{\text{Planck}}}{\omega_{\text{proton}}} = \ln \frac{1.855 \times 10^{44}}{1.425 \times 10^{24}} \approx 44.$$ (11)

Relative to the electron mass generating frequency $\omega_e$ the Planck frequency $\omega_{\text{Planck}}$ corresponds to the spectral node $[51; 2, \infty]$:

$$\ln \frac{\omega_{\text{Planck}}}{\omega_e} = \ln \frac{1.855 \times 10^{44}}{7.884 \times 10^{39}} \approx 51.5 = 44 + 7.5.$$ (12)

The Planck frequency $\omega_{\text{Planck}}$ is $e^{44}$ times larger than the proton mass generating frequency $\omega_{\text{proton}}$ and the same relationship is between the Planck mass $m_{\text{Planck}}$ and the proton rest mass $m_{\text{proton}}$:

$$\ln \frac{m_{\text{Planck}}}{m_{\text{proton}}} = \ln \frac{2.177 \times 10^{-8}}{1.673 \times 10^{-27}} \approx 44.$$ (13)

$$m_{\text{Planck}} = \sqrt{\hbar c/G} = 2.177 \times 10^{-8} \text{ kg}.$$ (14)

The Planck mass $m_{\text{Planck}} \approx 21.77 \mu g$ corresponds to the main node $[44; \infty]$ of the proton calibrated mass spectrum (10) and therefore, probably, $m_{\text{Planck}}$ is the rest mass of a fundamental particle. In the framework of our model [1] the gravitational constant $G$ is connected directly with the fundamental particles masses. Now we can calculate $G$ based on the proton rest mass $m_{\text{proton}}$:

$$G = \frac{\hbar c}{(e^{44} m_{\text{proton}})^2}.$$ (14)
Resume

In the framework of the present model discrete scaling mass distributions arise as result of natural oscillations in chain systems of harmonic quantum oscillators. With high precision, the masses of known fundamental and stable particles are connected by the model scaling factor $\frac{1}{2}$. Presumably, the complete mass distribution of particles is logarithmically symmetric and, possibly, massive particles arise as resonance states in chain systems of quantum oscillators.

Within our model any chain system of harmonic quantum oscillators generates the same mass spectrum (10) and the corresponding to the spectral node $[12; 2, \infty]$ observated particle mass of 125 GeV [15] can be interpreted as resonance state in a chain system of oscillating protons, for example.
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The paper shown that notions of resonance and roughness of real physical systems in applications to the real numbers set lead to existence of two complementary fractals on the sets of rational and irrational numbers accordingly. Also was shown that power of equivalence classes of rational numbers is connected with well known fact that resonance appear more easily for pairs of frequencies, which are small natural numbers.

1 Introduction

Well known that resonance is relation of two frequencies \( p \) and \( q \), expressed by rational number \( r \in \mathbb{Q} \):

\[
r = \frac{p}{q},
\]

where \( p, q \in \mathbb{N} \) and \( \mathbb{N} \) is the set of natural numbers, \( \mathbb{Q} \) is set of rational numbers. If \( r \) is irrational number, i.e. \( r \in \mathbb{Q}^* \), where \( \mathbb{Q}^* \) is set of irrational numbers, resonance is impossible.

Resonance definition as \( r \in \mathbb{Q} \) leads to the next question. For real physical system \( p, q \) and, consequently, \( r \) cannot be a fixed number due to immanent fluctuations of the system. Consequently, condition \( r \in \mathbb{Q} \) cannot be fulfilled all time because of irrational numbers, which fill densely neighborhood of any rational number. By these reasons, resonance condition \( r \in \mathbb{Q} \) cannot be fulfilled and resonance must be impossible. But it is known that in reality resonance exists. The question is: in which way existence of resonance corresponds with its definition as \( r \in \mathbb{Q} \)?

Also is known that resonance appear more easily for such \( r \in \mathbb{Q} \) for which \( p \) and \( q \) are small numbers. As will be shown this experimental fact is closely connected with the question stated above.

2 Rational numbers distribution

The question stated above for the first time was considered by Kyril Dombrowski [1]. He suppose that despite the fact that rational numbers distributed densely along the number axis this distribution may be in some way non-uniform. In cited work K. Dombrowski used proposed by Khinchin [2] procedure of constructing of rational numbers set, based on the following continued fraction:

\[
\{Q_i^n\} = \frac{1}{a_1 \pm \frac{1}{a_2 \pm \frac{1}{\cdots \pm \frac{1}{a_i \pm \frac{1}{\cdots}}}}}
\]

where \( a_1, a_2, \ldots, a_i \in \{1, N\}, \quad i \in \mathbb{N} \). Continued fraction (2) gives rational numbers, which belongs to interval \([0, 1]\).

Is known that exists one-to-one correspondence between \([0, 1]\) and \([1, \infty)\) intervals. I.e., any regularities obtained from (2) on the interval \([0, 1]\) will be also true and for interval \([1, \infty)\).

In case \( N \to \infty \) expression (2) leads to

\[
\{Q_i^N\} \mid N \to \infty \rightarrow \mathbb{Q}.
\]

Apparently, in this case no distribution available, because rational numbers distributed along number axis densely.

For case of real physical system, condition \( N \to \infty \) means that any parameters of the system must be defined with infinite accuracy. But in reality parameters values of the systems cannot be defined with such accuracy even if we have an ideal, infinite-accuracy measuring device. Such exact values simply don’t exist because of quantum character of physical reality.

All this means that for considered physical phenomenon – resonance – we need to limit parameter \( i \) in (2) by some finite number \( N \). Fig. 1 presents numerical simulation of (2) for the first two cases of finite \( N \): \( N = 1, \quad N = 2, \) and \( N = 3 \). In the case \( N = 1 \) (Fig. 1a) we have only one value \( i = 1 \), and from (2) we can obtain:

\[
\{Q_i^1\} = \frac{1}{a_1}, \quad i = 1, \quad a_1 = \frac{1}{\infty}.
\]

In the case of \( N = 2 \), analogously:

\[
\{Q_i^2\} = \frac{1}{a_1 \pm \frac{1}{a_2}}, \quad i = 1, 2, \quad a_1, a_2 = \frac{1}{\infty}.
\]

For the case \( N = 3 \) we have

\[
\{Q_i^3\} = \frac{1}{a_1 \pm \frac{1}{a_2 \pm \frac{1}{a_3}}}, \quad i = 1, 2, 3; \quad a_1, a_2, a_3 = \frac{1}{\infty}.
\]

It’s easy to see that final set presented in Fig. 1c has a fractal character. Vicinity of every line in Fig. 1b is isomorphic to
Fig. 1: Rational (a) – (d) and irrational (e) – (f) numbers distribution.
whole set in Fig. 1a. Consequently, vicinity of every line in Fig. 1c is isomorphic to whole set in Fig. 1b. Apparently that such regularity will be repeated on every next step of the algorithm and we can conclude that (2), in the case of $N \to \infty$, gives an example of mathematical fractal, which in the case of finite $N$ gives an pre-fractal, which can be considered as physical fractal.

From Fig. 1c we can conclude that rational numbers for the case of finite $N$ distributed along number axis inhomogeneously. This conclusion proves density distribution of rational numbers, constructed on the base of set presented in Fig. 1c, and given in Fig. 1d.

Summarizing, we can state that roughness of parameters of real physical system modeled by finite $N$ in (2) leads to inhomogeous fractal distribution of rational numbers along number axis. As follows from Fig. 1d major maxima in the distribution defined by first steps of algorithm given in (3).

### 3 Equivalent classes of rational numbers and resonance

Expression (1) can be rewrite in terms of wavelength $\lambda_p$ and $\lambda_q$, which corresponds to frequencies $p$ and $q$:

$$ r = \frac{p}{q} = \frac{\lambda_q}{\lambda_p}. \quad (6) $$

Suppose, that $\lambda_q > \lambda_p$. Then (6) means that wavelength $\lambda_q$ is an integer part of $\lambda_p$. In this case resonance condition can be write in the form $\lambda_q \mod \lambda_p = 0$, or in more general form:

$$ n \mod i = 0, \quad (7) $$

where $i, n \in \mathbb{N}, i, n = 1, \infty$. All $i$, which satisfy (7) gives integer divisors of natural number $n$. Fig. 2 gives graphical representation of numbers of integer divisors of $n$, obtained from (7).

Analogously to previous, roughness of physical system in the case of (7) can be modeled if instead of $n \to \infty$ will be used condition $n \to N$, where $N$ is quite large, but finite natural number. In this case we can directly calculate power of equivalence classes of $n$, which belong to segment $[1, N]$. Result of the calculation for $N = 5000$ is given in Fig. 3.

As follows from Fig. 3a–b the power of equivalence classes is maximal only for first members of natural numbers axis.

From our point of view this result can explain the fact that resonance appears easier when $p$ and $q$ are small numbers. Really, for the larger power of equivalence classes exist the greater number of pairs $p$ and $q$ (different physical situations), which gives the same value of $r$, which finally make this resonance relation more easy to appear.

An interesting result, related to the power of equivalence classes, is presented in Fig. 4. This result for the first time was described, but not explained in [3]. In Fig. 4 are presented diagrams, obtained by means of the next procedure.

Number sequence, presented in Fig. 2, was divided onto equal $\Delta n$-points segments. In this way we obtain $\frac{N}{\Delta n}$ segments. The points in the segments was numerated from 1 to $\Delta n$. Finally all points with the same number in $\frac{N}{\Delta n}$ segments were summarized.
Fig. 4: Diagrams constructed on the base of sequence, presented in Fig. 2. The length of $\Delta n$-points segments pointed by number below the diagrams.
It can be seen from Fig. 4 that form of straight case when $\Delta n$ is a prime number diagram always have a line. Otherwise presents some unique pattern. If we examine patterns, displayed in Fig. 4, we can find that in the role of buildings blocks, which define structure of the patterns with relatively big $\Delta n$, serve the patterns obtained for relatively small $\Delta n$. The patterns with small $\Delta n$ based on numbers with greater power of equivalence classes and therefore manifests itself trough summarizing process in contradiction from relatively big values of $\Delta n$.

4 On irrational numbers distribution

Presented in Fig. 1c–d rational numbers distribution displays some rational maxima. Existence of such maxima means that in the case of rational relations, which correspond to the maxima, resonance will appear more easy and interaction between different parts of considered physical system will be more strong. If parameters of the system correspond to the maxima, such system becomes unstable, because of interaction, which is maximal for this case.

Analogously to rational maxima is interesting to consider existence of irrational maxima, which in opposition to rational one, must correspond to minimal interaction between parts of the system and to its maximal stability. Work [1] suppose that irrational maxima correspond to minima in rational numbers distribution. In the role of “the most irrational numbers” was proposed algebraic numbers, which are roots of equation

$$a^2 + ab + c = 0. \quad (8)$$

Assume that $c = -1$. Then

$$\alpha = \frac{1}{a + b} = \frac{1}{b + \frac{1}{b + \frac{1}{b + \cdots}}} \quad (9)$$

Infinite continued fraction gives the worst approximation for irrational number $\alpha$ the smaller is its $k + 1$ component. So, the worst approximation will be in the case $b = 1$:

$$\alpha_1 = \frac{1}{1 + \frac{1}{2}} = \frac{\sqrt{5} - 1}{2} = 0.6180339. \quad (10)$$

The case $b = 1$ corresponds to co-called golden section. Farther calculations on the base of (9) give:

$$\alpha_2 = \frac{1}{2 + \frac{1}{2 + \frac{1}{2 + \cdots}}} = \frac{\sqrt{5} - 2}{2} = 0.4142135,$$

$$\alpha_3 = 0.3027756,$$

$$\alpha_4 = 0.2360679,$$

Results of calculations are presented in Fig. 1e. Grey lines in Fig. 1e give rational numbers distribution, which is identical to Fig. 1c. Black lines give results of numerical calculation, based on (9) for $b = 1, 100$. Bold black lines point cases $\alpha_1, \ldots, \alpha_4$.

As possible to see from Fig. 1e algebraic numbers with grows of $b$ have tendency became closer to rational maxima. This result, indicate that such numbers, possibly, are not the best candidate for “the most irrational ones” [1].

In present work we don’t state the task to find explicit form of irrational numbers fractal. It is clear, that first irrational maxima must be connected with golden section. The question is about the rest of the maxima. Fig. 1f gives another attempt to construct such maxima on the base of set, given by generalized golden proportion [4]. It is obvious from Fig. 1f that this case also is far away from desired result.

5 Summary

All results described in the paper are based on the notions of resonance and roughness of real physical system. This notions in applications to set of real numbers leads to existence of rational numbers distribution, which has fractal character. Maxima of the distribution (Fig. 1d) correspond to maximal sensitivity of the system to external influences, maximal interaction between parts of the system. Resonance phenomena are more stable and appear more easy if $r(1)$ belong to rational maxima (Fig. 1d).

Obtained rational numbers distribution (Fig. 1c–d) contains also areas where density of rational numbers are minimal. It’s logically to suppose that such minima correspond to maxima in irrational numbers distribution. We suppose that such distribution exists and is complementary to distribution of rational numbers. Maxima in such distribution correspond to high stability of the system, minimal interaction between parts of the system, minimal interaction with surrounding.

Both irrational and rational numbers distribution are related to the same physical system and must be consider together.

Question about explicit form of irrational numbers distribution remains open. At the moment we can only state that main maxima in this distribution must corresponds to co-called golden section (10).

Ideas about connection between resonance and rational numbers distribution can be useful in [4–8] where used the same mathematical apparatus, but initial postulates are based on the model of chain system.
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Herein, the Hyperbolic Law of the Periodic System of Elements is verified by new data provided by theory and experiments.

A well-known dependence exist in the Periodic Table of Elements. This dependence links atomic masses of chemical elements with their numbers in the Table. Our research studies [1, 2] produced in the recent years showed that this dependence continues onto also the region of the synthetic elements located, in the Table, from Period 7 upto the end of Period 8. As is seen in Fig. 1, our calculations can be described by an equation whose coefficient of truth approximation is \( R^2 = 0.99995 \). However the experimental data obtained by the nuclear physicists, who synthesized the super-heavy elements, manifest a large scattering which gives no chance to get a clear dependence in this region. This is because their experiments were produced in the hard conditions, and only single atoms were synthesized that makes no possibilities for any statistics. Despite this drawback, the nuclear physicists continue attempts to synthesize more and more super-heavy elements, still giving their characteristics to be unclear exposed. At the present day, 15 super-heavy elements (No.104–118) were synthesized. Obtained portions of them are as microscopic as the single atoms [3]. Therefore, masses of the products of the reactions are estimated on the basis of calculations. Analysis of the calculated data being compared to the data obtained on the basis of our theory is given in Fig. 2. The upper arc shows the difference between the atomic masses obtained on the basis of the experimental data (which are unclear due to the large scattering) and our exact calculations. All given in the Atomic Units of Mass (A.U.M.).

In the upper arc of Fig. 2, these numerical values are converted into percents. As is seen, this arc has a more smooth shape, while there is absolutely not deviations for elements No.105 and No.106. Most of the deviations is less than 2%. Only 5 points reach 2.5–3.6%. Proceeding from these results, we arrive at the following conclusion. Because our calculation was true on the previous numerical values, it should be true in the present case as well. Hence, the problem rises due to the complicate techniques of the experiments, not doubts in our theory which was checked to be true along all elements of the Periodic Table. It is important to note that our theoretical prediction of element No.155 [1,2], heavier of whom no other elements can be formed, arrived after this.

Concerning the experimental checking of our theory. There are super-heavy elements which were synthesized already later as my first research conclusions were published in 2007 [1]. These new elements — their characteristics obtained experimentally (even if with large scattering of the numerical values) — can be considered as the experimental verification of the theory I suggested [1,2], including the Hyperbolic Law in the Periodic Table of Elements, and the upper limit of the Table in element No.155.
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Fig. 1: Dependence of the atomic masses of the elements on their number in the Periodic Table. The experimental data (obtained with large scattering of the numerical values) are shown as the curved arc. Our calculations are presented with the straight line.

Fig. 2: Differences between the atomic masses (experimental and our theoretical), obtained in the region of the super-heavy (synthetic) elements No.104–No.188. The upper arc manifests the differences in A.U.M. (g/mole). The lower arc — the same presented in percents.
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