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On the Propagation of Light in an Expanding Universe

Yuri Heymann
3 rue Chandieu, 1202 Geneva, Switzerland. E-mail: y.heyr@arahoo.com

The equation of the propagation of light in an expanding ©rse is derived based on
the definition of comoving distances. A numerical methodrigppsed to solve this

equation jointly with the Friedmann equation. As the equatbf the propagation of

lightin an expanding Universe defines a horizon of the visihiverse, this puts a con-
straint on cosmological models in order to be consistert aitupper limit for redshifts

observed from galaxies. This puzzle is challenging curegpgnsionist cosmological
models.

1 Introduction As H(t) = &/a, (1) leads to:

Euclidean Distances were introduced in [1] in order to deriv ay =y H(D) 5)
the galactic density profile which is the evolution of galac- X=y ’

tic density over time. We define the Euclidean Distance @¥mbining (3), (4) and (5) we get:

the equivalent distance that would be traversed by a photon

between the time it is emitted and the time it reaches the ob- dy

server if there were no expansion of the Universe. The co- at = —C+Hy. 6)
moving distance is the distance between two points measured ) ) .

along a path defined at the present cosmological time. MRerey is the_Euclldean Distance between the observer and
comoving distance between objects moving with the Hubldn0ton moving towards the observer. _

flow is deemed to remain constant in time. The Euclidean W& have just derived the equation of the propagation of

Distance is also the proper distance at the time of emissli§t in @n expanding Universe from the definition of comov-

for a source of light, which is the comoving distance muumg.dlstanctgys. This equation defines a horizon of the visible
plied by the scale factor at the time of emission. From tHiiverse atg = 0.
relationship, the equation of the propagation of light irean

panding Universe is derived 3 Numerical method to compute Euclidean Distances

from the Friedmann equation
2 Equation of the propagation of light in an expanding  Equation (6) can be solved numerically using a discretizati
Universe method. Let us sdt= T, — T with Ty, the hypothetical time

As the Euclidean Distance is the proper distance at the tif{ace the big bang, and the light travel time between ob-
light was emitted from a source of light, it is equal to the c§€rver and the photon. Therefodt,= —dT, and (6) can be
moving distance times the scale factor at the time of emmissigeWritten as follows:

By convention the scale factor is equal to one at the present dy
time. Therefore, we have gt - ¢~ HMy. (7)
y =a)yx. @) By discretization over small intervalsT , (7) leads to:
and
T dt Yntl “Yn _ o _ H(Ty)
= Yn . (8)
v=c[ & @ AT "
t=Tp-T a(t)

wherey is the comoving distancg,the Euclidean Distance, Therefore, we obtain:
a the scale factofTy, the time from the hypothetical big bang
(which is the present time), and the light travel time be-
tween observer and the source of light.

By differentiating (1) with respect to time we get:

Yni1 = CAT +yn (1 - H(Tp) AT), 9

with initial conditions:yo = 0 andTy = 0, andT;1 = Tn +
AT.

dy The Friedmann equation expresstas a function of red-

dt - dx+ax. 3) shift z. We still need a description ¢f as a function off in
ot di _ dy Cdy order to solve (9). For this purpose we compute a curve for
Asl = _ftl f(hdtleads tog = i f(tz) - g f(ta), from (2) the light travel timeT versus redshifz using the Friedmann
we get: . . ; - .
) C equation, with (11). Then we fit an empirical equation for
X = Ta) (4) H(T) over the curveH(2) versusT.

Yuri Heymann. On the Propagation of Light in an Expandingudrse 3
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The light travel time versus redshift is computed as fatomoving distance and proper distance do not track the prop-

lows (derived frondt = da/a):

agation of light through the Hubble flow. The puzzle of the

propagation of light in an expanding Universe and the haorizo

T (10)

fl da
c —_—.
1/(1+2) @

BecauseH = a/a, (10) can be rewritten as follows:

1
da
S
1@+ HA

This integral is solved numerically using a solver such as
Matlab.

The Friedmann equation that is used in this problem is as
follows: 3.

(11)
1,

H=Hy VQra? + Qua3+ Qa2+Q,, (12)
with Qg the radiation energy density today,, the matter
density today() the spatial curvature density today, &dd 4
a cosmological constant for the vacuum energy density today
We may alternatively expres$as a function of redshift from
cosmological redshift relationship by setting= ﬁz where
the scale factor is equal to unity as the present time.

4 Resultsand discussion

First let us solve the above problem with the assumptions
used in the lambda-cdm model [2]. The radiation energy
density is generally considered neglegible, hefige= 0.
The common assumption in the lambda-cdm is Qatis
equal to zero, an@, = 1 - Qp. To obtain a description

of H as a function ofT, we fit a polynomial function of
order six to theH(2) curve, which gives the following em-
pirical formula forQy = 0.3 andHg = 71kms!*Mpc?:
H(T) = 0.074663-0.049672T +0.056296T 2~0.021203T 3+
0.0036443T“-0.00029054r °+0.0000088134 %, with T in

Glyr and H(T) in Glyr~1. From the discretization method
(9) we obtain an horizon of the visible Universe at redshift
z = 1.6. A variant of the lambda-cdm model would be to re-
move the cosmological constant for the vacuum energy den-
sity (Q4 = 0), and replace this term by the spatial curvature
densityQy = 1 — Qy. This variant gives almost the same re-
sult with a horizon of the visible Universe at redshift 1.5.

On the other hand iH is constant over time, the horizon of
the visible Universe would have a redshift that tends to infin
ity.

The results obtained with the equation we derived for the
propagation of light solved jointly with the Friedmann equa
tion are inconsistent with observations as it is common to ob
serve galaxies with redshifts up to 6, and more recently be-
yond 8.5 [3]. This problem has been raised in the past — the
recession velocity of all galaxies wite 1.5 has been found
to exceed the speed of light in all viable cosmological mod-
els [4]. A calculation based on null geodesics using gravita
tional radius is proposed in [5]. Their hypothesis is that th

of the visible Universe appears to be an interesting chgdélen
for current expansionist cosmological models.

Submitted on February 16, 2012ccepted on February 23, 2013

References

Heymann Y. Building galactic density profileBrogress in Physics
2011, v. 4, 63-67.

Wright E. L. A Cosmology Calculator for the World Wide Wethe
Publications of the Astronomical Society of the Pagifio06, v.118,
1711-1715.

Ellis R.S., McLure R.J., Dunlop J.S., Robertson B.E., Ofp
Schenker M. A., Koekemoer A., Bowler R.A. A., Ouchi M., Roger
A.B., Curtis-Lake E., Schneider E., Charlot S., Stark DFRrlanetto
S.R., and Cirasuolo M. The abundance of star-forming gesaixi the
redshift range 8.5-12: new results from the 2012 Hubblealiteep
field campaignThe Astrophysical Journal Letterg013, v. 763, 1-6.

Davis T. and Lineweaver C.H. Expanding Confusion: Comitig+
conceptions of Cosmological Horizons and the Superlumiihadan-
sion of the UniversePublications of the Astronomical Society of Aus-
tralia, 2004, v. 21, 97-109.

5. Bikwa O., Melia F., and Shevchuk A. Photon Geodesics in FRW-

mologies.Monthly Notices of the Royal Astronomical Socie2912,
v.421, 3356-3361.

Yuri Heymann. On the Propagation of Light in an Expandingudrse



July, 2013 PROGRESS IN PHYSICS Volume 3

On the Luminosity Distance and the Hubble Constant

Yuri Heymann
3 rue Chandieu, 1202 Geneva, Switzerland. E-mail: y.heyr@arahoo.com

By differentiating luminosity distance with respect to time usisgstandard formula
we find that the peculiar velocity is a time varying velocifylight. Therefore, a new
definition of the luminosity distance is provided such the peculiar velocity is equal
to c. Using this definition a Hubble constady = 67.3km s Mpc™? is obtained from

supernovae data.

1 Introduction Using (1) we get: _ .

The luminosity distance is an important concept in cosmol- %X _2 re. (6)
ogy as this is the distance measure obtained from supernovae a a

data using the distance modulus. The standard formulaB§caused = 28 = 142, equation (6) can be rewritten as
the luminosity distance id. = (1 + 2)dy = dw/a, where follows: a

d, is the luminosity distance ardi, the comoving transverse 2X= —Hr_. @)

distance [1, p.421]. As shown below this definition implies .

that the peculiar velocity is a time varying velocity of ligh ~ COmPining (4), (5) and (7) we get:

and therefore a new definition is proposed where the speed of dr. C

light is constant. ar —ztHmn (8)

2 Definition of the luminosity distance and the peculiar The termH r._ represents the expansion for the radius of our
velocity from light propagation sphere, and; is the peculiar velocity. From light propaga-

. . ... tion we see that the standard formula of luminosity distance
From there we will use the notatiop for the luminosity dis- . ~ . . . . .
implies a time varying velocity of light.

tance as it represents the radius of a sphere for light paipag A new equation is proposed for the luminosity distance

ing from the center which is the point of emission of the light . o A
CT where the peculiar velocity is always equaktaConsidering
source. The standard formula of the luminosity distancafor . : . .
. . ) asphere of radiug for the propagation of light emitted from

flat Universe is as follows:

a point at the center, and that the sphere inflates over time du

r. = X , (1) tothe expansion of the Universe and the velocity of light, we
a obtain: q
r/
and o gt dTL =c+Hr[, (9)
=C -, 2 . i .
X o a @ with boundary conditiom; = 0 atT = 0. Wherer| is the

wherery is the luminosity distance, the comoving distance,luminosity distanceT the light travel time between emission
athe scale factor at the time of emissiarthe time which is and reception of the light source, ahidthe Hubble constant
equal to zero at the origin set at the center of the sphere frahtimeT.

\év::fhh light is emitted, anth the time when light reaches the3 Solving the equation of the luminosity distance

Let us apply the change of coordinales: to—t, whereT In this section we assume that the Hubble constant does not
is the light travel time between the observer and the photwary over time and is always equallth.

Hencedt = —dT, and (2) can be rewritten as follows: By integrating (9) we get:
0 dT T daT r = i (ex —
= — — JRE— L — p('_i() T) 1) . (10)
X =-c¢ - a c . ) Ho

This equation can be rewritten as follows:

- : 1 H
dr a - = 0
L_x_2¢ (4) T = Ho In(1+ c I’L). (11)

ar " a a2
As| = féz £(t) dt leads tod = % f(t,) - % f(ty), from (3) ;I;)r;livt\j;pressmn of the light travel time versus redshift is as

we get: 1 g4a 1
. _C T:f — =—1In(1+2. 12
X =3 ®) 1+ Ha  Ho (1+2 (12)

By differentiating (1) with respect 6 we get:

Yuri Heymann. On the Luminosity Distance and the Hubble @amts 5
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By combining (11) and (12) we get:
o C
re = He Z. (13)

4 Calculation of the Hubble constant from supernovae
data

Let us compute the Hubble constant from supernovae using
the relationship in (13) . In order to compute the luminosity
distance we use the redshift adjusted distance modulus pro-
vided in [2] which is as follows:

m-M = -5+5logr| +25log(1+2). (14)

The distance modulys = m— M is the diference between
the apparent magnitudeand the absolute magnitudié

16

d=14652
10 q R%=0999

luminosity distance Glyr
[=2]
L

0 T T T T T T T T T T
0 01 02 03 04 05 06 07 08 09 1 11
redshift

Fig. 1: Luminosity distance in Glyr versus redshift plot farper-
novae. Data source: htffsupernova.lbl.goWniory

In Fig. 1 we have a plot of the luminosity distance versus
redshift that was obtained with (14) using supernovae data.
This plot is rectilinear with a slope of 1856 where the lumi-
nosity distance is expressed@yr (billion light years). The
Hubble constant which is the inverse of the slope from (13) is
equal toHg = 67.3kms1Mpc.

5 Conclusion

In this study it has been shown that the standard formula of
the luminosity distance implies that the peculiar velogta

time varying velocity of light. Given our choice for the lumi
nosity distance equation which is based on a peculiar \gloci
always equal ta, we find that the solution to this equation
requires a Hubble constant that does not change over time in
order to fit the supernovae data.

Submitted on February 16, 2013ccepted on February 23, 2013
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Electric Dipole Antenna: A Source of Gravitational Radiation

Chifu E. Ndikilar and Lawan S. Taufa
*Physics Department, Federal University Dutse, Nigeria
TPhysics Department, Bayero University Kano, Nigeria

E-mail: ebenechifu@yahoo.com

In this article, the gravitational scalar potential due mooscillating electric dipole an-
tenna placed in empty space is derived. The gravitatiorteipial obtained propagates
as a wave. The gravitational waves have phase velocity equbk speed of light in
vacuum ¢€) at the equatorial plane of the electric dipole antennakemlectromagnetic
waves from the dipole antenna that cancel out at the eqahjgdne due to charge
symmetry.

1 Introduction

Gravitational waves were predicted to exist by Albert Egirst
in 1916 on the basis of the General Theory of Relativity. The
are usually produced in an interaction between two or mc
compact masses. Such interactions include the binaryafrbi
two black holes, a merge of two galaxies, or two neutron stz
orbiting each other. As the black holes, stars, or galaxieis o
each other, they send out waves of “gravitational radiétio
that reach the Earth. A lot offferts have been made ovel
the years to detect these very weak waves. In this artic
we show theoretically, how the gravitational potential of a
electric dipole antenna placed in empty space propagate:
gravitational waves.

2 Gravitational radiation from an electric dipole an-
tenna

Fig. 1: Amplified diagram of an electric dipole antenna.

Recall that an electric dipole antenna is a pair of conduct-
ing bodies (usually spheres or rectangular plates) of fing@ereN is the number of electrons moving in the dipole an-
Capacitance connected by a thin wire of neg||g|b|e Capa@nna andﬂe is the electronic mass. For this mass distribu-
tance through an oscillator. The charges reside on the cbD, the gravitational field equation can be written as [2]
ducting bodies (electrodes) but may travel from one to the 0 ifr>R
) . 2

other through the wire. The oscillator causes the charges to Voo = { 47Gpo ifr<R (2)
be built up on the electrodes such that at any time they are
equal and opposite and the variation is sinusoidal with angu Now, consider a unit mass placed at a p&in empty
lar frequencyw [1]. space, far & from the electric dipole as in figure 1, then by

Let the electric dipole antenna be represented by a pailNsiwton’s dynamical theory, the gravitational scalar ptiggn
spheres seperated by a distasegith a sinusoidal charg® @ atRat any timet can be defined as
as shown in figure 1. — —

If the total mass of each sphere at any timeMig and o(r,1) = G:\rﬂa_(rri] D, G:\rﬂli(rrg] )
its radiusRs and assuming an instantaneous mass distribution a b

which varies with the motion of electrons, then at each tinf@ maintain equal and opposite charges at the electrodes, th
t, the mass densityp is given by sinusoidal movement of electrons must be in such a way that

the masses of the two spheres are the same and determined at

3)

po = Mo+ pesinwt (1) pointRto be given by
where — _ ot
o~ Mo Ma(fa, t) = Mp(f, t) = Mog("). 4)
0= "3
4nRS Thus, the gravitational potential Rtbecomes
and
_ Nme _ GMgg“®)  GMpg“)
pe= 47RS o(r,t) = r + rb . (5)

Chifu E.N. and L.S.Taura. Electric Dipole Antenna: A Soun€&ravitational Radiation 7
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Using the fact that gravitationaffects propagate at the e For
speed of light from General Relativity [3], equation (5) can stcod 0 > 16r222

be written as it is clear that

jo(t-2) jolt-2)
GMoe + GMoe . (6) s4co§6) o

D(7,t) =
.9 ra Mo arcta

From figure 1 and the cosine rule it can be shown that o ) o
Thus in this case, the phase velocity of the gravitational

Fa~T— gcose =r (1 - 23 cos@) potential isc.
r o If s*cog 6 is not much greater than %t? then the
and s s phase velocity of propagation s larger tha his pro-
p =~ r+ > cosf = r(l + o cos@) vides a crucial condition for the propagation of gravi-

tational waves from an electric dipole antenna at veloc-

and assuming that> sthen ities greater than the speed of light.

L R ey ) ¢ At the equatorial plane of the electric dipole antenna,
c c 2 6=7%and
Iy r s _ 2GMo 1t
t——=t-- - —cosh. 8 CDr,t:—e'“( o).
c c 2 ®) .9 r
Substituting equations (7) and (8) into equation (6) yields This indicates that at the equatorial plane; the gravita-
s " tional wave propagates at a phase velocitg,afnlike
_ GMo i ot ez cost @ 2 cost . i .
(1) = —2gwlt-o) + 9) in the case of electromagnetic waves, where fields of
r 1-5cos§ 1-5cosd the two electrodes cancel out each other due to charge
. . symmetry.
wherel = % = £. 1is the wavelength of the gravitational y y o i .
wave. e Also, the gravitational field varies al% and thus the

wave dies out as one moves away from the dipole an-
tenna. This is in agreement with the prediction by
Astrophysicists that as gravitational waves travel from
galaxies towards the Earth, their intensities dieamd
2GMo ¢t is? they become too weak when they get to planet Earth.
Toe'”“’E) (/T t o cog 9) . (10) y 9 .

3 Conclusion

Series expansion of the exponential term and denomina-
tor of the fractions in the brackets of equation (9) to the firs
power of 3 and? yields

o(r. 1) =

Equation (10) is valid provided << r ands << A for arbi-
trary sandaA.
But from complex analysis it can be shown that,

The major significance of this article is that, although the

electric dipole antenna is not made up of massive compact
bodies, the generation of gravitational radiation has been
& cod 9)1/2 o shown theoretically. Hence, this article highlights thetfa

16r2 (11) that gravitational radiation can be produced by an intéact
of two masses irrespective of their sizes. The use of gravita
where tional potential which is a dynamical parameter also sigsifi
M) ) that the existence of gravitational waves can also be prestlic
1l6r2a2 using Newton'’s theory of gravitation.
Thus equation (10) becomes,

/T+§c0526=(/12+
4r

o = arcta

Submitted on February 07, 2012ccepted on February 27, 2013
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The Heisenberg Uncertainty Principle and the Nyquist-Shannon
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The derivation of the Heisenberg Uncertainty Principle @jUrom the Uncertainty
Theorem of Fourier Transform theory demonstrates that tHe ldrises from the de-
pendency of momentum on wave number that exists at the quaettel. It also es-
tablishes that the HUP is purely a relationship between fieetive widths of Fourier
transform pairs of variables (i.e. conjugate variablesp Mite that the HUP is not a
quantum mechanical measurement principée se We introduce the Quantum Me-
chanical equivalent of the Nyquist-Shannon Sampling Témoof Fourier Transform
theory, and show that it is a better principle to describentieasurement limitations of
Quantum Mechanics. We show that Brillouin zones in SolideS®ysics are a manifes-
tation of the Nyquist-Shannon Sampling Theorem at the gquaté¢vel. By comparison
with other fields where Fourier Transform theory is used, wippse that we need to
discern between measurement limitations and inherentdtions when interpreting the
impact of the HUP on the nature of the quantum level. We furginepose that while
measurement limitations result in our perception of indeteism at the quantum level,
there is no evidence that there are any inherent limitatirise quantum level, based
on the Nyquist-Shannon Sampling Theorem.

1 Introduction wheref is the function of interest anfli is its Fourier trans-

The Heisenberg Uncertainty Principle is a cornerstone af qfo™- W(T) is the gfective width of functionf, defined by

ntum mechanics. As noted by Hughes [1, see pp. 265-266], fw If(W2[u - M()]2du
the interpretation of the Principle varies IW(f)]? = ==—
. o . [ 1f(u)Pdu
e from expressing a limitation on measurement as orig- oo
inally derived by Heisenberg [2] (Heisenberg’s micraandM(f) is the mean ordinate defined by
scope), . ,
¢ to being the variance of a measurement carried out on M(f) = LX, If(Wl“udu 3)
an ensemble of particles [3] [4], L‘X’ [f(u)l2du ’
¢ to being inherent to a microsystem [5], meaning essen- , ,
tially that there is an indeterminism to the natural world | Nere are several points that must be noted with respect

which is a basic characteristic of the quantum level, t© this derivation: _ _ _
Eq.(1) applies to a Fourier transform pair of variables.

Greenstein retains only the first and last alternativesédsé, Sl'aking the simple case of timteand frequency to illustrate

p.51]. the point: If we consider the functiohto be the function that

_ However, the Heisenberg Uncertainty Principle can be qgsripes a time function then the width of the function,
rived from considerations which clearly demonstate theg¢h W(f), can be denoted a&/(f) = At. The Fourier transform

interpretations of the principle are not required by itsimat ¢ 4,nctiont is the frequency function and the width of this

matical formulation. This derivation, based on the appiet® ¢, \tion can be denoted A4(®) = W(») = Av. Substituting
of Fourier methods, is given in various mathematical and A1), the Uncertainty Theorem then yields

gineering textbooks, for example [7, see p. 141].

(@)

i o ) , AtAv = 1/2. 4
2 Consistent derivation of the Heisenberg Uncertainty

Principle However, if one wishes to use the circular frequeacy

In the Fourier transform literature, the Heisenberg Ureiest 27 instéad, (4) becomes

ty Principle is derived from a general theorem of Fourier the AtAw > 7. (5)

ory called the Uncertainty Theorem [7]. This theorem states

that the &ective width of a function times thefective width It is thus necessary to take special care to clearly idetttdy

of its transform cannot be less than a minimum value givEourier transform variable used as it impacts the R.H.S. of

by the resulting Uncertainty relation (see for example [8] fhd
W(f)W(f) > 1/2 (1) pp.21-22)).

Pierre A. Millette. The Heisenberg Uncertainty Principtelahe Nyquist-Shannon Sampling Theorem 9
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Equations (4) and (5) above correspond to the followinvglue7i/2 is used instead of the valdg2 obtained in this

definitions of the Fourier transform respectively [8]: analysis. The application of (4) to circular variables.(us-
Equation (4): ing w in (4) instead of (5)) would result in the (incorrect)
. expression
f(t) = f f(v) exp(2rivt)dy (6) AtAw > 1/2 (14)
_o; and the more commonly encountered (incorrect) expression
fo)y= | f(t) exp2zivt)dt 7
) j:oo () exp-2rivy % AEAt > 1/2. (15)
Equation (5): : - I
However, Heisenberg’s original derivation [2] had the R.
1 e H.S. of (13) approximately equal tg and Greenstein’s re-
O = 27 j:w f(w) exp(wt)dw 8) derivation [6, see p.47] of Heisenberg's principle resirits

the valueh/2. Kennard's formal derivation [12] using stan-
{(w) _ fm f(t) exp(iwt)dt 9) dard deviations established the valuéif? used today. This
—oo would thus seem to be the reason for the use of the val2e
Sometimes the factor/2x is distributed between the twoln the formulation of the Heisenberg Uncertainty Principle
integrals (the Fourier and the Inverse Fourier Transform In Recently, Schurmann et al [13] have shown that in the
tegrals) as 1vV2x. In Physics, (8) and (9) are preferred, agase of a single slit @iraction experiment, the standard devi-
this eliminates the cumbersome factor afil the exponen- ation of the momentum typically does not exist. They derive
tial (see for example [10, p. 12]), but care must then be takég conditions under which the standard deviation of the mo-
to ensure the resulting factor of4x in (8) is propagated for- mentum is finite, and show that the R.H.S. of the resulting
ward in derivations using that definition. inequality satisfies (13). It thus seems that (13) is the more
Using the relatiorE = hy, whereh is Planck’s constant, general formulation of the Heisenberg Uncertainty Pritegip
in (4) above, or the relatioE = 7w, wheresi = h/2x, in  While the expression with the valug’2 derived using stan-
(5) above, one obtains the same statement of the Heisenl§@fg deviations is a more specific case.

Uncertainty Principle namely Whether one uses/2 orh/2 has little impact on the Hei-
senberg Uncertainty Principle as the R.H.S. is used to geovi
AEAt > h/2 (10) anorder of magnitude estimate of tHEeet considered. How-

. ever, the diference becomes evident when we apply our re-
in both cases. N . _ ~ sults to the Brillouin zone formulation of Solid State Phogsi
Similarly for the positionx, if we consider the function (a5 will be seen in Section 5) since this now impacts calcula-

f to be the function that describes the positionf a parti-  {jons resulting from models that can be compared with exper-
cle, then the width of the functioWy(f), can be denoted asjyental values.

W(f) = Ax. The Fourier transform of functioris the func-

tion X = /l_l a.nd the W|dth Of thIS fUnCtion can be denOted @ |nterpretati0n of the Hamnberg Uncertajnty Princi-
W(X) = W(1™1) = A(171) which we write asA~? for brevity. ple

You will note that we have not used the wavenumber function o . .
k, as this is usually defined &s= 27/ (see for example [11] This derivation demonstrates that the Heisenberg Unceytai

and references). Substituting in (1), we obtain the refatio Principle arises becaugseandp form a Fourier transform pair
of variables. It is a characteristic of Quantum Mechanies th

AXALL > 1/2. (11) conjugate variables are Fourier transform pairs of vaesbl

Thus the Heisenberg Uncertainty Principle arises becdgse t

In terms of the wavenumbér (11) becomes momentump of a quantum patrticle is proportional to the de
Broglie wave numbek of the particle. If momentum was

AXAK > . (12) not proportional to wave number, the Heisenberg Uncestaint

. ... Principle would not exist for those variables.
Given that the momentum of a quantum patrticle is given __ ; . .
by p = h/4 or by p = ik, both (11) and (12) can be express This argument elucidates why the Heisenberg Uncertainty
yp= yp=nk P elgrinciple exists. Can it shed light on the meaning of the
as . . L2 . .
Heisenberg Uncertainty Principle in relation to the basie n
ture of the quantum level? First, we note that the Uncenaint
Equations (10) and (13) are bothffdirent statements of thePrinciple, according to Fourier transform theory, relates
Heisenberg Uncertainty Principle. effective width of Fourier transform pairs of functions or vari
The R.H.S. of these equations idfdrent from the usual ables. It is not a measurement theorper se It does not
statement of the Heisenberg Uncertainty Principle whege thescribe what happens when Fourier transform variables are

AXAp > h/2. (13)
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measured, only that theiffective widths must satisfy the Un-where Yk is the constant of proportionality of (20) given by
certainty Principle.

Indeed, as pointed out by Omneés [14, see p.57], "it is K = 2_6 \/EzgagcRH 22)
quite legitimate to write down an eigenstate of energy at a 3V3

well-defined time”. Omnes ascribes this seeming violatibn ) o
the Heisenberg Uncertainty Principle to the fact that time'{"€T€Z is the nuclear charge of the hydrogenic iens the

not an observable obtained from an operator like momentJ€-Structure constant, ait is the hydrogen Rydberg con-
but rather a parameter. Greenstein [6, see p. 65] makesfg't- Eliminating the middle term, (21) becomes
same argument. However, timenultiplied by the speed of h. In(n)
light cis a component of the 4-vectgt and energy divided Emnz 5 k=5~ (23)
by c is a component of the energy-momentum 4-ve&ér
The time component of these 4-vectors should not be treafgablying L'Hopital’s rule, the R.H.S. of the above equatio
differently than the space component. The operator verisusf order
parameter argument is weak. _ _ RHS ~ O(i) asn — oo (24)

What Omnés’ example shows is that the impact of the ef- n°
fective widthsAt andAE of the Heisenberg Uncertainty Prinyhile the L.H.S. is of order [16, see p. 9]
ciple depends on the observation of the time functiamd
of the energy functiork that is performed. A time interval
At can be associated with the time functioduring which is
measured the energy eigenstate funciomhich itself has a
certain widthAE, with both widths Q) satisfying (10). This Given that (24) tends to zero faster than (25), (23) is satlsfi
example demonstrates that the Heisenberg Uncertainty PBAth 7, the lifetime of the atom in energy eigenstateand
ciple is not a measurement theorem as often used. RatH,transition energfmn for the transition between states
it is a relationship between thefective widths of Fourier andm satisfy the conditions for observation of the spectral
transform pairs of variables that can have an impact on i emission. Thus for the time intervat, given by (16),
observation of those variables. associated with the time functian for the transition energy

A more stringent scenario for the impact of the energfgnction Emn which itself has a certain widthE, given by
time Heisenberg Uncertainty Principle is one where the tirfik/), bothA’s satisfy (10) as expected, given the observation
and energy functions are small quantities. For example, @fespectral line emission.
consider the impact aft on the observation af;, the lifetime
of an atom in energy eigenstateand the impact oAE on
the transition energlnn, for a transition between statesind
m during spectral line emission. The conditions to be able Ad the quantum level, one must interact to some degree with a

1
L.H.S. ~ o(ﬁ) asn — oo (25)

4 Quantum measurements and the Nyquist-Shannon
Sampling Theorem

observer, andEq, are: quantum system to perform a measurement. When describing
the action of measurements of Fourier transform variables,
™ > At (16) one can consider two limiting measurement cases: 1) trunca-
E.n> AE. (17) tion of the variable time series as a result of a fully intérag

measurement or 2) sampling of the variable time series at in-
Using (10) in (16), tervals which we consider to be regular in this analysis, in
the case of minimally interacting measurements. As we will

n > At > h/(2AE). (18) see, the action of sampling allows for measurements that oth

Hence ferwise YVOU|d not be possible in the case of a single minimal
h1 interaction.

AE > 20 (19) It should be noted that the intermediate case of a partial

neasurement interaction resulting for example in a transfe
more constrained in the limit of large Using the following of energy or momentum to a particle can be considered as

hydrogenic asymptotic expression far from Millette et al the truncatllon of the original tlme series and the initiatio
[15] of a new time series after the interaction. The advantage

As statenincreases, the lifetims, decreases. Eq.(19) is thu

ns of decomposing measurement actions in this fashion is that
Tn ~ m (20) their impact on Fourier transform variables can be desdribe
_ by the Nyquist-Shannon Sampling Theorem of Fourier trans-
into (19), (17) becomes form theory. This theorem is a measurement theorem for
h. In(n) Fourier transform variables based on sampling and trumcati
Emn> AE 2 s k—- (21) operations.

Pierre A. Millette. The Heisenberg Uncertainty Principtelahe Nyquist-Shannon Sampling Theorem 11
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The Nyquist-Shannon Sampling Theorem is fundamentaheresp is the p-domain sampling rate and thevalues can
to the field of information theory, and is well known in diditabe measured up tgy (corresponding to the equality in the
signal processing and remote sensing [17]. In its most basguations above).
form, the theorem states that the rate of sampling of a signal Conversely, applying the theorem to the case where a par-
(or variable)fs must be greater than or equal to the Nyquistle's trajectory is sampled at a ratet, one can also write
sampling ratefs to avoid loss of information in the sampledrom (29), forX < %y, wherex'stands for either o™, k, or
signal, where the Nyquist sampling rate is equal to twice tha
of the highest frequency componeffitax, present in the sig- oxAt <172, forat <Ayt (34)
nal: or
fs > fs = 2fmax. (26) sxk<m, fork < k (35)
If the samplmg rate is Ies_s than that of (26), aliasing OSCUL 1ioh becomes
which results in a loss of information.
In general, natural signals are not infinite in duration and, oxp<h/2, forp<pn (36)
during measurement, sampling is also accompanied by trun-
cation of the signal. There is thus loss of information dgrirwheredx is the x-domain sampling rate arkl, is the wave
a typical measurement process. The Nyquist-Shannon Saomber range that can be measured. For the case where the
pling theorem elucidates the relationship between thege®cequality holds, we havky = 7/6x whereky is the Nyquist
of sampling and truncating a variable and ttikeet this ac- wave number, the maximum wave number that can be mea-
tion has on its Fourier transform [18, see p.83]. ffeet, it sured with asx sampling interval.
explains what happens to the information content of a vari- Sampling in one domain leads to truncation in the other.
able when its conjugate is measured. Sampling §x) and truncation Xy) in one domain leads to
Sampling a variable at a ratesx will result in the mea- truncation ky) and sampling dk) respectively in the other.
surement of its conjugate variabté&ing limited to its max- As x andk form a Fourier transform pair in quantum mechan-
imum Nyquist range valugy~as given by the Nyquist-Shan-cs, the Nyquist-Shannon Sampling theorem must also apply
non Sampling theorem: to this pair of conjugate variables. Similar relations can b
derived for theE andv pair of conjugate variables.

X < Xy (27)
5 Implications of the Nyquist-Shannon Sampling Theo-
where rem at the quantum level
= 1/(26%). (28) Equations (32) and (35) lead to the following measurement
Combining these two equations, we get the relation behaviors at the quantum level:
Lower-bound limit: If the position of a particle is mea-
Xox<1/2, forX< Xn. (29) sured over an intervady, its wave number cannot be resolved

with a resolution better than sampling réteas given by (32)
Conversely, truncating a variableat a maximum valuey  with x = xy. If the momentum of a particle is measured over
(x < xn) will result in its conjugate variablg Being sampled an intervalky, its position cannot be resolved with a resolu-
at a ratesX given by the Nyquist-Shannon Sampling theoretion better than sampling raé as given by (35) withk = ky.

0% = 1/(2xn) resulting in the relation Upper-bound limit:If the position of a particle is sampled
. at a ratesx, wave numbers up tky can be resolved, while
6Xx<1/2, forx<xn. (30) wave numbers larger tha cannot be resolved as given by

(35). If the momentum of a particle is sampled at a &e

The impact of the Nyquist-Shannon Sampling theoremi,gihs up toxy can be resolved, while lengths longer than
now considered for a particle’s positiocrand momentunp. xn cannot be resolved as given by (32).

Applying the theorem to the case where a particle’s rajgcto  The |ower-bound limit is similar to how the Heisenberg

is truncated toc, we can write from (30), fok < xu, Uncertainty Principle is usually expressed when it is used a

a measurement principle, although it is not strictly equiva

lent. The Nyquist-Shannon Sampling Theorem provides the

proper formulation and limitations of this type of measure-

ment.

The upper-bound limit suggests &fdrent type of quan-
which becomes tum measurement: regular sampling of a particle’s position
or momentum. In this case, one can obtain as accurate a mea-

xop<h/2, forx< xy (33) surement of the Fourier transform variable as desired, up to

X611 <1/2, forx< xy (31)

or
xok <m, forx< xy (32)

12 Pierre A. Millette. The Heisenberg Uncertainty Prineiphd the Nyquist-Shannon Sampling Theorem
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the Nyquist-Shannon Sampling limit bf2 (i.e. in the inter- 6 Measurement limitationsand inherent limitations

val f h/2]). le of this oh in Solid S It is important to dfferentiate between the measurement lim-
n example o this p €nomenon occurs in Sofl ta1'tt_(§\ti0ns that arise from the properties of Fourier transfor
Physics where the translational symmetry of atomsin a s irs previously considered, and any inherent limitatibras

resulting from the regular lattice spacing, is equivalena may or may not exist for those same variables independently

effective sampling of the atoms of the solid and gives rise 8P the measurement process. Quantum theory currently as-
the Brillouin zone forwhich the v_alid valugs bare governe_d sumes that the inherent limitations are the same as the mea-
by (35). Settingx = a, the_latt|ce spacing, and_EXtend'ngurement limitations. This assumption needs to be re-exami
by symmetry thd(_ values to include the symmetric negativiey pased on the improved understanding obtained from the
values, one obtains [19, see p. 34], [20, see p.100], [10, gfibct of the Uncertainty and Sampling Theorems in other ap-
p.21]: plications.

-n/a<k<n/a (37) The properties of Fourier transform pairs considered in
the previous sections do not mean that the underlying quanti
ties we are measuring are inherently limited by our measure-

(38) ment limitations. On the contrary, we know from experience

This is called the reduced zone scheme ayualis called the N Other applications that our measurement limitations oo n

Brillouin zone boundary [21, see p. 307]. The Brillouin zend€Presentan inherent limitation on the measured quasiitie

of Solid State Physics are thus a manifestation of the Nyquisourier Transform theory: for example, in Digital SignabPr

Shannon Sampling theorem at the quantum level. cessing, a signal is c_ontlnuous even th_ough our measqrement
In essence, this is a theory of measurement for variab?ésthe s_|gnal “?S“'ts In d|screte_and aliased values_ of dichit

that are Fourier transform pairs. The resolution of our mer§§OIUt'on subject to the Nyquist-Shannon Sampling Theo-

surements is governed by limitations that arise from the Ny (anqlog and dig_ital repres_entation of the signal). The e
quist-Shannon Sampling theorem. Equations (32) and ( tive width of the signal and its transform are relatedhsy t

are recognized as measurement relationships for quantuficertainty theorem. Even though the time and frequency

mechanical conjugate variables. Currently, Quantum Mecffyolution O.f a 3|gnal that We measure 1S limited by our mea-
nics only considers the Uncertainty Theorem but not the Sa?H_rement limitations, f[he tlme_domam and frequency domain
pling Theorem. The two theorems are applicable to Quantﬁmnals are both continuous, independently of how we mea-
Mechanics and haveftiérent interpretations: the Uncertaint?ure them. o

Theorem defines a relationship between the widths of conju- 1 N€ measurement limitations apply equally to the macro-
gate variables, while the Sampling Theorem establishes s&fPPIC level and to the quantum level as they are derived from

pling and truncation measurement relationships forccrrt}mgthe properties of Fourier transform pairs of variables \Wwhic
variables. are the same at all scales. However, at the quantum level, con

The valuesx is a sampled measurement and as a resit’y to our macro_s_copic environmentt we cannot percewe th
can resolve values qf up to its Nyquist valugy given by underlying quantities other than by instrumented measure-

the Nyquist-Shannon Sampling theorem, (36). This is a sP?—entS' I_—|e_nce during a measurement process, the quantum
prising result as the momentum can be resolved up to figel IS limited by our measurement I!mqatlons. Howeyer,
Nyquist value, in apparent contradiction to the Heisenbe‘?fgsr_m_”“g_that th?ﬂe measé)ure_mehntllmltatllons r?phresermnh
Uncertainty Principle. Yet this result is known to be cotre t "_“”'ta“ons and form a basic ¢ ar_a_cterlsnc of the quamt

as demonstrated by the Brillouin zones formulation of Sol 8"6' IS an assu_mptlon thatis nOtJUSt'fle.d based on the prec_e
State Physics. Physically this result can be understood 9 considerations. Indeed, the Nyquist-Shannon Sampling

the sampling measurement operation which builds up the rﬂ'g_eorem of F_ourler Transform thgory shows that the rahge of
mentum information during the sampling process, up to 4 lues of variables below the Heisenberg Uncertainty Rrinc

Nyquist limit py. It must be remembered that the Nyquisﬂe value ofh/2 is accessible under sampling measurement
limit depends on the sampling rasix as per the Nyquist- conditions, as demonstrated by the Brillouin zones formula

Shannon Sampling theorem, (36). The Nyquist value mdgn of Solid State Physics.
also satisfy (26) to avoid loss of information in the samglin
process, due to aliasing.

This improved understanding of the Heisenberg Uncer-
tainty Principle and its sampling counterpart allows udao-c Brillouin zone analysis in Solid State Physics demonssrate
ify its interpretation. This is based on our understandifig that one can arbitrarily measukefrom 0 up to its Nyquist
the behavior of the Uncertainty Theorem and the Nyquiditnit, as long as the variable is sampled at a constant rate
Shannon Sampling Theorem in other applications such as,(father than performing a singbemeasurement). The Ny-
example, Digital Signal Processing. quist-Shannon Sampling Theorem can thus be considered to

or alternatively
k<|rn/al.

7 Overlap of the Heisenberg Uncertainty Principle and
the Nyquist-Shannon Sampling Theorem
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cover the range that the Heisenberg Uncertainty Principle ég new experimental conditions beyond the Brillouin zone
cludes. example from Solid State Physics considered in this paper,
However, one should recognize that the coverage res@allowing a unique vista into a range of variable values previ
from two disparate theorems, and one should be careful aosly considered unreachable due to the Heisenberg Uncer-
to try to tie the two Theorems at their value of overlagThe tainty Principle. Regular sampling of position allows us to
reason is that one expression involves the widths of comgugdetermine momentum below its Nyquist limit, and similarly
variables as determined by (1) to (3), while the other ingslvthe regular sampling of momentum will allow us to determine
sampling a variable and truncating its conjugate, or vigsare position below its Nyquist limit.
as determined by (32) and (35). The equations are not contin- Submitted on February 21, 2012ccepted on March 04, 2013
uous at the point of overlagp. Indeed, any relation obtained
would apply only at the overlap and would have no appli-
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The Cause of the Increased L uminosity Distances of Supernovae
Recorded in the Cosmological Data

Emmanuil Manousos
Astrophysics Laboratory , Faculty of Physics, National Kaghodistrian University of Athens,

Panepistimiopolis, GR 15783 Zographos, Athens, GreegealE-emanoussos@phys.uoa.gr
The law of selfvariations quantitatively determines aldlimcrease of the masses and
charges as the common cause of quantum and cosmologicamkaa. It predicts and
explains the totality of the cosmological data. In this@etive present the prediction of
the law concerning the increased luminosity distancessidt astronomical objects.
The prediction we make is in agreement with the cosmologlata for the luminosity
distances of type la supernovae.

1 Introduction microcosm, the fact that the luminosity distances of distan

The science of Physics possesses today a plethora of kn@gfronomical objects will always be measured larger than th
edge that allows us to seek the first principles governingph hctual dlstancgsl. It is this last prediction that we pregent
ical reality. We can search for a small number of proposttio e c_urrent article. . ) ) }
axioms that could reproduce the totality of our knowledge in Since the obs_ervatlons of distant astronomical O_bJECtS cor
Physics. The theory of selfvariations has emerged alorsg lﬁspond to_past time, the rest masses of the ma_terlal [Eerticl
line of reasoning. in these objects are smaller than the corresponding magses w
We make two hypotheses: The rest masses and eledBfasure in the laboratory, due to the selfvariations. There
charges of the material particles increase slightly wita tf°re: the energy resulting from fusion and fission in distant
passage of time (selfvariations), and the consequenchisof¢Stronomical objects is less than expected. These distant a
increase propagate in four-dimensional spacetime witma vijonomical ObJeCtS_ are fuelled W_'th a smaller than e_xpect_ed
ishing arc length. Starting from these two hypotheses we c&mount of energy in order to emit the glectromagnetlc radia-
clude that the selfvariations occur in a strictly defined maW)_n we obse_rve today from .Earth..Th|s fact reduces the lu-
ner. We call the quantitative mathematical determinatibn @inosity of distant astronomical objects. _
the way in which the selfvariations occur, the law of selivar I the last decade of the previous century two independent
ations. research groups under A.G. Riess and S. Perlmutter, mea-
The law of selfvariations contains an exceptionally Iargté‘red the decrease of the luminosity for a large number of
amount of data and information. It is related to the quantJ¥Pe€ 12 supernovae at great distances. In order to explain th
phenomena, the potential fields, and the cosmological dQservational data within the framework of the standard cos
With the evidence we have in our disposal, and the matfological model, the hypothesis of dark energy was intro-
matical calculations we have performed, we can propose ed. )
law of selfvariations as the common cause of quantum phe- e have today a large amount of observational data con-
nomena and cosmological data. The consequences of thel[§ing the decrease of luminosity at large distances. Al
of selfvariations extend from the microcosm up to the obs&f€S€ measurements result in a specific diagram correlating

vations we conduct billions of light years away. Equation the luminosity-distance with the redshift of distant asom-
ical objects. This diagram, as it results from the cosmalalgi

24 11} data, is exactly the same with the one predicted theorBtical
MoC™ + 'hE =0, by the law of selfvariations. In the next paragraph we presen

the diagram that we theoretically predict.
with unique unkown the rest masg of particles, both con-

tains as physical information, and justifies, the whole aerp2 The luminosity distances of distant astronomical ob-

of the current cosmological observational data. jects will always be measured greater than their real
Specifically for the cosmological data, the law of selfvari- distances

ations predicts and justifies: the redshift of distant a8~ 114 jaw of selfvariations [1,2] predicts the relation

ical objects and Hubble’s law, the cosmic microwave back-

ground radiation, the large-scale structures of mattehén t C A

Universe, the fact that the Universe is flat, the fact that the r=gin (m ’

total energy-content of the Universe is zero, the fact that t

very early Universe went through a phase of ionization, thetween the distangeand the redshift of distant astronom-

arrow of time in the macrocosm and its breakdown in theal objects. For the dimensionless paraméteit holds that

Emmanuil Manousos. The Cause of the Increased Luminos#itabies of Supernovae Recorded in the Cosmological Data 15
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A — 17, since it obeys the inequality %
, B
—— <A<, g
1+z <k
for every value of the redshit The parametek is constant, -
and is related to the Hubble paramdtktthrough equation 31
kA T o
—— =H. 3
1-A z 8
The law of selfvariations predicts that the eneE{y) re- g8
sulting from fusion, and which powers the distant astronot N
ical objects, is decreased compared with the corresponc =1
energyE measured in the laboratory, according to relation ]
E o
E(9=——. : . : ;
@ 1+z 0.0 0.5 1.0 15

z
Because of this, the luminosity of distant astronomical ob-

jects is decreased, relative to the expected one. This has Rig. 1: The diagram oR = R(2) for A = 0.975, A = 0.990, A =
conseguence that the luminosity distanBesf distant astro- 0.995,A = 0.999,H = 60 knys Mpc,c = 3x 10° kmys up toz = 1.5.
nomical objects are measured larger than the actual desarihe measurement of the luminosity distances of type la saper
r, R> r. From the mathematical calculations [1, 2] we obtafpnfirms the theoretical prediction of the law of selfvadas.

R=rvl+z,
b he di 4 References
etween the distancé&sandr.
Combini h . . he | . . 1. Manousos E. Acommon underlying cause for quantum phenarued
_ ompining the p_reV|ous equatlo_ns We_ get the um|n03|ty cosmological data. viXra:1302.0115 v2.
distanceR as a function of the redshittof distant astronom- 2. Manousos E. The theory of self-variations. A continudighsincrease

ical objects: of the charges and the rest masses of the particles canrexipéatos-
mological dataNuovo Cimento B, 2007, 359-388.
_CAV1+z A ) 3

— n . Adam G. Riess et al. Observational Evidence from Supaeéer an
1-AH \1-(1+2(1-A

Accelerating Universe and a Cosmological Constaing Astronomical
i o i Journal, 1998, v. 29 (3), 423-428.
In the diagram in figure 1 we present the diagranio# 4. Perlmutter, S. et al. Measurements of Omega and Lambda 4@
R(? for A = 0.975,A = 0.990,A = 0.995,A = 0.999, High-Redshift Supernova@he Astrophysical Journal, 1999, v. 517 (2),
H = 60knysMpc,c = 3 x 10°km/s up toz = 1.5. In or- 565-586.
der to explain the inconsistency of the Standard Cosmologi-
cal Model with the diagram in figure 1, the existence of dark
energy was invented and introduced.
Type la supernovae are astronomical objects for which we
can measure their luminosity distance for great distarntles.
measurements already conducted [3, 4] agree with the dia-
gramin figure 1.
In the measurements conducted for the determination of
the Hubble parametét, the consequences of equatin=
r v1+ z have not been taken into account. For small values
of the redshiftz, the valueH = 60knysMpc results. The
measurements made up to date, have included astronomical
objects with a high redshift thus raising the value of param-
eterH to between 72 and 74 kisWMpc. Today we perform
measurements of very high accuracy. Taking into consider-
ation the consequences of equat®i: r V1 + z, we predict
that the value of parameterwill be measured independently
of the redshiftz of the astronomical object. We, of course, re-
fer to measurements of the parametiethat are based on the
luminosity distance of the astronomical objects.
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Intrinsic Charges and the Strong Force
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According to a revised quantum electrodynamic theory, there are models of leptons
such as the electron which possess both a net integrated electric charge and a much
larger intrinsic charge of both polarities. From estimates based on such models, the
corresponding Coulomb force due to the intrinsic charges then becomes two orders of
magnitude larger than that due to the conventional net charge. This intrinsic charge
force can also have the features of a short-range interaction. If these results would
generally hold true, the intrinsic charge force could either interact with a strong force of
different origin and character, or could possibly become identical with the strong force.

1 Introduction

According to quantum mechanics there exists a nonzero low-
est energy level, the Zero Point Energy. The vacuum is there-
fore not merely an empty space, but includes a “photon gas”
of related electromagnetic vacuum fluctuations. The pressure
of this gas is a physical reality, as demonstrated by the force
between two metal plates proposed by Casimir [1] and first
confirmed experimentally by Lamoreaux [2].

These circumstances have formed the starting point of
a revised quantum electrodynamical approach by the author
[3]. In the latter a nonzero electric field divergence divE is
introduced in the vacuum state. In its turn, the nonzero elec-
tric field divergence admits an additional degree of freedom
into the electromagnetic field equations. The latter then pos-
sess new solutions both in the steady and the time-dependent
states, having applications to modified models of leptons and
photons.

In this paper an example is given in Section 2 on the con-
sequences of a nonzero electric field divergence in a steady
state. It demonstrates that the local variations of the charge
density p=g(div E can result in considerable intrinsic charges
of both signs, being much larger than the total net integrated
charge. The possible effects of the intrinsic charges on the
Coulomb interaction will then be outlined in Section 3, first
in respect to the magnitude of the resulting forces, and then
to the range of the same forces in a simple “Gedanken experi-
ment”. In Section 4 a comparison is finally made to the strong
nuclear force.

2 An Example given by the Revised Electron Model

In the revised quantum electrodynamic theory there are
steady states which do not exist in conventional theory [3].
These states include net as well as intrinsic electric charges,
electric currents, static electromagnetic fields and related
forces. To illustrate the resulting charge distributions, an ex-
ample is here taken from a corresponding electron model.
The features of the model will shortly be summarized here,
with reference to details in the original descriptions [3].

In the revised theory the field configuration is shown to

Bo Lehnert. Intrinsic Charges and the Strong Force

become derivable from a generating function

F=GyG(p,0) G=R(p) T(© (1)

in spherical coordinates (r,6,¢) of an axisymmetric case
being independent of the angle ¢. Here Gy stands for a char-
acteristic amplitude, p = r/ry with ry as a characteristic radial
length, and

R=p7e™” 2)

T=1+a;sinf+a;cos20+azsin36+ascosdf +... (3)

v>0

with ay, ay, as, ...as constant amplitude factors. The radial
function R has to be divergent at the origin r =0 to result in
a net integrated charge. Thereby a revised renormalisation
procedure is applied to make this divergence result in a finite
net integrated charge. This leads to forms of the net charge gy,
magnetic moment My, rest mass mp, and angular momentum
(spin) s¢ as given by

qo = 2megc,gAg, “4)
1 &0
50 = Eﬂ(c—z)CchAs, 5)
2
Momo = (@) CApAuAn. (6)
C

Here C = + ¢, ¢, is a finite counter factor in the renor-
malisation process, and
T
A = f Iy do k=g, M,m,s @)
0
with Iy being functions of the amplitude factors of equation
(3) and the variable s = sin 6. The factor ¢, includes the am-
plitude G which can have either sign and becomes negative
in the case of the electron.
Two quantum conditions are considered here. The first

is so = + h/4m on the spin which results in a normalized net
charge

90
e

%

®)

e2

_ (foAé]l/z _ 2s&och
|2 =
A

17
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where e is the experimentally determined elementary charge oo L 7
and fy=137.036 is the inverted value of the fine-structure 4
constant. The second condition concerns the magnetic mo- 150 4
ment and becomes
MOmO — AMAm -1+ 6M (9) 100
4050 Aqu 50 4+
with 6y, =1/2nf;=0.0011614. Here it has to be observed 0
that the fourteenth term in equation (7.56) of Reference [3] 0 1'0 ! %'0 4'0 ;0 6{0 7’(] 8{0 (jo
should read —699.7897637a,as. ;
In the four-amplitude case (ay, a;, az, a4) the normalized ST
charge g* will here be studied with conditions (8) and (9) im- 100 L
posed, and as functions of a3 and a4 in azas-space. Then g*
is found to have a minimum for large positive values of as 150 +
and a4, within a narrow channel positioned around a plateau
defined by the experimental value ¢* =1. The width of the -200 T
channel is only a few percent of g*. At the plateau the ampli- 250

tude values are therefore replaced by

aw>1  i=1,23... (10)

a; = a;/ae

As an illustration of the resulting intrinsic and net elec-
tric charges, we now use an example where a; = — 1.91, a, =
-2.51, a3 =as = 1. The corresponding integrand I, of equa-
tion (7) in the plateau region then becomes

Iy = 25T —45°T — sDyT +

+25°DyT + 25D, (szT) — sDy (sszT) =
4495 + 2885 — 21595 — 1320s* +

+ 75595 + 1120s° — 57605’

(11)
with the operator

> cosh d
06>  sinf 66"
From the corresponding equation (7) this yields A, =4.600,
Ay =437, 4, 22832, A, =2648 and results in

AMAm

Dy = - (12)

= 1.017

q/ls

and g* = 1.046.

The obtained value of A, corresponds to the net charge go
of equation (4). The detailed charge distribution as a function
of s is given by equation (11) and has been plotted in Fig.
1. According to the figure the negative part of the intrinsic
charge in the range 0 <6 < is estimated to have the corre-
sponding value A,_ = 117.3 . The positive part of the intrinsic
charge further corresponds to Ay, =A,_ + A, =121.9.

In the example given here there is thus an outbalanced
intrinsic charge proportional to A, =A,, — A,, plus a net in-
tegrated charge proportional to A,. The ratio between these
charges becomes

i,
in = —¢ - 13
Cin Aq (13)

18

Fig. 1: The local contribution I_qg of equation (10) to the electric
charge integral A, as a function of the polar coordinate 6, in the
range 0 < 6 <m/2 and with 6 given in degrees.

In the example of Fig. 1 it has the value ¢;, 226.5, thus
indicating that the intrinsic charge considerably exceeds the
net charge.

Also the electromagnetic force

f=p(E+CxB) (14)
per unit volume has to be taken into account. It consists of the
electrostatic and magnetostatic contributions pE and pC x B
where E and B are the electric and magnetic field strengths,
the velocity vector C has the modulus |[C|= + ¢ and c is the
velocity of light. In a cylindrically symmetric case the lo-
cal electric and magnetic contributions can outbalance each
other, but only partly in a spherical axisymmetric case [3]. In
the latter case the average radial force can on the other hand
be balanced at least for specific solutions of the field equa-
tions, but this requires further detailed analysis in every case.

3 Intrinsic Coulomb Forces

The intrinsic charge ratio c;, is likely to have consequences
when considering the mutual Coulomb forces.

3.1 General Aspects

For any distribution of electric charges the local contribution
Afi, to the mutual Coulomb force becomes

_ (Aq)(Aga)
dregrs,

Afiz (15)

where and Ag; and Ag, are two interacting charge elements
separated by the distance rj;. The charge ratio of equation

Bo Lehnert. Intrinsic Charges and the Strong Force
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(13) thus predicts that the intrinsic Coulomb forces in some
cases even may be represented by a factor cfn as compared to
those in a conventional analysis. For the values of Ci2n =702
in the example of Section 2 these forces could then roughly
be estimated to be more than two orders of magnitude larger
than the conventional ones. However, the effective magnitude
of the intrinsic charge force will also depend on the specific
geometry of the charge distribution, as being demonstrated by
a simple discussion in the following subsection.

3.2 A Gedanken Experiment

To crudely outline the forces which can arise from the in-
trinsic charges, a simple “Gedanken experiment” is now per-
formed according to Fig. 2. It concerns the interaction be-
tween two rigid mutually penetrable spherical configurations,
(1) and (), of charge +Q at their centra and charge —Q at
their peripheries. The resulting electrostatic field strengths
are E; and E,, and the external space is field-free. When these
configurations, being simulated as “particles”, are apart as in
Fig. 2(a), their mutual interaction force F|, remains zero. As
soon as particle () starts to penetrate particle (;), part of the
negative charge cloud at the periphery of particle () will in-
teract with the electric field E; of particle (;). This generates
an attractive force Fj; >0, as shown by Fig. 2(b). When par-
ticle (») further penetrates into the field region of particle (),
however, the mutual interaction force F1, <0 changes sign
and becomes repulsive as shown in Fig. 2(c). Between cases
(a) and (b) there is an equilibrium with Fj, =0.

The relative magnitude of the maximum force Fi, in the
case of Fig. 2(b) can be estimated by noticing that it is gen-
erated by the fraction g, of the charge —Q at the periphery
of particle (), in the field E; of particle (;). With the charge
ratio

en=2 (16)
e
of the particles (1) and (,) this yields an estimated ratio
fan =020}, (17)

between the intrinsic forces and those which would have been
present in a conventional case. With an estimated factor
g» = 1/4 for the fraction of negative charge of particle (3)
being present in the field E; of Fig. 2(b), and with ¢;, =702
due to the example of Section 2, this results in the force ratio
fn=176.

In reality, however, the mutual interaction in Fig. 2(b) and
Fig. 2(c) becomes more complex and includes a rearrange-
ment of the charge geometry. Thus, even if these simple
considerations are somewhat artificial, they appear to indi-
cate that the intrinsic Coulomb forces can become about two
orders of magnitude larger than the conventional ones. The
intrinsic forces can also in some cases have the character of a
short-range interaction.

Provided that the present model of charged leptons also
can be applied in a first crude approximation to a bound

Bo Lehnert. Intrinsic Charges and the Strong Force

(@

(b)

Fig. 2: “Gedanken experiment” where two rigid mutually penetrable
spherical configurations (“particles”), (;) and (), are approaching
each other. The “particles” have charges +Q at their centra, and —Q
at their peripheries, resulting in the internal electric field strengths E,
and E,. The mutual interaction force F, is zero when the particles
are apart in (a), F'1, > 0 is attractive when they first start to interact
in (b), and F; <0 is finally repulsive when they are close together
in (c).

quark, its characteristic radius r. can be estimated. It would
become r, = ¢,g/cc where ¢, and cg are counter factors of a
revised renormalisation procedure [3]. This results in radii in
the range 107! <, < 107! m for the u, d and s quarks.

4 A Comparison to the Strong Force

The strong force keeps the atomic nucleus together, and it
acts on its smallest constituents, the quarks. As concluded
from experiments on deep inelastic scattering of energetic
electrons by hadrons, the latter include the quarks. According
to reviews by French [4], Walker [5] and others, these strong
forces have the following features:

o They are primarily attractive.

e They seem to be essentially the same for neutrons and
protons.

e Their range is short and not greater than 2 x 10~ m.

e Within this range they are very strong, i.e. two orders
of magnitude larger than those due to conventional
electromagnetics.

The strong force can be compared to the intrinsic Coulomb
force discussed in this context, also in respect to a possible
quark model being somewhat similar to that of the electron as

19



Volume 3 PROGRESS IN PHYSICS July, 2013

described in Section 2. The following points should then be
noticed:

e The present considerations suggest that the intrinsic
charge force can become two orders of magnitude
larger than that due to the conventional net charge. The
intrinsic charge force thus appears to be of the same or-
der as the strong force, and may also appear in terms
of a short-range interaction, on scales of the order of
1075 m.

o [t then follows that the intrinsic charge force either will
interact with a strong force of different origin and char-
acter, or will possibly become identical with the strong
force.

Submitted on March 22, 2013 / Accepted on March 22, 2013
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Using the Oblique-Length Contraction Factor, which is a generalization of Lorentz Con-

traction Factor, one shows several trigonometric relations between distorted and original
angles of a moving object lengths in the Special Theory of Relativity.

1 Introduction

The lengths at oblique angle to the motion are contracted with tan6 = ; o)
the Oblique-Length Contraction Factor OC(v, 6), defined as s
[1-2]: tan(180° — @) = —tanf = —— (6)
Y
- 2 cos? in2
0C(,0) = \/C(V) cos=6 +sin” 6 M After contraction of the side AB (and consequently contrac-
where C(v) is just Lorentz Factor: tion of the oblique side BC) one gets (Fig. 2):
V2 ¢
C(v)=/1-— €[0,1] for v € [0,c]. 2)
c
¢I
Of course o
0<0C(v,6) <1. 3) B'=f

The Oblique-Length Contraction Factor is a generalization of
Lorentz Contractor C(v), because: when 6 = 0, or the length

is moving along the motion direction, then OC(v,0) = C(v). 90° N\ 180° -0’

Similarly A Y=y C(v) B’ X
OC(v,m) = OC(v,2rt) = C(v). ) b

Also, if 8 = /2, or the length is perpendicular on the motion Fig. 2:

direction, then OC(v,n/2) = 1, i.e. no contraction occurs.
Similarly OC(v, 3) = 1.

2 Tangential relations between distorted acute angles vs. tan(180° — @) = —tan§’ = —’8—, =- A . @)
> . . Y yCO)
original acute angles of a right triangle
Let’s consider a right triangle with one of its legs along the ~LDeM: B
motion direction (Fig. 1). an(180° - 6) _yC») _ 1 ®
C tan(180° — 6) B C(v)’
Y
Therefore tanr — 6)
an(r —
t -0)=——""7+-—= 9
an(r — 0') ) ©)
8 and consequently
ki tan(6)
tan(6') = 10
an(6') o) (10)
or an(B)
an
tan(B’) = 11
\ an(B’) ) 1D
A X which is the Angle Distortion Equation, where 6 is the angle
formed by a side travelling along the motion direction and
Fig. 1: another side which is oblique on the motion direction.
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The angle 8 is increased (i.e. 6’ > ).
! C
tanp = Y and tang’ = 1/ =7 ) (12)

B B B

whence:
yC)

t 7

ne' _ B cw). (13)

tan ¢ Y

B
So we get the following Angle Distortion Equation: B’ y=yClv) A x
tang’ = tang - C(v) (14) Fig. 4:
or o
tanC’ = tanC - C(v) (15) and similarly
yC»)
where ¢ is the angle formed by one side which is perpendicu- tan ¢’ B
lar on the motion direction and the other one is oblique to the wng 7 C) (21
motion direction. B
The angle ¢ is decreased (i.e. ¢" < ¢). If the traveling .

right triangle is oriented the opposite way (Fig. 3) tang’ = tang - C(v). (22)

€

Fig. 3:

Y

tant9=é and tang = =. (16)
4 B

Similarly, after contraction of side AB (and consequently con-
traction of the oblique side BC) one gets (Fig. 4)

B B
tan@ = v = 5C0) 17
and , o)
;Y DAY
=L -r=r 18
tan ¢ 7 I (18)
B
tang  yC(v) 1
tang B T Cv) (19
Y
or o
tan¢ = o) (20

Therefore one got the same Angle Distortion Equations for a
right triangle traveling with one of its legs along the motion
direction.

3 Tangential relations between distorted angles vs.
original angles of a general triangle

Let’s suppose a general triangle AABC is travelling at speed
v along the side BC as in Fig. 5.

Fig. 5:

The height remains not contracted: AM = A’M’. We can split
this figure into two traveling right sub-triangles as in Fig. 6.

In the right triangles AA’M’B’ and respectively AA’M’'C’
one has

tan B tan C
tan B’ = d tanC’ = . 23
an co) and tan o) 23)
Also
tanA] = tanA;C(v) and tanA) = tan A,C(v). (24)
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A A A/ Af
1 2 1 )
X
B—M 1 €
Fig. 6: 5™ M ¢
Fig. 8:
AI
4 Other relations between the distorted angles and the
12 original angles
YI B 1. Another relation uses the Law of Sine in the triangles
d AABC and respectively AA’B'C’:
@ _F _7 @7
’ . sinA sinB sinC
B M £ X o 8 ¥ "
sinA’  sinB’  sinC’’ (28)
Fig. 7: After substituting
o =aC®) (29)
But B =BOCH.0) (30)
tan A’ + tan A’ " =vyOC(v,B) (31)
tanA’ = tan(A] +A)) = ——— 2 . y 7
1 —tan A} tan A} into the second relation one gets:
_ tanAIC(V) + tanAzC(V) CL'C(V) ~ ﬂﬁC(V, C) B 'yﬁC(V, B) -
1 —tanA;C(v) tan A,C(v) A - snB - snC (32)
= C()- tanA; + tan 4, Then we divide term by term the previous equalities:
1 — tan A; tan A,C(v)2 5
@ Y
tanA; + tan A —_—
% -(1 —tanA; tanAj) sinA  _ sinB__ _ _ sinC (33)
= C()  —= tanl 1 ti‘“ Az e aC(v) ~ BOC(,C) ~ yOC(v,B)
~tan A, tan A;,C(v) sin A’ sin B’ sin C’
Al +A 1 —tanA A
= C(»)- tan(4; +42) . tan 4, tan A2 . whence one has:
1 1 —tanA; tan A,C(v)?
sin A’ B sin B/
sinA-C(v)  sinB ﬁc,(v, 0) 34
1 -tanA;tanA, = L
tanA’ = C(v) - tan(A) - . 25 ~ sinC-0C(v,B)’
an Ot T T ALcor ) sinC- 6C(» B)
2. Another way:
We got , o , ’ o
A’=180°—(B"+C’) and A=180°-B+C) (35)
1 —tanA; tan A
tan A’ = tan(4) - C0) - - and tansa (26)

—tan A tan A,C(v)?
1 2C(v) an A’

Similarly we can split this Fig. 7 into two traveling right
sub-triangles as in Fig. 8.

Florentin Smarandache. Relations between Distorted and Original Angles in STR

tan[180° — (B’ + C")] = —tan(B’ + C’)

tan B’ + tan C’

1—-tan B’ - tan C’
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tan B N tan C
_ Cv) CW)
1 —tan B - tan C/C(v)*
1 tan B + tan C
"C(v) 1-tanB-tanC/C(v)2
tan(B + C) 1 —-tanBtanC
" C(») 1-tanB-tanC/C(v)?
—tan[180°—(B + C)] 1 —tanB-tanC
Cc) "1-tan B - tan C/C(v)
tan A 1 —tanB-tanC
C(v) 1—-tanB-tanC/C(v)?

We got

_tanA 1—-tanB-tanC

tanA’ = . .
M= C0) T—anB-@nC/CO)

(36)
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The Electron-Vacuum Coupling Force in the Dirac Electron Theory and its
Relation to the Zitter bewegung

William C. Daywitt
National Institute for Standards and Technology (retir&dulder, Colorado. E-mail: wcdaywitt@me.com

From the perspective of the Planck vacuum theory, this papgres that the standard
estimate of the onset radius for electron-positron paidpetion as the Dirac electron is
approached (in its rest frame) is significantly overestedaf he standard value is taken
to be the electron Compton radius, while the estimate defvare from the coupling
force is over four times smaller. The resulting separatibthe Compton radius from
the onset radius leads to a clear explanation of the zitiageng in terms of vacuum
dynamics, making the zitterbewegung a relevant part of léaetren theory.

1 DiracElectron can be defined for the De-PV system, except for tiieodilty

The size of the electron has been a long debated questior™fi€termining the integration constant _
classical physics the idea that the electron radijts purely The massive point charge-¢.,m) has two parts, its
electromagnetic leads to the calculation f:ha_rge €e.) and its massn. Thus, in addition to the_polar-
ization force (3), the De distorts the PV due to a gravitatlen
like attraction between its mass and the individual maskes o

82 —13
fo= 17 =282x10 @ the Planck particles in the PV. This curvature force is given

mc2

centimeters, while the electron’s Compton radius by [3]
mc? mc’G mm.G 5)
e2 eE 11 _T:_rG - r.r
rc = W = |'T]C2 = 386X 10_ (2)

wherem, andr, are the mass and Compton radius of the indi-
is larger by the factor /i (~ 137), wherex (= €?/€?) is the vidual Planck particles an@ is Newton’s gravitational con-
fine structure constant. The standard caveat at this poinsiant. G = €/n? ande? = r.m,c? are used in deriving the
the calculations is that, for any radius smaller thiarflike final ratio in (5).) This force is the force of attraction the
ro), classical considerations are irrelevant due to the ptessimassive point charge at) ~ 0 exerts on the negative-energy
appearance of electron-positron pairs. So the onset régliusPlanck particle at a radiusfrom that charge. Now the total
electron-position pair production is an important paranigt De distortion force becomes
the Dirac theory of the electron. What follows takes a dethil
look at the structure of the second ratio in (2) and suggests f mc? (6)
that an onset radius derived from the coupling force the®ira r2 r

electron (De) exerts on the vacuum state produces a better . . .
estimate of that radius and, as seen in the next section, tigroblem of the previous

_ h disappears. Part of the response to the De force
In the Planck vacuum (PV) theory [1] the prod@ét= paragrap o . X .
(~e)(=e) in (2) consists of two distinctively eierent (6) acting on the PV is hidden in the Dirac equation as the

charges. One of the bare charges belongs to the De (a nzlgggrbewegung. o

sive point chargee., m) that obeys the Dirac equation and [The averager) ~ 0 signifies a small, but unknown,
that is coupled to the Dirac vacuum [2]), and the other to thdius encircling the massive point chargee(m) and in
separate Planck particles constituting the PV negatiezegn which the electron mass is created (see the Appendix). This

state. In addition, it can be argued [3] that the force average is more properly expressedis?) < rc.]

ﬁ 3) 2 Dirac Equation
2
r The force diference in (6) vanishes at the De’s Compton ra-
is a polarization-distortion force that the free-space K&ts  dius
on the omnipresent PV state. Since this force exists between e
the electron charge and the individual Planck-particlegbs fe = mc2 (7)

within the PV, a potential

which is that radius where the polarization and curvature
V() = r efd (11 & 4 forces have the same magnitude. This is a central parame-
(N =- " r2 r= Yo ) ter in the theory of the electron-positron system, for tieer
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particle Dirac equation can be expressed as (ustng €) where the original free electron jumps into the positrorehol

[4,p. 74] and the electron from the pair becomes the new free elec-
tron. As this process takes place at a high rate, the regultin
: 0 cloud of “hide-and-seek” electrons is perceived as a spread
i€?| — +a-V|y =mc? or _ . . perc 1 as asp
* (cat @ )lﬁ sy out point electron with a radius~ rc/2. This radius is usu-

ally rounded &F tor ~ r¢. It is interesting that arbitrarily
replacingry in (4) byr. leads to the estimate=r./3.
Whatever the true magnitude of the onset radius, it is

h inth tf fthe De. th ‘ worth noting the following quantum electrodynamic conclu-
where, In the rest frame of the De, the parameieepresents sions [5, pp. 402—-403]: the interaction of the De with the

the radius of an imaginary sphere.surrogndmg the mass ntum vacuum spreads out the point-like nature of the De
point charge and on which the PV is undistorted (where d leads to a natural scalefor the model: the De in some

and’\fm) \rllanIIDSh)|5V ling f respects behaves as though it increases in size from a point
ow the De-PV coupling force particle to a particle with a radius of about angit is improb-

. 0
|rc(&+a~v)zﬁ=,&p (8)

@ m2 able that the electron has “structure”; and the apparertsipr
F(N=—=-— (9) of the De does not alter the fact that the electron in QED is
r r still regarded as a pure point particle. In addition to thase
leads, in place of (4), to the potential clusions, high-energy scattering experiments probinglisma
distances indicate that the electron, if not a point partid
r 1 1 & certainly not larger than about 14 cm (r/39, 000).
v(r) = _j; F(r)dr = (_ B r_c) * Except for the magnitude of the onset and spread radii,

the calculations in Sections 1 and 2 are mostly in agreement
with the spirit of the QED conclusions of the previous para-
graph. Also the earlier assumption at the end of Section 1,
with no undetermined constants. that (r)~ 0, is in line with the experimental result

Recalling that any siciently strong positive potential("e/39000) at the end of the previous paragraph.
acting on the vacuum state enables electron-positronpairp  SiNce the onset radius is an important concept in the elec-
duction to take place in free space (see any relativistiouis tron model, a definitive calculation of this radius is criitia
sion of the Klein Paradox, e.g. [4, p. 131]), itis reasonableunderstanding the electron —indeed, contrary to the standa
conclude that the point at which pairs may begin to show Yf§W: itis shown in the present paper that the Compton radius
as the De is approached is whaf@) = 2mc? since the posi- ' and the pair-creation onset radiug4.5 are twodistinctly
tive energy in free space and negative energy of the PV befifierent parameters, the first referring to the vanishing-

to overlap at this potential. Then solving (10) foyields the coupling-force sphere centered on the point electron §in it
quadrature formulas rest frame), and the second to the possible onset of electron

positron pairs. This separation of the Compton and onsét rad

re exp (c/r) _ (1) leads to a believable zitterbewegung model.

—mczln% (r<ro (10)

r

=_-In==3 or

r r re/r .
4 Zitterbewegung

either one of which producess r;/4.5. This pair-productio_n The zitterbewegung (a highly oscillatory, microscopic it

onsetradius is significantly smaller than the standardesé | ... velocity ¢) has been a long-time mathematical conun-

(r ~rc) because the curvature-force term in (9) compres tim. Barut and Bracken [6, p. 2458] reexamine the Schro-

the PV state, countering the poI_arization force that EXPalfinger calculations leading to the zitterbewegung andaapl
that state and exposes its energies to free space. Thls-|mH “microscopic momentum” vector with a “relative momen-

ta;}nt resul; ;mpllels t?at, for ?:yT r°t/4‘5' fthere (l:antbe 20 X tum” vector in the rest frame of the particle. Of interestéher
change ofiree electrons with electrons rom electronipist o e o resulting commutator brackets £ rcmc and

pairs associated with the PV state. ch = € are used)

3 QED Comparison [Q). Hi] = irccP; and
The standard estimate of the onset radius is based on virtual

electron-positron transitions and the time-energy uademt ‘ _ . mce? '
relation [5, p. 323] [P, Hir] = —4 r2 Qi (13)
ch & fe from the theory, wherej(= 1,2,3) andH, = mc?s is the
AtAE~h —  CAt~ AE-aE- 2 (12) Dirac Hamiltonian in the rest frame.
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Applying the Heisenberg-picture time derivative 5 Commentsand Summary

o The preceding calculations have separated the Compton ra-
A= ﬁ[Hr,A] (14) dius () from the onset radiug{/4.5), with the result that
the Compton radius is no longer associated with electron-
to the commutators in (13) leads to the “relative momenturpositron pair production, being outside the onset raditsisT
the zitterbewegung is not related to the pair-producticarch
acteristic of an over-stressed(() > 2mc?) PV state. Instead,
the zitterbewegung is seen to be the consequence of a PV-
resonance phenomenon (with the resonant frequeoay)2
which describes the dynamics of a harmonic oscillator wiissociated with the.-sphere. Also, most of the confusion

Pj=mQ; and sz-A(g)Qj (15)

angular frequency surrounding the zitterbewegung is the result of attempting
attribute the phenomenon directly to the dynamics of the-ele
4.¢ Vg remc? V2 2c tron particle rather than the dynamics of the vacuum state.
w= ( mr3 ) - ( mr3 ) B (16)  Finally, the zitterbewegung can now be seen, not as a mathe-

matical curiosity, but as an integral part of the Dirac elect
Since the Compton relation derives from the equality tfeory.

the polarization- and curvature-force magnitudes onrthe  The following picture of the Dirac electron emerges: cen-
sphere surrounding the massive point charge, the oscilldeyed at the origin of the rest frame is the massive pointgshar
dynamics must be due to a reaction of the PV to the De pwiith an dfective volumetric radiugér) ~ 0; surrounding this
turbing forcee?/r2—mc?/r, not to a direct dynamical involve- charge is a hypothetical sphere of radiygt.5 within which
ment of the massive point charge itself. This latter coriolus the positive energy of the free electron and the negative en-
is supported by the fact that the eigenvalues of(the)per- ergy of the PV overlap, allowing electron-positron pairbéo
ator are+c, outlawing the involvement of a massive particlexcited; surrounding this combination is a spherical ansul

whose velocity must be less that of radiusr¢/4.5 < r < r¢, where pair production does not oc-
The “spring constant”, 4£/r3), in (15) is easily shown to cur; and beyond the.-sphere( > r¢) is a region of diminish-
be related to the.-sphere, for = rc + Ar in (9) leads to ing PV stress, a compression that decreases with increasing

according to the force fference (9).
& mc?
(rc+ Ar)2  re+ Ar

F(rc +Ar) = Appendix: Electron Mass

The massless point charge is denoted-bg,) and the mas-
(€2/r3)Ar e sive point charge by—e., m), wherem is the electron mass.
~ (_) Ar (A7) Inthe PV theory this mass is an acquired property of the elec-

T @A TR . | d prog
_ _ _ tron, resulting from the point charge being driven by the ran
whereF(r¢) = 0, andAr < rc in the final ratio. dom electromagnetic zero-point background field [7, 8] - Fur
The Schrodinger “microscopic coordinate” thermore, the energy absorbed by the charge from the field

is re-radiated back into free space in a detailed-balanee ma
_j Z—Cizt} (18) ner, leaving the isotropy and spectral density of the zexiotp
background unchanged [9].

. . . ) The derived mass is
is retained in the Barut-Bracken analysis [6, eqgn. 19]. The

first part of this operator equation corresponds to the macro m= 4r € <(dr’/dt)2> (A1)
scopic motion of the massive point charge and the second part 9r2c2 c?

to the high-frequency zitterbewegung superimposed on Wﬁeree*r' is the dipole moment of the point chargee()
macroscopic motion. In the rest frame of the massive chaigey it/ = 0 as it is being driven by the zero point field.
(18) reduces to [6, eqn. 34]

The relative root-mean-square velocity of the charge withi
(ry~0is[7]

QU = 6(0]; = 0,(0)- Frexp|-1 25 20 19

_10-22
= =3t 100 (A2)

[<<dr'/dt>2>]”2 R

the nonvanishing of which emphasizes again that the zitter-
bewegung is not fundamentally associated with the motionvalfiich is vanishingly small because of the large density
the particle, as the particle leading to (19) is at rest. (The 1/r2) of Planck particles in the PV contributing simultane-
rest frame operatord, = mc?8 andH; ! = g/mc? are used ously to the zero-point background field; endowing the corre
in (19)). sponding field spectrum with frequencies as high-ag'r.,
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wherer, is the Planck length. It is predominately the high
frequencies in the spectrum that define the mass and pre-
vent the r-m-s velocity from significantly increasing in mag
nitude [10].

The squared charge in (A1) comes from squaring the
time derivative of the dipole momeatr’. Thus (Al) implies
thatthe center-of-mass and the center-of-charge are the same.

The question of centers often comes up in the discussion of
the zitterbewegung [11, pp. 62—64] and is a reflection of the
fact that the zitterbewegung is being explained in terms of
the massive-charge motion rather than tlegr2 resonance
associated with the,-sphere and the vacuum state.
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Geometrical Derivation of the Lepton PMNS Matrix Values

Franklin Potter

Sciencegems.com, 8642 Marvale Drive, Huntington Beach, CA, USA. E-mail: frank11hb@yahoo.com

The linear superposition of generators of the 3 discrete binary rotational subgroups
[332], [432], [532] of the Standard Model determine the PMNS matrix elements. The 6
leptons are 3-D entities representing these 3 groups, one group for each lepton family.

1 Introduction

Numerous attempts to derive the neutrino PMNS matrix from
various discrete group horizontal symmetries have led to par-
tial success. Herein I determine the true source of the PMNS
matrix elements by using the linear superposition of the gen-
erators for 3 discrete binary rotational subgroups of the Stan-
dard Model (SM) electroweak gauge group SU(2); x U(1)y.

In a series of articles [1-4] I have proposed 3 discrete bi-
nary rotational subgroups of the SM gauge group for 3 lepton
families in R? and the related 4 discrete binary rotational sub-
groups in R* for 4 quark families, one binary group for each
family. The generators for these 7 binary groups are quater-
nions operating in R?, in R*, and in C2. 1 use these binary
group quaternion generators to calculate the matrix elements
for the PMNS mixing matrix for the leptons.

In another article under preparation I use the same ap-
proach, with an important modification, to calculate the stan-
dard CKM mixing matrix for the quarks as well as a proposed
CKM4 mixing matrix for four quark families.

The SM local gauge group SU(2); x U(1)y x SU3)¢ de-
fines an electroweak(EW) interaction part and a color inter-
action part. The EW isospin states define the flavor of the
fundamental lepton and quark states. However, experiments
have determined that these left-handed flavor states are linear
superpositions of mass eigenstates.

For the 3 lepton families, one has the neutrino flavor states
Ves Vu» V7 and the mass states vy, v,, v3 related by the PMNS
matrix Uj;

Ve U el UeZ UeB Vi
Vu|=|Un Up Ugsl||»
Vr U‘rl UT2 U 3]1V3

From experiments [5], the PMNS angles have been estimated

to be
61, =32.6° —34.8°, 03 =8.5°-94°,

03 =37.2°-39.8°, 6=(0.77 - 1.36)x.

Consequently, for the normal hierarchy of neutrino masses,
one has the empirically determined PMNS matrix

0.822 0.547 —-0.150 + 0.038i
-0.356 +0.0198;  0.704 + 0.0131: 0.614
0.442 +0.0248; -0.452 + 0.0166i 0.774

Potter F. Geometrical Derivation of the Lepton PMNS Matrix Values

which can be compared to my resultant derived PMNS matrix
in the standard parametrization

0.817 0.557 —0.149¢7
-0.413 - 0.084¢®  0.605 — 0.057¢° —0.673
-0.383 + 0.090¢®  0.562 +0.061¢®  0.725

In the SM the EW isospin symmetry group that defines
the lepton and quark flavor states is assumed to be the Lie
group SU(2) with its two flavor eigenstates per family. In
this context there is no fundamental reason for Nature to have
more than one fermion family, and certainly no reason for
having 3 lepton families and at least 3 quark families. As far
as I know, this normal interpretation of the SM provides no
answer that dictates the actual number of families, although
the upper limit of 3 lepton families with low mass neutrinos
is well established via Z° decays and via analysis of the CMB
background. There are claims also that one cannot have more
than 15 fundamental fermions (plus 15 antifermions) without
violating certain cosmological constraints.

My geometrical approach makes a different choice, for I
utilize discrete binary rotational subgroups of SU(2) instead,
a different subgroup for each family. Each discrete binary
group has two eigenstates and three group generators, just like
SU(2). Whereas the three generators for the SU(2) Lie group
are essentially the 2 x 2 Pauli matrices, the three generators
for each of the 3 lepton discrete binary groups [332], [432],
[532], (also labeled 2T, 20, 2I) in R? and the 4 quark discrete
groups [333], [433], [343], [533], (also labeled 5-cell, 16-cell,
24-cell, 600-cell) in R* are not exactly the Pauli matrices.

I propose that this difference between the discrete sub-
group generators and the Pauli matrices is the fundamental
source of the lepton and the quark mixing matrices, and the
calculated results verify this conjecture. In other words, one
requires the mixing of the different family discrete groups in
order to have a complete set of three generators equivalent to
the three SU(2) generators, separately for the leptons and for
the quarks. The mixing matrices, PMNS and CKM4, express
this linear superposition of the discrete group generators.

2 The PMNS calculation

In order to calculate the PMNS values one can use either
unit quaternions or unitary 2x2 complex matrices. The unit
quaternion generators are equivalent to the SU(2) generators.
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The unit quaternion q = a + bi + cj + dk, where the coef-
ficients a, b, ¢, d are real numbers for the one real and three
imaginary axes. The unit quaternion spans the space R* while
the imaginary prime part spans the subspace R3. With i = j?
=k? = -1, the quaternion can be expressed as an SU(2) matrix

c+di
a— bi

a+ bi
—c+di

Both the quaternions and the SU(2) matrices operate in the
unitary plane C? with its two orthogonal complex axes, so the
quaternion can be written also as q = u + vj, withu = a + bi
and v = ¢ + di. The three Pauli matrices o, o, o, are the
simple quaternions Kk, j, and i, respectively.

For the three lepton families, each family representing its
own binary rotational group, [332], [432], and [532], two of
the three generators R;, i = 1, 2, 3, in each group are equiv-
alent to two of the three Pauli matrices. Therefore, only the
remaining generator for each lepton family contributes to the
mixing that produces the PMNS matrix. That is, in the nota-
tion of H.M.S. Coxeter [6], R; =j,R3 =1, and

R2=—icos7—r—jcos£+ksinz D
q p h
for the three binary groups [p q r] and the h values 4, 6, and
10, respectively.

Defining the golden ratio ¢ = ( V5+1)/2, the appropriate
generators R, are listed in the table. The sum of all three R,
generators should be k, so one has three equations for three
unknowns, thereby determining the listed multiplicative fac-
tor for each R, generator’s contribution to k after overall nor-
malization.

Table 1: Lepton Family Discrete Group Assignments

Family | Group R, Factor | Angle®
Vee | [332] | —3i=3j+ 5k | 0.2645 | 105.337
Vielt | [432] | —3i— pj+ 3k | 0.8012 | 36755
ver | 15321 | —Li-%j+ Sk | -0.5367 | 122.459

The resulting angles in the table are determined by the
arccosines of the factors, but they are twice the rotation angles
required in R3, a property of quaternion rotations. Using one-
half these angles produces

0, =52.67°, 0, =18.38°, 6;=061.23°, 2)
resulting in
010 =34.29°, 013 =-8.56°, 603 =-4285°. (3)
Note that | 6,5 - 13 | = | 63 | because of normalization.

Products of the sines and cosines of these angles in the
standard parameterization are the PMNS entries, producing

30

matrix values which compare favorably with the empirical
estimates, as shown earlier. One has sin? 6, = 0.3176 and
sin? 6;3 = 0.0221, both within 10~ of the empirically deter-
mined values from the neutrino experiments, according to the
Particle Data Group in 2012. However, sin? 63 = 0.4625 is
outside the PDG 1o range but agrees with the recent T2K [7]
estimate sin? 26,3 = 1.0, making | 63 | = 45° with 6 ~ 0.

3 Conclusions

This fit of the PMNS mixing matrix derived from the three
separate R, generators indicates that the lepton families faith-
fully represent the discrete binary rotational groups [332],
[432], and [532] in R? that were introduced first in my ge-
ometrical approach back in 1986 and expanded in detail over
the past two decades. In particular, the 6 lepton states are
linear superpositions of the two degenerate basis states in
each of the 3 groups. My approach within the realm of the
Standard Model local gauge group makes the ultimate unique
connection to the discrete group Weyl Eg x Weyl Eg in 10-D
spacetime and to the Golay-24 code in information theory [1].

One can conclude that leptons are 3-dimensional objects,
geometrically different from the quarks which require a 4-
dimensional space for their existence. Their mass ratios de-
rive from a mathematical syzygy relation to the j-invariant of
elliptic modular functions associated with these specific bi-
nary groups. In addition, one can predict that no more lepton
families exist because the appropriate binary rotational sym-
metry groups in 3-D space have been exhausted. However,
sterile neutrinos remain viable [1,4].
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A Higgs-like particle having zero net electric charge, zero spin, and a nonzero rest mass
can be deduced from an earlier elaborated revised quantum electrodynamical theory
which is based on linear symmetry breaking through a nonzero electric field divergence
in the vacuum state. This special particle is obtained from a composite longitudinal
solution based on a zero magnetic field strength and on a nonzero divergence but a van-
ishing curl of the electric field strength. The present theory further differs from that of
the nonlinear spontaneously broken symmetry by Higgs, in which elementary particles
obtain their masses through an interaction with the Higgs field. An experimental proof
of the basic features of a Higgs-like particle thus supports the present theory, but does
not for certain confirm the process which would generate massive particles through a

Higgs field.

1 Introduction

As stated in a review by Quigg [1] among others, the Higgs
boson is a particle of zero electric charge and nonzero rest
mass. The magnitude of the mass is, however, so far not pre-
dicted by theory. Several authors and recently Garisto and
Argawal [2] have further pointed out that this particle is a
spin-zero boson.

In this investigation will be shown that a particle with
such basic properties can be deduced from an earlier elab-
orated revised quantum electrodynamical theory [3], and the
consequences of this will be further discussed here.

2 Steady Axisymmetric States of Revised Quantum
Electrodynamics

For the field equations of the revised theory to be used in this
context, reference is made to earlier detailed deductions [3].
The latter are based on a broken symmetry between the field
strengths E and B, through the introduction of a nonzero di-
vergence divE =p/gy as being based on the quantum me-
chanical Zero Point Energy of the vacuum state. In a spheri-
cal frame (r, 6, ¢) of reference in an axially symmetric steady
state with d/0¢ =0 and 9/0t =0, this leads to a magnetic vec-
tor potential A =(0,0,A) and a space charge current density
j=1(0,0,Cp) due to the source p. Here C = =+ ¢ represents the
two spin directions, with ¢ standing for the velocity constant
of light. Introducing the normalized radius p = r/ry with ry as
a characteristic length, and the separable generating function

F(r,0) = CA=¢ =GoG (p,0) = GoR(p)- T (0) (1)

where ¢ is the electrostatic potential, this yields

CA = —(sin0)> DF )
¢ = —[1+(in0) D|F 3)
_ & .
5= _%2_220[1 +(sm9)20]F )

with the operator

D = D,+Dy

9 (0
ap P dp

0> cosh d
062 sinf 96
The field strengths then become

Dy ®)

Dy =

1
B = curl A = curl [0, 0, -z (sin 6)* DF] (6)

(7

for an elementary mode generated by a given function F de-
termined by the radial and polar parts R(p) and T(8). Here
curl E =0.

As a first step we consider the convergence properties of R
and the symmetry properties of T with respect to the equato-
rial plane 6 =r/2. There are four alternatives of which there
is one with a divergent R at the origin p=0 and with a T
of top-bottom symmetry, thereby leading to a net integrated
electric charge g¢ and magnetic moment M. The other three
alternatives all lead to vanishing gy and M, [3], and we can
here choose any of these. Then the local electric field and its
divergence are still nonzero, whereas the net integrated elec-
tric charge vanishes.

As a second step two elementary modes (*) and (7) are
now considered for which C = + ¢ and there is the same func-
tion F. For these modes the corresponding field strengths are
related by

E=-V= V{ [1+(sin6)* D] F}

B*=-B~ E*=E" ®)
according to Equations (6) and (7). Since the field equations
are linear, the sum of the two solutions (*) and () also be-
comes a solution of the field equations, thereby resulting in
the field strengths

By=B"+B =0 )
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Ey=E*'+E = V{ [1 + (sin 6)? D] 2F}. (10) References

These strengths then stand for a “composite” mode having
zero integrated charge ¢g,, zero magnetic moment M), and
Zero spin sp, but a nonzero rest mass

4ney ., 1 2\ (4 5
mgy = 77‘0(;0],” = (ESOEWI gﬂl’o . (11)

Here E, = 6(Go/ro)*J,m, the dimensionless integral is

szfflmdpde I, = fg (12)
0 0
and
f(p.0) = = (sin®) D[1 + (sin6)* D| G (13)
g(p.0) = =[1+2(sin6)’ D| G (14)

when a convergent radial part R is now being chosen [3].

It has first to be observed that this composite mode can
be related to an option of the Higgs boson which is not truly
a fundamental particle but is built out of as yet unobserved
constituents, as also stated by Quigg [1]. Moreover, the van-
ishing magnetic field By of Equation (9) is in a way related
to the longitudinal “S-wave” of the earlier theory [3], as well
as to the longitudinal state of a massive boson mentioned by
Higgs [4]. Finally, the magnitude of the nonzero mass is so
far not predicted by theory [1]. From Equation (11) it should
be due to the energy density of an equivalent electric field E,,.
The absence of a magnetic field may also make the particle
highly unstable.

3 Discussion

An experimental proof of an existing Higgs-like particle with
zero net electric charge, zero spin, and nonzero rest mass
could thus be taken as support of the present revised quan-
tum electrodynamical theory [3]. The latter is characterized
by intrinsic linear symmetry breaking, leading in general to
nonzero rest masses of elementary particles.

Such a proof does on the other hand not for certain be-
come a full experimental confirmation also for the same parti-
cle to provide all other elementary particles with mass through
the completely different spontaneous nonlinear symmetry
breaking interaction between the Higgs field and massless
particle concepts of the Standard Model [1,4].

Possible the present approach [3] and that of Higgs [1,4]
could have a point in common. This is trough the Zero Point
Energy field being present all over space on one hand [3], and
a generally existing Higgs field in space on the other [1,4].
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Key to the Mystery of Dark Energy: Corrected Relationship between Luminosity
Distance and Redshift
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A new possible explanation to the luminosity distance (Dy) and redshift (Z) measure-
ments of type la supernovae (SNela) is developed. Instead of modifying the theory of
general relativity or the Friedmann equation of cosmology with an extra scalar field
or unknown energy component (e.g., dark energy), we re-examine the relationship be-
tween the luminosity distance and the cosmological redshift (D — Z). It is found that
the Dy, —Z relation previously applied to connect the cosmological model with the mea-
sured SNela data is only valid for nearby objects with Z < 1. The luminosity distances
of all distant SNela with Z > 1 had been underestimated. The newly derived Dy — Z re-
lation has an extra factor V1 + Z, with which the cosmological model exactly explains
all the SNela measurements without dark energy. This result indicates that our universe
has not accelerated and does not need dark energy at all.

1 Introduction

There are five possible ways to explain the luminosity dis-
tance (D) and redshift (Z) measurements of type la super-
novae (SNela) according to the general relativity (GR), which
derives the Friedmann equation (FE) with the Friedmann-
Lemaitre-Robertson-Walker (FLRW) metric of the 4D space-
time (Figure 1).

The most simple and direct way is the famous Lambda
Cold Dark Matter (ACDM) model, currently accepted as the
standard one, which introduces a cosmological constant A to
the field equation of GR (Eq. 1), referred as a candidate of
dark energy [1-2],

8nG

Gﬂv + Agﬂv = c_4T/1v’

ey
where G, is the Einsteinian curvature tensor of spacetime,
T,y is the energy-momentum tensor of matter, c is the light
speed in free space, and G is the gravitational constant. The
cosmological constant A was first introduced actually by Al-
bert Einstein himself into his field equation, Eq. (1), in order
to have a static universe about a century ago, and then dis-
carded after the universe was found to be expanding [3].

The second way that has also been comprehensively stud-
ied is the scalar-tensor (S-T) theory, which introduces a scalar
field @, usually time-dependent, to the action of spacetime
(S¢) [4-5]. This category includes also the four-dimensional
f(R), galileon, and five-dimensional Kaluza-Klein theories
with scalar fields [6-12]. The third way is the scalar perturba-
tion (SP) theory, which inputs perturbation scalars ¥ and @,
usually time-independent, into the FLRW metric rather than
into the action S¢ [13-15]. The S-T and SP theories may be
equivalent because both attempt to modify the curvature of
spacetime. The cosmological constant A can also be added to
S for a less curvature of spactime or to the action of matter
Sy for an extra energy component. The fourth possible way

is according the black hole universe (BHU) model, recently
developed by the author [16-18], in which the expansion and
acceleration of the universe are driven by the external energy.

The procedures that the above four models commonly fol-
low in the explanation of the SNela measurements include the
following four steps: (1) Modifying the FE with an appropri-
ate input of A, scalar field, perturbation, or external energy;
(2) Determining the expansion rates (Hubble parameter) of
the universe according to their modified FEs; (3) Submitting
their expansion rates into the Dy, — Z relation; (4) Comparing
the obtained redshift dependence of their luminosity distances
with the SNela measurements. Fitting the models to the data
determines the amount of the input such as Q5 ~ 0.73 for
the ACDM model [1-2] and M(¢) ~ 10'7 kg/s* for the BHU
model [18].

In this paper, a new and most probable explanation for
the SNela measurements is developed without attempting to
modify the theory of gravitation or the model of cosmology
by inserting one or more fields or constants into GR or FE.
Instead, we will re-examine the Dy — Z relationship that con-
nects the cosmological model with the SNela data. We will
derive a new Dy — Z relation and further compare this new
relation with the SNela measurements to examine whether or
not our universe needs the dark energy or has recently accel-
erated.

2 Mystery of Dark Energy

The greatest unsolved problem in the modern cosmology is
the mystery of dark energy [19]. This currently most accepted
hypothesis for the standard cosmological model to quantita-
tively explain the measurements of distant type Ia supernovae
strongly relies on the Dy, —Z relation that is used to bridge the
measured SNela data and the theoretical model of cosmology.
However, the D — Z relation that was usually applied to
analyze the measurements of distant type-Ia supernovae,
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Fig. 1: Flow chat for five possible ways to explain the luminosity
distance and redshift measurements of type Ia supernovae. They
are: (1) GR with the cosmological constant A; (2) Gravitational the-
ory with a scalar field @; (3) FLRW metric with perturbations @ and
¥; (4) Black hole universe model with increasing input of external
energy M > 0; and (5) Luminosity distance-redshift relation with a
factor of V1 + Z. This Study focuses on the fifth possible explana-
tion.

‘o dt

Dy, = c(1 + Z)R(t, —_—, 2
L= )()LRU) @)
is an approximate expression that is only valid for nearby ob-
jects with Z < 1 in a flat universe [20]. Here ¢, is the time
when the light is emitted, 7, is the time when the light is
observed, R(?) is the scale factor, which is defined from the

FLRW metric [21-24],

dr?
)

ds® = =c*di* + R*(1) [1

+ 2 (d6? + sin’ 9d¢2)] . (3)

and governed by the Friedmann equation [25],

kc? A

R(1) _ 8nGpu(1) A
R2(t) 3’

R2(t) 3

H*(t) = 4)
according to the standard cosmological model, where py(f)
is the matter density, k is the curvature (k = O for a flat
universe), A is the cosmological constant (or a candidate of
dark energy), the coordinates {¢, r, 8, ¢} are co-moving coordi-
nates, and H(t) is the Hubble parameter, which, at the present
time, is called the Hubble constant and measured at Hy ~ 70
km/s/Mpc [3, 26-27].

In the FLRW universe due to the time dependent scalar
factor, light gets redshifted. According to the theory of GR,
light travels on null geodesics (i.e., ds> = 0). Then along a
radial light path, we have

cdt dr

—_— 5
R(@) V1 = k2 &)

It follows from Eq. (5) that

f’v cdt f’vﬂ”v cdt fo dr

t R@) t,+0t, R@) n V1= krz.
Subtracting the first integral from the second and assuming
8t,, 8t, << R(t)/R(1), we get

(6)

st,  ot,
R(t,) R(t,)

(7

Since 6t, = 1/v, = A,/c and 6t, = 1/v, = A,/c, the
cosmological redshift Z can be determined according to the
scale factor R(t) as

Lezate v e RO

v, 6t, R(@)

®)

Here A and v are the light wavelength and frequency, respec-
tively. Light from a source object is redshifted because the
time interval or scale factor is increased. The reason for an in-
dividual photon to be observed with smaller frequency (or en-
ergy) is due to that the time interval of observation is greater.

The scale factor is related to the energy and curvature via
Eq. (4) and to the redshift via Eq. (8). In terms of Egs. (4)
and (8), the luminosity distance-redshift relation Eq. (2) can

be reformed as
Z ’
c(1+2) f dz
o H()

z
d "’

- (1+2) f - ,

Ho 0 VOu(1+27)3 +Qy

with 1 = Qy + Q. For an arbitrary k, Eq. (9) is generally

represented as

Dy

1

®)

C
DL ~ ——(1+2)S (\/|Qk| x
Ho V<] (10)
yA er ]
0 oA +2P + (1 +2)2+Q4)
where
sin(x), ifk<0
Sx)=4 x, ifk=0 (11
sinh(x), ifk>0

and 1 ZQM+Q/\ +Qk.

Comparing the luminosity distance and redshift measure-
ments of distant SNela with the luminosity distance-redshift
relation determined in terms of Egs. (2), (4), and (8) or Eq.
(9) or Eq. (10) with k = 0, two supernova research groups
[1-2], respectively, claimed that the universe has recently ac-
celerated, so that the universe is dominated (25 ~ 0.73) by
the dark energy.

However, re-examining the derivation of the luminosity
distance-redshift relation, Eq. (2) so that Egs. (9) and (10),
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Fig. 2: Quantities used in the calculation of parallaxes and apparent
luminosities [20]. The angles and the curvature of the light ray are
greatly exaggerated.

we find that this relation is just an approximate relation only
valid for nearby objects with Z < 1. Certainly, we cannot
use it to correctly figure out the measurements of distant type
Ia supernovae with Z > 1. In the following, we will derive a
new, more accurate and applicable also to distant objects, lu-
minosity distance-redshift relation, which is perfectly consis-
tent with all the measurements of type la supernovae without
the input dark energy.

3 New Dy — Z Relation

Now, the luminosity distance-redshift relation is derived by
following the standard method as shown by [20] that calcu-
lates the parallaxes and apparent luminosities according to
the path of light rays that leave from a source at ¢ = 7, and
r =r, = R(t,)r; and pass to the observer at ¢ = ¢, near r = 0
(see Figure 2). At the observation time ¢ = ¢,, the light source
locates at r = r, = R(t,)r;. Here, r; is the commoving dis-

tance defined by
r=c f "
e R0y

from the FLRW metric.
In the coordinate system x”* in which the light source is
at the origin, the ray path is given by a position vector

(12)

X = ip, (13)

where 7 is a fixed unit vector and p is a variable positive pa-
rameter describing positions along the path. The coordinate

system x"* can be transformed to another coordinate system
x* in which the observer is at the origin (e.g., the center of the
telescope) and the light source is at ¥;. In the observer coor-
dinate system, the ray path can be represented by (Eq. 14.4.2
of [20])

i

f=?+aﬁbmﬁm—@—@%ﬁW?@;“}(M)

2
1

For a flat universe (k = 0), the ray path in the coordinate
system (Eq. 14) can be simplified as

5)

=

X= + Xi.

The parametric equation of the ray path, given by substituting
Eq. (13) in Eq. (15), is then
Xp) = 7ip + X. (16)

The distance of light ray to the origin in the observer co-
ordinate system will be

fl o= @+ 2)- (7 +0)
\/x% +p2 = 2x1pc08

V(x1 = p)? + x1pd?,

where we have considered the angle ¢ between 7 and —X] is
small and thus cos ¢ ~ 1 — ¢?/2.
At the emission time #,, we have

a7

14

Pli=, =0, (18)
[Xli=s, = X1li=, = re = 1R(2e), (19)
Pli=s, = |€], (20)
while at the observation time ¢,, we have
Pli=ty = 1o = 11R(1,), 2D
|f|t=t0 =D, (22)
[Xili=i, = 10 = 1R(,), (23)
Pli=i, = 0 = |€|R(1,)/R(2,). (24)

Substituting the quantity properties Eqs. (21)-(24) at t = ¢,
into Eq. (17), we obtain the impact parameter as

R
b = R(t,)r0 =

(25)

To calculate apparent luminosities, we consider a circular
telescope mirror of radius b, placed with its center at the ori-
gin and its normal along the line of sight to the light source.
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The fraction of all emitted photons that reach the mirror is the
ratio of the solid angle to 4,
nb* R%(t,)

nle®
= . 26
4m 47”’% R4(t0) ( )

Since light is red-shifted, the energy or frequency of each
photon observed is reduced in comparison with the photon
emitted by a factor of R(¢.)/R(t,). This energy or frequency
reduction is equivalent to the increase of the time interval for
observation relative to that for emission. If the effect of the
redshift on the apparent luminosity is considered, then we
should not consider the effect of the time interval increase
on the apparent luminosity. This is also consistent with the
electromagnetic wave theory of light, from which the energy
emitted per unit time of emission is only one redshift factor
greater than the energy observed per unit time of observation.
Therefore, the total power P received by the mirror is the total
power emitted by the source, its absolute luminosity L, times
a factor R(z,)/R(t,), and times the fraction (Eq. 26):

_ b R
- 47”’% RS([,,).

27

The apparent luminosity / is the power per unit mirror area

P L R(t,)
l = — = . 28
mb*  Anrl R3(1,) (28)
Then the luminosity distance can be obtained
L\" R, "
DL =(—) =nRa,
L (4771) riR( )[R(te)}
‘o dt
= c(1 + 2)*R(1,) f —. (29)
. R@®

The Iuminosity distance Eq. (29) derived here is V1 +Z
times that we conventionally used, Eq. (2). This factor leads
to an explanation of type la supernova measurements without
dark energy. Using Eqs. (4) and (8) for a flat universe (k = 0)
without dark energy (A = 0), we can integrate Eq. (29) and
obtain the luminosity distance-redshift relation as

DL=£(1+Z)<\/1+Z—1). (30)
Hy
Eq. (30) dees not include any free parameter and reduces to
the Hubble law at Z < 1.

The two significant corrections, which have been made
in the above derivation of the luminosity distance in compar-
ison with the derivation done in [20] are: 1) € is not about
equal to |€] for a distant light source but increased by a fac-
tor R(t,)/R(t,), and 2) the light is red-shifted and the time
interval increases are equivalent in physics v, /v, = 6t./t, =
R(t,)/R(t,) and thus they reduce the apparent luminosity only

by R(t,)/R(t,) rather than its square. This is also supported
by the electromagnetic wave theory of light.

The early derivation, including the simplified version as
given in [28] and other cosmological books, the fraction of
the light received in a telescope of aperture 76> on earth is
nb? /[4nr? R (1,)] and so the factor 1/d? in the formula for the
apparent luminosity / was replaced by 1/[r;R*(f,)]. This re-
placement or modification for the apparent luminosity / was
made according to the view of the emitter rather than from
the view of the observer. From the view of the emitter (or a
person standing on the source object), all light rays radially
diverge from the source object isotropically and in straight
lines. All the photons emitted at #, reach the surface of the
sphere drawn around the source object by radius r;R(z,). The
angle of emission of a photon from the source object is equal
to the angle of incidence of the photon to the mirror of tele-
scope.

From the view of the observer, however, the source ob-
ject is moving away in an increasing speed. The light rays
travel in curved lines and anisotropically as shown in Figure
2. The angle of emission of a photon from the source object
|€] is smaller than the angle of incidence of the photon to the
mirror of telescope 6 by a factor of R(¢,)/R(¢,). That is, from
the view of the observer, the factor 1/d? in the formula for
! must be replaced with 1/[r%R4(t,,) /R%(t,)] as shown in Eq.
(26). On the other hand, according the electromagnetic wave
theory, the energy of radiation does not depend on the fre-
quency. Only the increase of time interval would reduce the
apparent luminosity. This may be examinable in experiments
using a sound wave.

Figure 3 plots the luminosity distance-redshift relation
(red line) along with the type la supernova measurements
(blue dots. Credit: Union 2.1 compilation of 580 SNIA data
from Supernova Cosmology Project). In this plot the Hubble
constant is chosen to be Hy ~ 70 km/s/Mpc. In the upper
panel of Figure 3, the distance modulus, which is defined by
u1 = 5log,, D1 — 5 with Dy, in parsecs, is plotted as a function
of redshift; while in the lower panel of Figure 3, the distance
modulus difference between the measured SNela data and an-
alytical results derived from Eq. (30). The chi-square statistic
is obtained as

2
580 ( obs _ lhe)
M M
2

~ 589. 31

Then the reduced chi-square is given by sze 4 = 389/580 ~
1.015. It is seen that the derived luminosity distance-redshift
relation is perfectly consistent with the measurements of type
Ia supernovae. Therefore, with the new luminosity distance-
redshift relation, the SNela measurements do not show the
existence of dark energy.

The analysis and measurements for the structure and weak
lensing of the CMB might not be accurate enough as were
thought to provide an independent check or evidence on the
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Fig. 3: Luminosity distance-redshift relation of type la supernovae.
Blue dots are measurements credited by the Union2 compilation of
580 SNela data from Supernova Cosmology Project. Red lines are
analytical results from this study. The upper panel plots the distance
modulus as a function of redshift, while the lower panel plots the
distance modulus difference between the measurement data and the-
oretical results.

existence of dark energy [29-30]. Recently, Sawangwit and
Shank [31-32] looked at the CMB observations and find the
errors in the data to be much larger than previously thought.
The CMB power spectrum is very sensitive to the beam pro-
files. If their results are further confirmed to be correct, then
it will also become less likely that dark energy dominates the
universe.

4 Summary

The luminosity distance-redshift relation that we previously
applied to connect the models with the SNela measurements
is an approximate expression only valid for nearby objects.
This is because that the traditional derivation of the D; —Z re-
lation has the following two defects: (1) the light emitting an-
gle is about equal to the light incident angle, which is not true
for light from a distant source object according to the view

of the observer on the earth, and (2) the redshift of light and
the increase of time interval doubly reduce the energy flux
of the received light, which is physically incorrect because
the redshift of light is caused by the increase of time inter-
val. The electromagnetic wave theory of light also supports
that the apparent luminosity is reduced only by one redshift
factor due to the time interval increase. We have corrected
these defects and derived a new relationship between lumi-
nosity distance and redshift with a factor of V1 +Z. With
this new Dy — Z relation, we have perfectly explained the
SNela measurements according to the standard cosmological
model without dark energy (A = 0). Therefore, we can con-
clude that the universe has not accelerated and does not need
the dark energy at all. The luminosity distance-redshift rela-
tion often used previously is only valid for nearby objects and
thus the luminosity distances of all distant type Ia supernovae
had been underestimated. This study provides us a possible
solution to the mystery of dark energy.
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The spins, transition energies, rotational frequencies, kinematic and dynamic moment
of inertia of rotational bands of signature partners pairs of odd—A superdeformed bands
in A~190 region were calculated by proposing a simple model based on collective rota-
tional model. Simulated search program was written to determine the model parameters.
The calculated results agree with experimental data for fourteen signature partner pairs
in Hg/T1/Pb/Bi/nuclei. We investigated the Al=1 signature splitting by extracted the
difference between the average transitions [+2 — I and I — I-2 energies in one band
and the transition I+1 — I-1 energies in its signature partner. Most of the signature
partners in this region show large amplitude staggering. The signature splitting has the
effect of increasing dynamical moment of inertia J? for favored band and decreasing J>

for the unfavored band.

1 Introduction

Since the first observation of superdeformation in 32Dy [1]
and in 191Hg [2] more than 350 settled SD bands in more
than 100 nuclei have been will established in several mass re-
gions of nuclear chart A~190, 150, 130 [3-6]. With the aid
of large y-ray detectors arrays, new regions of SD nuclei have
been discovered encircle mass A~80, 60, 70, 90 regions. The
A~190 mass region is of special interest, more than 85 SD
bands have now been observed in this mass region alone in
Au, Hg, TIl, Pb, Bi and Po nuclei. The SD states in A~190
mass region have been observed down to quite low spin also
many SD bands in the A~190 show the same smooth rise in
the dynamical moment of inertia as rotational frequency in-
crease, which is associated [7-9] with the successive gradual
alignments of a pair of nucleons occupying specific high-N
intruder orbitals in the presence of pairing correlations.

Spin assignment is one of the most difficult and still un-
solved problems in the study of nuclear superdeformation, be-
cause spins have not been determined experimentally in SD
nuclei. This is due to the difficulty of establishing the exci-
tation of a SD band into known yrast states. Several related
approaches to assign the spins of SD bands in terms of there
observed y-ray energies were proposed [10-28]. For all ap-
proaches an extrapolation fitting procedure was used.

The development of large y-ray arrays has allowed exper-
imentalists to find new phenomena at high angular momenta.
For example some SD nuclear bands in mass regions A~150
and A~190 show an unexpected regular staggering effects in
the transition energies E, (a zigzag behavior as a function of
rotational frequency or spin). At high rotational frequencies a
AI=2 staggering was observed [29-39]. It has attracted much
attention and interest, and has thus become one of the most
frequently debated subjects.

The AI=2 rotational bands are perturbed and two Al=4
rotational sequences emerge with an energy splitting of about

some hundred eV. This is commonly called Al=4 bifurcation
or as C4 oscillation, because the SD-energy levels are conse-
quently separated into two spin sequences with spin values I,
Io+4, [p+8,... and Ip+2, Ip+6, Ip+10,.. . respectively.

Many Al=1 signature splitting have been observed in ND
nuclei for different bands, like odd-even staggering (OES) in
the gamma vibrational band at low spin [40], the beat odd-
even Al=1 staggering patterns observed in the octuple bands
[41] and the Al=1 odd-even staggering structure of alternat-
ing parity bands in even-even nuclei [42,43].

There is another kind of staggering happens in SD odd-A
nuclei, the AI=1 signature splitting in signature partner pairs.
It was seen that most of SD rotational bands in odd-A nuclei
in the A~190 region are signature partners [44-53]. Most of
these signature partners show large amplitude signature split-
ting and the bandhead moments of inertia of each pair are
almost identical.

2 Sketch of the Model

In the model used, the excitation energy of a SD State E(I)
and spin I is expressed as:

1”2=1(1+1)=an E™I). (1)

With 7 [1 (I + 1)]"2. If we restrict to three terms only, then
I(I+ 1) = by + biE(I) + byEX(I). )

Solving for E(I) we get the two-parameters formula for E(I)

E(I) = Eg +a([1 +bI(I + 1)]'?) 3)
with a,b and Eg simply expressed by by, b; and b,
1
a= Z—bz[bf — 4byb,]'? )
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4b
b= 2—2 )
b2 — dbyb,
by
Eg=a- 2L
0=a= 5 (0)

where b characterizes the nuclear softness.

The rigid rotor limit corresponds to b—0 and a, E keep-
ing finite. The value of the parameter a increases slowly with
I. Tt is expected that a better expression may be obtained if a
weak I dependence of the parameter a is taken into account.
So equation (3) is tentatively modified as follows:

Edy=a([1+b(DI+ D" =1)+cld+1) (]
with an additional parameter c. Leading to a form for the
gamma transition energies

E() = a([1+bI(I+D)]'? = [1+b(I-2)(I-1)]'7?)

+2c(21+1). ®)

The kinematic J' and dynamic J> moment of inertia as-
sociated with the a, b, ¢, formula are:

J' = ab[l + bI(I + 1)]‘/2+2i )
C

1
J? =ab[l +bII + DPP* + o (10)
C

The bandhead moment of inertia is

hz

Jo= ab +2¢’
Each SD nucleus is described by three adjustable parameters
a, b and ¢ which are determined by fitting procedure of all
known levels.

For the SD bands, one can extract the rotational frequen-
cy, dynamic and kinematic moment of inertia by using the
experimental intra band E, transition energies as follows:

fiw = %[Ey(l +2) + Ey(D)] (11)
> o AR
S = AE, 12)
R2Q2I1-1)
1 _
J-1=——— (13)

Y

where
E,=E()-E(I-2),

AE, = E,(I +2) — E,(I).

It is seen that whereas the extracted J' depends on I pro-
position, J? does not.

3 Analysis of AI=1 signature splitting in SD signature
partner

To investigate the AI=1 staggering in signature partner pairs
of odd SD band, one must extract the differences between the
average transition I+2—1I and [—1I-2 energies in one band
the transition I+1—1 and [-—I-1 energies in the signature
partner

NE() = 3E,U+2— D+ E( — 1-2)

—2E,(I+1 — I-1)|
where E, (I) is proposed in equation (8).

4 Numerical Calculation and Discussions

Our selected data set includes fourteen signature partner pairs
in ten odd SD nuclei in the A~ 190 mass region, namely:

191Hg (SD2, SD3)
193Hg (SD3, SD4)
193T] (SD1, SD2)
193pp (SD5, SD6)
197p}, (SD1, SD2)

193Hg (SD1, SD2)
195Hg (SD3, SD4)
19571 (SD1, SD2)
195pp, (SD1, SD2)
197Bj (SD2, SD3)

193Hg(SD3, SD4)
19ITI(SD1, SD2)
193ph(SD3, SD4)
195ph(SD3, SD4)

The experimental transition energies are taken from ref-
erence [3]. To parameterize the spins of the SD bands, we
assumed various values for the bandhead spin I for each SD
band and the model parameters a, b and ¢ are adjusted by us-
ing a computer simulated search program in order to obtain a
minimum root mean square deviation

N exp T heor 1/2
1y ES(I) - EThor(D)
N AES(I)

i=1

X:

Of the calculated energies E;”l from the observed ener-
gies E,"”, where N is the number of data points considered
and AE," is the uncertainty of the y-transition energies. The
fitting procedure was repeated with spin /j fixed at the nearest
half integer.

Table (1) gives the optimized model parameters a, b, c,
the bandhead spin proposition I and the lowest transition en-
ergies E,, (Ip+2 — Iy) for each SD band.

The systematic behavior of kinematic J' and dynamic J>
moments of inertia are guideline for the spin prediction and
to understand the properties of the SD bands. We studied the
variation of J'and J?as a function of rotational frequency Aw.
The value of J'and J? approaches each other at the bandhead
spin Iy . The J' moment of inertia is found to be smaller
than that of J? for all values of 7iw. Both J'and J? plots
are concave upwards. In general the bandhead moments of
inertia in our selected signature partners odd-A SD nuclei
Jo = (94 + Hh MeV~! are longer than that of the yrast SD
bands in neighboring even-even nuclei. The best fitted param-
eters were used to calculate the theoretical transition energies
extracted from our proposed model.
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Table 1: The calculated best model parameters a, b, ¢ and suggested bandhead spins I for our selected signature partners in the odd SD

nuclei in A =~ 190 region.

SD Bands a b c Iy E,
MeV 1074 MeV | MeV B keV
9THg(SD2) | 19074.6639 3.0809 2.3765 10.5 | 2524
9THg(SD3) | 15810.8517 3.6987 2.4037 115 | 272
193Hg(SD1) | 1569.7883 23.4445 3.7662 9.5 | 2332
19Hg(SD2) | 12654.6097 43858 2.6051 10.5 | 254
19Hg(SD3) | 12243.4329 4.4984 2.6289 9.5 | 2335
19Hg(SD4) | 12654.6098 43858 2.6051 10.5 | 254
19Hg(SD3) | 72779.9405 1.8708 -0.9723 10.5 | 284.5
19Hg(SD4) | 22034.6647 24110 2.4673 15.5 | 3419
9ITISD1) | 307519.2819 | 0.7272 -5.7903 11.5 | 276.77
9ITI(SD2) | 249002.6385 | 0.8532 -5.2350 12.5 | 296.75
193T1(SD1) | 13573.6592 3.7666 2.6759 9.5 | 2273
193T1(SD2) | 6380.8736 5.3776 3.5196 8.5 | 206.6
195TI(SD1) | 6380.8738 5.3776 3.5196 55 | 146.2
195TI(SD2) | 33124.3911 2.4266 1.2551 6.5 | 1675
193pp(SD3) | 4702.3802 6.2778 3.8243 10.5 | 251.5
193pp(SD4) | 16892.1756 3.5957 2.2986 11.5 | 273
193pp(SD3) | 4337.5276 8.2523 3.6196 8.5 | 2132
193ph(SD6) | 3574.7877 94219 3.7378 9.5 | 2346
195pp(SD1) | 600.9413 13.4593 4.6737 7.5 | 162.58
195pp(SD2) | 15864555.765 | 0.0139 -5.9659 6.5 | 182.13
195pp(SD3) | 2362.3559 13.4225 3.9167 7.5 | 1982
195pp(SD4) | 18884.3711 3.5500 2.0732 8.5 | 213.6
97pp(SD1) | 9713.0371 2.5870 3.8497 7.5 | 183.7
197pp(SD2) | 724986.6813 | 0.1798 -1.3692 6.5 | 204.6
197Bi (SD2) | 6.09E+08 8.24E-07 | -245.7806 | 8.5 | 166.2
197Bi (SD3) | 6.09E+08 8.24E-07 | -245.7806 | 9.5 | 186.7

To investigate the Al=1 signature splitting, the difference
between the averaged transitions [+2—I and I-—I-2 ener-
gies in one band and the transition I+1—1I-1 energies in its
signature partner A%E,(I) are determined and its value as a
function of spin I for each signature partner pairs are plotted
in figure (1). Most of there signature partners show large am-
plitude staggering with the exception of '**Hg (SD1, SD2),
193pb (SD5, SD6) and !*°Pb (SD3, SD4).

A clear out amplification of A?E(I) is seen in '*3Pb (SD3,
SD4). For most cases one finds that AZE(I) is very small at
lower spins, increasing faster and faster as the spin I increase.
The of A’E(I) in '3T1 (SD1, SD2) and '*T1 (SD1, SD2) are
remarkable similar.

5 Conclusion

The nuclear superdeformed rotational bands of signature part-
ners of odd-mass number in the A~190 region have been
studied in the framework of a simple formula based on col-
lective rotational model containing three parameters. The for-
mula connected directly the unknown spin and the energy of

the level the spins of the observed levels were extracted by
assuming various values to the lowest spin of the bandhead at
the nearest half integer. The optimized three parameters have
been deduced by using a computer simulated search program
in order to obtain a minimum root mean square deviation of
the calculated transition energies from the measured energies.

The calculated transition energies, level, spins, rotational
frequencies, kinematic and dynamic moments of inertia are
examined for fourteen signature partner pairs. To investigate
the Al=1 signature splitting for each signature partner pair,
we calculated the difference between the average transitions
[+2 —I and I-—I-2 energies in one band and the transition
I+1—I-1 energies in its signature partner. Most of the signa-
ture partners in this region show large amplitude Al=1 stag-
gering.
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The values of the potential energy surface (PES) for the even-even isotopic chains of
Nd/Sm/Gd/Dy are studied systematically using the simplified form of interacting boson
model (IBM) with intrinsic coherent state. The critical points have been determined
for each isotope chain. The phase diagrams exhibits first-order shape phase transition
from spherical U(5) to deformed axial symmetric prolate SU(3) when moving from

light isotopes to heavy ones.

1 Introduction

We note that in the interacting boson model-1 (IBM-1) [1,2]
one describes an even-even nucleus as a system of N bosons
able to occupy two levels, one with angular momentum re-
stricted to zero (s boson) and one with angular momentum 2
(d boson).

The bosons are assumed to interact via a two-body resid-
ual interaction. Denoting by b; (i=1,...,6) the creation (anni-
hilation) operators for bosons (b; = s,by ¢ = d) it is easy
to see that the 36 operators G;;- = bj'bif close under the Lie
algebra of U(6). This simple model allows the utilization of
algebraic symmetric for approaching different type of nuclear
spectra, known as dynamical symmetries and corresponding
to un-harmonic vibrator (U(5) Symmetry) [3], rigid deforma-
tions (SU(3) Symmetry) [4] and y-instability (O(6) Symme-
try) [5]. In these special cases it is possible to find analytical
solutions of the boson Hamiltonian and deal with small de-
viations from these symmetries using different perturbation
methods.

However, real nuclei may deviate considerably from the
simple dynamical limits. This is represented in the Casten
triangle [1-6] with vertices corresponding to the standard dy-
namical symmetries and the sides of the triangle represent
direct transition between the limiting cases, whereas all com-
plex transition regions are contained in the area. Phase tran-
sitions between these shapes were studied, and it is known
that the phase transition from U(5) to O(6) is second order,
while any other transitions within the Casten triangle from a
spherical to deformed shape is first order [7-23].

Now, there is a class of symmetries that are formulated
in terms of the Bohr Hamiltonian and that can be applied to
critical point situation [24-26]. In particular, at the critical
point from spherical to y-unstable shapes, called E(5) [24], at
the critical point from spherical to axially deformed shapes,
called X(5) [25] and the critical point from axially deformed
shapes to triaxial shapes, called Y(5) [26]. Since the intro-
duction of these limits many theoretical [27-32] and experi-
mental [33-39] studies have been presented in order to look

for nuclei that exhibit the properties of critically and to clas-
sify the corresponding phase transitions. Many studies have
extended these original models to more complex situations
[40-44].

The relation between the Bohr-Mottelson collective
model [45] and the IBM was established [46,47] on the ba-
sis of an intrinsic (or coherent) state for the IBM. Via this
coherent state formalism, a potential energy surface (PES)
E(B, y) in the quadruple deformation variables 8 and y can
be derived for any IBM Hamiltonian and the equilibrium de-
formation parameters 3y and g are then found by minimizing
E(B, y). The deformation parameter S measures the axial de-
viation from sphericity, while the angle variable y controls
the departure from axial symmetry.

In the present work, we investigate shape phase transition
within the IBM-1 using coherent state formalism for various
rare earth isotopic chains. The paper is organized as follows.
First the IBM and the symmetry triangle used in the present
work is briefly described in section 2. In this variation of the
IBM, the coherent state approach is treated to produce PES’s
in section 3. The location of the critical point in the shape
transition is identified in section 4. We review the concept of
dynamical symmetry in section 5. In section 6 a systematic
study of isotopic chains on Nd/Sm/Gd/Dy related to the U(5)-
SU(3) shape transition is given and main conclusions arising
from the present results are discussed.

2 The IBM-1 Hamiltonian and Coherent State

Denoting by C,[G] the n”-order Casmir operator of the Lie
group G, the general sd-IBM Hamiltonian with up to two-
body interactions can be written in the following form:

H

eCilUGS] + ki Co[US)]
kyCo[O(5)] + k3C2[O(3)]
kyCo[SUB)] + ks[O(6)]

ey

+ +

The Casmir operators are defined by the following equations

CilUB)] = hq 2
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G LUB)] = a(ig +4) 3)

| A
G[005)] =4 [E(L'L + T3.T3)] “4)

C2[0(3)] = 2(L.L) o)

2 AA 3 .
GISUG =3 [Z(QQ) + Z(L-L)} (6)

N

where 71y, P L, Q and T3 are the boson number, pairing, an-
gular momentum, quadruple and octuple operators defined as

C2[0(6)] = 2[N(N + 4) — 4(P.P)]

g = (d'd)® ®)

01 a1
P= E(dd) - z(ss) O]
Olxl = [d'5 + s'd)? + x[d' xd]® (10)
I = V10[d" xd]?V (11)
T5 = [d"xd]® (12)

where s7(s) and d'(d) are monopole and quadruple boson
creation (annihilation) operators respectively. The study of
shape phase transition in even-even nuclei can be well done
from the simple two parameter IBM Hamiltonian, the well
known consistent-Q Hamiltonian

H = iy = kQ() - O(x). (13)
The symbol (-) represents the scalar product and the scaler
product of two operators with angular momentum L is defined
as T,.T, = EM(—I)MTLMTL_M where T corresponds to the
M component of the operator 7.

The Hamiltonian of equation (13) describes the main fea-
tures of collective nuclei, it contains the dynamical symme-
tries of the IBM for spherical choices of the coefficients &, k
and y, and allows to describe the transitional regions between
any of symmetry limits as well. In discussing phase transi-
tions, it is convenient to introduce the control parameter 7,

such as:
n le

-5 Nk
where N is the total number of boson. Hamiltonian(1) can be
written in the second form

(14)

-1 4 A
H = C iy = —000-000)|. (1)

With
clk

T= Nk

The second form equation (15) avoids the infinities inher-
ent in the use of the ratio of £/k as n varies from 0 to 1. The
factor C in equation (15) is only a scale factor and 7 and y
are therefore the two parameters that determine the structure.
The values of the control parameter 1 ranges from 0 to 1 and
y is located in the interval of — V7/2 (-1.32) to V7/2 (+1.32).

Let us consider the Hamiltonian of equation (5) and the
effects of its two parameters 77 and y. Clearly, one of the most
important features of the IBM is the existence of three dis-
tinct dynamical symmetries (DS), each representing a well
defined phase of nuclear collective motion. The three DS
are: the U(5) symmetry for spherical vibrational nuclei (7=1),
the SU(3) symmetry for prolate deformed nuclei (=0, y=
- \/7/2) and the O(6) symmetry for y-unstable deformed nu-
clei (=0, y=0), the SU(3) symmetry for oblate deformed nu-
clei corresponding to (n=0, y=+ V7/2). For intermediate val-
ues of the control parameters 7 and y, the potential energy
surface (PES) function will describe a certain point on the
IBM symmetry triangle located between the three limits.

Comparing the simplified Hamiltonian equation (15) with
equation (1) we see that only two terms of the general form
are considered. Rewriting equation (15) in the form of equa-
tion (1), we get:

C =&+ Nk,

(16)

H =

2 V71
n+ ﬁ(l —n)x[x+ 7]] CiU(5)]
2 V7
+ﬁ(1 - TI)X(X + T]CZ[U(S)]

1 3 2,
+N(77— 1)(1 + ﬁ/\“r 7X )C2[0(5)]

1
+on = (r+2V7) GG

1
——m—-1yC[SUQB
+\/7N(77 WCISUE)]

1 2
—(1=n|1+—|C[O06)].
3¢ n)( + \/7)5] 2[0(6)]

a7)

In IBM-1, the intrinsic coherent normalized state of a nu-
cleus with N valence bosons outside the doubly-closed shell
state is given by:

1 N
INBy) = ——=(T£)"|0) (18)
VN €
where |0) denotes the boson vacuum, and
rf- 1 s+ Bcosyd + Lﬁsiny(d* +d' )|, (19
C \/Tﬁz 0 \/E 2 -2

Here 8 > 0 and 0 < y < x/3 are intrinsic shape parame-
ters. We get the PES by calculating the expectation value of
Hamiltonian (17) on the boson condensate equation (18). The
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corresponding PES as a function of the deformations 8 and y 7 = 0.900 n = 0.820
is given by: c.o4 0.04
0.03 0.03
n
EN Boy) = w 0.02 - & 002
STLXLPY) = 1 0.01 - ﬂ 0.01 p
= S50-n+—-=
e (1+ 522 ° Ous 04 14
{[NT]—(I —77)(4N+)(2—8)],82 (20) 06 04 1.4
(2N +5)
+[Np—-(1 —n)(TX2—4 B
~ 7 3 7 =10.818 - 17=0.80
HAN(L =) \2B? cos 37} oo 041
3 Location of the Critical Symmetries “ 003 @ 02
i a
Minimization of the PES equation (20) with respect to S8 for a 002 B
given values of the control parameters r and y, gives the equi- 0.01 B J 1
librium value 8,. The phase transition is signaled by the con- 0 -6 i 1t
ditionat 8 =0 08 0.4 1.4 02
d’E
— =0, 21
7 @1
which fixes the critical value of the control parameter 1. The
critical point in the above equation (20) is given by the value
of 7 where the coefficient at 8> vanishes, i.e.
AN +x* -8
critical = Tx7 .5 o 22
Neritical SN+,2-8 (22)
At this value, the second S derivative for 8 = 0 changes
its sign, which means that 8 = 0 maximum becomes a local

minimum. Note that the critical point (22) depends on y;, it
changes between: n(— \/7/2) = (16N — 25)/(20N — 25) at
U(S)-SU(3) side if the symmetry triangle, and n(0) = (16N —
32)/(20N — 32) at the U(5)-O(6) side, condition (12) gives in
the case of large-N limit the value 4/5.

If we ignore the contribution of one-body term of the
quadruple-quadruple interaction and in large N limit (N-1=N)
and y = 0, equation (20) takes the form

E(N,n.x.B) = 157 [5'7 4444/ 78x(1-n) o

2
+p (n - 7)(2(1—77))} :

The deformation parameter 8 = 0 is always a stationary
point. For < 4/5, 8 = 0 is a maximum, while for n > 4/5,
it becomes a minimum. In the case of n = 4/5, 8 = 0 is an
inflection point. The n = 4/5 is the point at which a mini-
mum at 8 = 0 starts to develop and defines the antispinodal
line. For y # 0, there exists a region, where two minima, one
spherical and one deformed, coexist. This region is defined by
the point at which the § = 0 minimum appears (antispinodal
point) and the point at which the 8 # 0 minimum appears
(spinodal point). For n = 1, the system is in the symmetry

46

Fig. 1: Potential energy surface (PES) equation (3) for N=10 cal-
culated with IBM without normalization along the axial trajectory
v = 0°,60° as a function of the shape parameter 5. The curves
describe the first order shape phase transition between spherical to
prolate deformed U(5)-SU(3) for control parameter 1: = 0.900,
n = 0.820 (spinodal), n = 0.818 (critical point), n = 0.800 (antispin-
odal) and 7 = 0.750.

7 =0.817 n=02819
0.04 0.04
0.03 0.03
i i
a 0.02 p 0.02 -
0.01 0.01
0 F 0 ]
-0.6 0.4 1.4 0.6 0.4 14

Fig. 2: For two cases in the coexistence region n = 0.817 and
n=0.819.

phase since the PES has a unique minimum at 8 = 0. When
n decreases, one reaches the spinodal point = 0.820361 for
X =- V7/2 as illustrated in Fig. (1) for boson number N=10.
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1 =0.900 n = 0.820
0.04 0.04
0.03 0.03
[
W 0.02 &8 oo
o. o
0.01 0.01
B B
0 0
05 01 03 -0.5 01 03
n =0.818 1 =10.80
0.04 0.04
0.03
0.03
0 0 002
W g.02 w
. Q oo
0.01 ; .
0 20105 01 0z B
05 01 03
BETA -0.02
s 1 0z B
w004
0.08
0.2
0.16

Fig. 3: For y = 0.

In the coexistence region, the critical point is at the situa-
tion in which both minima of spherical point is at the situation
in which both minima of spherical and deformed are degen-
erate. At the critical point, the two degenerated minima are
at By = 0 and By = — V7/4 and their energy is equal to zero.
The critical point line is at 7, = (4 + 2/7/\/2)/(5 + 2/7/\(2).

The y = —\/7/2 provides . = 9/11 (0.818181). Ac-
cording to the previous analysis, a first order phase transition
appears for n # 0, y # 0, while for y = 0 there is an iso-
lated point of second order phase transition as a function of
n. Spinodal, antispinodal and critical point coincide at the
critical value n = 4/5.

We show in Figures (1,2,3) a sketch at this evolution for
the special case y = — V7 /2, the two cases in the coexistence
region and for y = 0. From Figure (3), we observe the evo-
lution from the spherical potential = 0.9, whose minima
is found at 8 = 0 to potentials with well-deformed minima
n = 0.75. For intermediate 1 values one finds a set of po-
tential energy curves which are practically degenerated along
the prolate axis in the interval [0, 0.4]. These curves show two
minima, on spherical and a prolate deformed one. In partic-
ular, for = 0.81818, the spherical and the prolate deformed
minima are degenerate and this condition defines precisely
the critical point of the first order phase transition where the

order parameter is the deformation g.

For n = 1,the Hamiltonian H of equation (15) reduces to
the U(5) limit of the IBM corresponds to a spherical shape
with vibration

HU(S)) = ay. 24)
The PES of H is given by:
N, 2
EU®)) = I +ﬁﬁ2- (25)

The equilibrium value of the deformation parameter 3 is eas-
ily obtained by solving 0E/dB = 0 to give S, = 0 which
corresponds to a spherical shape.

Forn = 0 and y = ¥ V7/2, the schematic Hamiltonian
of equation (15) reproduces the SU(3) Limit corresponds to a
shape of ellipsoid with rotation (or axial rotation)

1 4 A
H(SUQ)) = N 0. Q0. (26)
If we eliminate the contributions of the one-body terms of
quadruple-quadruple interaction, for this case the PES of H is
given by:

WN-1) , 1 3
E ) =—-54 =B +£2V2Bcos3y). (27
(SU3)) a+ﬁy(ﬁ+2ﬁ V2 cos3y). (27)
The equilibrium values are given by solving % = g—g =0

to give B, = V2 andy, = 0 for y = —\/7/2andby,8€ =2
and y, = /3 for y = V7/2 corresponding to prolate and
oblate deformed shape respectively.

For n = 0 and y = 0, one recovers the O(6) limit corre-
sponds to y-unstable

1 4 A
H(0(6)) = -5 Q0 = 0).Q( = 0). (28)

Eliminating the one-body terms, the PES depends only on 8

W -1

E(0(6)) = ———>4p. 29
(OO =~ 58 (29)
The equilibrium value is given by 8. = 1, corresponding to
a y-unstable deformed shape. For intermediate values of the
control parameters 7 and y, the PES function will describe a
certain point on the IBM symmetry triangle, located between

the three limits.

4 First-Order U(5)-SU(3) Phase Transition in Nd/Sm/
Gd/Dy Rare Earth Nuclei

In a first order phase transition, the state of the rearrangement
happens, which means that there involves an irregularity at
the critical point.

The study is carried out considering specific isotopic
chains of even-even rare earth nuclei ¢oNd, ¢2Sm, ¢Gd and
66Dy displaying first order phase transition from sphericity to
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Fig. 4: PES for first order shape phase transition between spheri- 4- 4-
cal to prolate deformed U(5)-SU(3) for Neodymium isotope chain 8- 4. oo 2 4 & 4. 2- 2 4
144-13 Nd (with N, = 5 proton bosons and N, = 1 — 6 neutron E 'ER o 12-
bosons). 16- . 16-
20-
20- 54
29- 28
axial symmetric deformed U(S)-SU(3). That is for the nuclei 28- a2- 3
included in this study; all chains begin as vibrational with en- B s
ergy ratio Ry = E(4])/E(2]) near 2.0 and move towards
rotational R4/2) = 3.33 as neutron number' is increased. For Fig. 5: The same as Fig. (4) but for Samarium isotope chain
control parameter n = 1, we g.et t.he U(5).11m1t anq forn =0 146-160Sm (with N, = 6 proton bosons and N, = 1-8 neutron
and y = —V7/2 the SU(3) limit. For intermediate values bosons).

of the control parameters 7 and y, the PES function will de-
scribe a certain point on the IBM symmetry triangle, located
between the U(5) and SU(3) limits. To describe a phase tran-
sition, one has to establish the values of the control parameter
for each nucleus.

For our rare- earth nuclei, we keep y at the fixed value
x = —V7/2, because some Gd isotopes clearly exhibit the
character of the SU(3) dynamical symmetry. This assumption

is very successful in describing the Sm nuclei which form
neighboring nuclei.

The system passes from the U(5) to the SU(3) limit when
the number of bosons is increasing from N=6 towards N=17.
The values of the control parameter 7 is adjusted for each nu-
cleus by using a computer simulated search program in order
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20-
to describe the gradual change in the structure as boson num- gg—
ber is varied and to reproduce the properties of the selected 32
states of positive parity excitation (27,47, 67,8],07,27,47, 36- B
27,37 and 47) and the two neutron separation energies of all
isotopes in each isotopic chain. Typically, n decreasing from
1 to 0 as boson number increases and the nuclei evolve from Fig. 7: The same as Fig. (4) but for Dysprosium isotope chain
vibrational to rotational as expected. This trend is observed "*'¢Dy (with N, = 8 proton bosons and N, = 1-9 neutron
for the studied isotopic chains and illustrated in figures (4-7) bosons).

by plotting the PES from Hamiltonian (12) as a function of
quadruple deformation parameter § for different values of the
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Fig. 8: Position of the absolute minima £3,,;, versus the total number
of bosons N from N =6to N = 17.

Table 1: Neutron Number.

Nucleus 1/Neris
66Dy 0.08183 | 0.07339 | 0.04166 | 0.00993
64Gd 0.08183 | 0.07339 | 0.04166 | 0.00993
62Sm 0.0982 | 0.08807 0.5 0.01192
eoNd 0.10911 | 0.09786 | 0.55555 | 0.01324
N 84 86 88 90
Nucleus 1/Neris
66Dy 0.00149 | 0.0002 | 0.0000 | 0.0000
64Gd 0.00149 | 0.0002 | 0.0000 | 0.0000
62Sm 0.00179 | 0.00024 | 0.00003 | 0.0000
soNd 0.00199 | 0.00027
N 92 94 96 98

the control parameter 77 and varying boson number N.

Here, we observe that the transition from spherical to pro-
late deformed occurs between N=9 and N=12. In the
144-134Nd, the nuclei '46~15°Nd are transitional isotopes be-
tween the spherical nucleus '**Nd and the well prolate de-
formed nuclei '%2-1%*Nd. The '"°Gd nucleus still shows a vi-
brational structure while '%°-192Gd are considered as rather
good SU(3) example.

The '98-192Gd are corresponds to 7 = 0. One can observe
a sudden transition in the Gd isotopes from a vibrational re-
gion into the rotational SU(3) limit. The control parameter
n for each nucleus is shown in Table (1). The position of the
absolute minimum S,,,;,(N) of the different PES’s is illustrated
in Figure (8).

Table (1) lists values of the control parameter 77/N,,; for
each Nd/Sm/Gd/Dy isotopic chain as a function of the neu-
tron number.

50

5 Conclusion

In the present paper we have analyzed systematically the
PES’s for the even-even Nd/Sm/Gd/Dy isotopes using the
simplified form of IBM in its sd-boson interaction. We have
analyzed the critical points of the shape phase transitional re-
gion U(5)-SU(3) in the space of two control parameters 7 and
X-

In all isotopic chains one observes a change from spher-
ical U(5) shape to axially symmetric deformed shape SU(3)
when moving from the lighter to the heavier isotopes.
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According to recent work [13, 14], the Neptune Adams ring main arc Fraternité is re-
garded as captured by the corotation elliptic resonance (CER) potential of Galatea. The
minor arcs Egalité (2,1), Liberté, and Courage are located at positions where the time
averaged forces, due to the 42-43 corotation-Lindblad resonances under the central field
of Neptune, vanish. With adequately chosen Fraternité mass and Galatea eccentricity,
this model gives minor arc locations compatible to observed positions, and allows a
dynamic transport of materials among arcs. To complement this model, the effect of
self-gravity of Fraternité, with a distributed mass, is evaluated together with the CER
potential to account for its 10° longitudinal span. Although self-gravity is the collective
action of all the particles in the arc, each individual particle will see the self-potential
with a central maximum as an external potential generated by other particles.

1 Introduction

From the very first observations of the Neptune Adams ring
arcs [6, 12], plus the subsequent observations [2, 11], the A-
dams arcs seemed to change in arc locations and in bright-
ness. More recently, these dynamic natures of the arcs, Fra-
ternité, Egalité (2,1), Liberté, and Courage, have been con-
firmed beyond any doubt in another ground observation [1].
Measuring from the center of the main arc Fraternité, they
extend a total of about 40° ahead of Fraternité. Occasion-
ally, some arcs flare up and others fade away. Furthermore,
the arc configuration appears to be changing in time as well.
The leading arc Courage appears to have leaped over to an-
other CER site recently [1]. Although the twin arc Egalité
(2,1) is small, it is a very bright arc. According to de Pater et
al [1], its relative intensity to Fraternité varied from 17 per-
cent higher in 2002 to seven percent lower in 2003 totaling
a 24 percent relative change over a short period of time. The
angular span of the twin arc Egalité appeared to be 30 percent
larger in 2005 and 1999 publications than in 1989 Voyager 2
results. This widening of Egalité was accompanied by a cor-
responding narrowing of Fraternité, which indicated a likely
exchange of material between the two. As for Liberté, 1999
data showed it was about 3° ahead of its position in Voyager 2
pictures. For the 2005 results, the 2002 data appeared to show
Liberté as a twin arc separated by about 4.5° with the leading
twin at the original Voyager 1989 location, while in 2003 it
returned again as one single arc at the Voyager location. With
respect to the normally low intensity arc Courage, it flared in
intensity to become as bright as Liberté in 1998 indicating a
possible exchange of material between the two arcs. Most in-
terestingly, it was observed in the 2005 data that Courage has
moved 8° ahead from 31.2° to 39.7° [1].

According to the prevailing theories, based on the restrict-
ed three-body framework (Neptune-Galatea-arcs) with a con-
servative disturbing potential, these arcs are radially and lon-

gitudinally confined by the corotation resonance potential of
the inner moon Galatea. In order to account for these arcs, the
84/86 corotation resonance due to the inclination of Galatea
(CIR) had been invoked to give a potential site of 4.18° [4].
Later on, because of its eccentricity (CER), the 42/43 reso-
nance was considered giving a resonant site of 8.37° on the
Adams ring arcs [3,5, 10]. The arc particles librate about the
potential maximum imposed by the corotational resonance
satellite Galatea. Dissipated energy of the particle is replen-
ished by the Lindblad resonance. Nevertheless, well estab-
lished as it is, there are several difficulties. Firstly, with Fra-
ternité centered at the potential maximum spanning approxi-
mately 5° on each side, it crosses two unstable potential poi-
nts which ought to reduce the angular spread. Secondly, the
minor arcs leading ahead of Fraternité are mislocated with
the CIR or CER potential maxima. Furthermore, should the
arcs were confined by the corotation potential, there ought to
be arcs in other locations along the Adams ring distributed
randomly instead of clustered near Fraternité.

2 Time-dependent arcs

Recently, there is a model that considers Fraternité as being
captured by the CER potential of Galatea. With Fraternité
having a finite mass, the minor arcs are clustered at locations
along the Adams ring where the time averaged force vanishes
under the corotation-Lindblad resonances [13, 14]. The finite
mass of Fraternité has been suggested by Namouni [9] and
Porco [10] to pull on the pericenter precession of Galatea to
account for the mismatch between the CER pattern speed and
the mean motion of the arcs. The arc locations are determined
by the Lindblad resonance reaction of the arc itself. Because
the force vanishes only on a time averaged base, as compar-
ing to the stationary CER potential in the rotating frame, the
arc material could migrate on a long time scale from one site
to another leading to flaring of some arcs and fading of oth-
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ers. This could also generate twin arcs (Egalité, Liberté) and
displace Courage from 31.2° to 39.7° (resonant jump) [1], as
required by observations. Although there are only arcs in the
leading positions ahead, arcs in the trailing positions behind
could be allowed in this model. According to this Lindblad
reaction model, only Fraternité f is confined by the externally
imposed CER potential of Galatea x which reads

Gm, 1 a1 o
O, = o 5 (Zn + axa—ax) a—x b1/2(a’) e, cosry, (1)
where 7, = (ry,6,) and 7 = (r, 0) are the position vectors of

Galatea x and Fraternité mass distribution, a, and a are the
respective semi-major axes, ¢, and e, are the arguments of
perihelion and eccentricity of x, ¢, = (n6 — (n — 1)6; — ¢.)
is the corotation resonance variable, b(l';)z(a) is the Laplace
coefficient, @ = a,/a < 1, and n = 43. With a, = 61952.60
km, a = 62932.85 km, and @ = 0.98444 [2, 11], the CER

potential is

o, = Gm,

34 e,cosyy. 2)

Ay

To complement this model, we consider the self-gravity of
Fraternité, which has a distributed mass, on the CER potential
to account for its longitudinal 10° arc span. We first consider
a qualitative spherical self-gravity physical model to grasp the
10° arc span. We begin with the Gauss law of the gravitational
field

3)

“

Under a qualitative physical model of arc span, we take a
spherical uniform mass distribution of radius ry. Solving for
the potential ®(r,) inside the sphere with p(?) = py and out-
side the sphere with p(#) = 0 respectively, where r, is mea-
sured from the center of Fraternité, and matching the potential
and the gravitational field across the boundary, we get

V- g(¥) = —4nGp(7),
g = +Vo.

lG 3 *2 G ’
oy = LML) 3O g ch )
- 2 ry \ro 2 n

Gmf
(I)f:+ o rog < Iy < 00, (6)

This potential shows a normal 1/r, decaying form for ry < r.,
but a 72 form for r, < ro. Writing in terms of a, and m,, we
have for 0 < r, < rg, 00 < 86,

o, = _l Gmy ax (r_*)2 N E Gmy

2 a, ry \ry 2 n

@)

2
_ _LGmymy a, (_) o) + 2 G My ax
o 2 a, my ry
and for ry < r, < 00, 66y < 60,
Gmf Ay

(Df = + =
’ ay Ty

Gm,my 1
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Fig. 1: The CER sinusoidal potential of Galatea in thick line, the
self-potential of Fraternité with spherical model in thin line, and the
sum of the two in thick line are plotted in units of Gm,/a,.

where r, is now taken on the longitudinal direction along the
arc, so that we can write r, = ad6 and ry = ad6, with 60 as the
angular span in radian. Taking m,/m, = 1073, e, = 107, and
00y = 5° = 0.087rad, which are within the estimates of the
arc parameters [9], we have plotted in Fig. 1 the sinusoidal
CER potential in thick line with a minimum around 60 = 4°
and the self-potential in thin line in units of Gm,/a,. The su-
perposition of the two in thick line is also shown in the same
figure. The superimposed potential has a maximum at the
center and a minimum around 66 = 5°. Although self-gravity
is resulted from all the particles of the arc, each individual
particle will see the self-potential as an external potential.
The particles will girate in stable orbit about the central maxi-
mum of the superpositioned CER potential and self-potential.

3 Self-gravity

We now present an elongated ellipsoid model of self-gravity.
For an ellipsoidal mass distribution with uniform density pg

over a volume

L\ 2 2\2

CRCRE

ai a as
where a; > a, > a3, the potential in space for the gravita-
tional field §(7) have been addressed in honorable treatises
such as Kellogg [7] and Landau and Lifshitz [8]. Here, we
follow the celebrated original work of Kellogg [7] especially

in Section 6 of Chapter 7. The potential in space of this ho-
mogeneous ellipsoid is given by

®)

(I)f(X, y,2) = Gpomayaras x

foo da |:1 .X2 yz ZZ (10)
o TPV d+1 ad+a a+a|
where

o) = (at +A) (a3 + ) (a3 + 1), (11)
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and where A parameterizes a family of ellipsoids. Consider a
prolate ellipsoid with a; > a, = a3. This ellipsoid has a cir-
cular cross section on the y-z plane and an axis of symmetry
in x. The y-z plane of x = 0 is the equatorial plane. In this
prolate case, the self-potential inside and outside the ellipsoid
is given respectively by [7, Exercise 6, p.196]

O(n.r) = G Vi¥/g 1
X, r) = Po 3 ajazas f2 X
1 (2a; - F\'?
2 2 2 1
[(4)( - 2r —f ) ﬁ ]n(—zal +f) (12)
4a% (2x2 - r2) —2f2x2}
2a; (4a% —fz) '
4 1
DOr(x,r) = Gp()?alazcg ]sz
1 s—f 1/2
2 2 2
[(4x -2r —f)ﬁln(“_f) + (13)

§2 (2x2 - r2) - 2f2x2
s (s* = 1?) ]

where
2
Y oo o
5| = a-a
2=+

f is the distance between the two foci, r is the perpendicular
distance to the axis of symmetry, s is the sum of distances
from the two foci to the point of interest 7. The inside po-
tential can be obtained from the outside potential by using
s = 2a;. To evaluate the potential on the axis of symmetry,
we take r = 0. Denoting m; = po(4n/3)ajaas and consider-
ing a; > a,, we get

G 2 2
O = ~ 2 e g (290) | (290
a, 4a a 66y
(14)
Gmy a, 2a,
+ — In|—], 00 <606y,
a, 4a; a
G 1 2 :
Op(x) = — R ™ XHS2) (S8
: a, 4a; |2 x—f12]\66y
G (15)
66 mys oay 1 x+ f/2
=1+ =1 , 06y <00,
(590)] ay 4a 2 n(x—f/Z) 0

for the self-potential inside and outside the ellipsoid respec-
tively. Taking again ms/m, = 1073, with a, = 61952.60km
for Galatea, and semi-major axes a; = 5500km and a, =
55 km, the CER potenial, the self-potential, and the superpo-
sition of the two with a minimum around 66 = 5° are shown
in Fig. 2.
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© 1 1
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: * |
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Fig. 2: The CER sinusoidal potential of Galatea in thick line, the
self-potential of Fraternité with ellipsoidal model in thin line, and
the sum of the two in thick line are plotted in units of Gm,/a,.

With Fraternité 1 x 1073 of the mass of Galatea, the self-
potential actually exceeds the CER potential in magnitude, as
shown in Fig. 2. Each test mass would be librating around
the potential maximum, dominated by the self-gravity of the
collective mass distribution. Should Fraternité be elongated
further while maintaining the total mass, it would increase the
semi-major axis a; of the ellipsoid. This would reduce the
amplitude of the self-potential of (14) through the (a,/4a;)
factor in the constant term, and weaken the self-potential. The
elongation would feed the minor arcs. With this self-gravity
model, not just the minor arcs are dynamically changing [1],
the main arc Fraternité could be under a dynamical process as
well.

4 Conclusions

In order to explain the 10° arc span of Fraternité, we draw
attention to the fact that Fraternité, as an arc, has a significant
mass. This mass is a distributed mass, instead of a point-like
mass, such that its self-gravity should be taken into consid-
erations to account for its angular span. We have used two
models to evaluate the self-potential in the longitudinal direc-
tion. First is the tutorial spherical model, as a proof of prin-
ciple study, with a uniform mass distribution over a sphere
of radius ry. Second is the elongated ellipsoidal model for a
more realistic evaluation. Using the accepted range of Fra-
ternité parameters, the ellipsoid model shows that the self-
potential of the arc could be the cause of its angular span. For
a longer arc, the ellipsoid gets longer and the ratio a; /a, be-
comes larger. Eventually, for a complete ring, the ellipsoid
is infinitely long and the self-potential in the longitudinal di-
rection becomes constant. The effects of self-gravity are felt
only in the transverse direction for a planetary ring.
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An explanation is proposed that probabilistic factors cause the existence of the stable
planetary orbits and electronic ones. It is confirmed when constructing frequency dis-

tributions of relevant virials.

Why there are stable planetary orbits and electronic ones, and
how are they formed at all? This is all the more incomprehen-
sible because the centrifugal forces and gravitational forces
(or electrostatic ones for the atom) have a different depen-
dence on the distance that leads only to an unstable equi-
librium. Sure, there are some hidden factors, they may be
probabilistic ones.

Thus, K.I. Dombrowski has revealed a possible connec-
tion of the sizes of planetary orbits to density of rational num-
bers on the number axis [1]. On the other hand, S.E. Shnoll
has experimentally observed dependence of the fine structure
of the normal distributions of various physical processes upon
the algorithms that determine these processes [2]. It can be
assumed that discrete nature of the normal distributions (and,
apparently, any others) has a fundamental character.

An array of numbers that are the result of some compu-
tation algorithm can be analyzed by means of the frequency
distribution®. As an example, one considers the distribution
of orbits in the Bohr’s atom planetary model and in the solar
system.

It is known the orbital radii of the electron in the Bohr’s
atom to be proportional to the squares of integers. Though
the existence of the orbits, i.e. the certain electronic levels, is
due to quantum laws, however, this fact can also be explained
by probabilistic factors.

According to the Bohr’s model and proceeding from the
balance of the Coulomb’s and centrifugal forces, the orbital
radii of the electron are in the simplest case proportional to
expression (z/v)?, where z can be regarded as a geometric
mean value between the number of the elementary charges
of a nucleus and electrons interacting with each other, and v
is the orbital velocity of the electron in some dimensionless
units.

Let z and v take arbitrary values, for example, from 1 to
100. Then the frequency distribution of the array of values of
the function (z/v)? has the form shown in Fig. 1.

One can see that the peaks of the first order along the Y-
axis (i.e. the most probable value) have next in values of the

“Frequency distributions provide a possibility for bonding the probabil-
ity of the appearance of numerical values of a function in the area where it
exists. That is, the frequency distributions show the reproducibility of nu-
merical values of the function due to allowed varying its arguments. There
is a ready-to-use function “frequency” in Excel©); any other software can be
applied as well.
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Fig. 1: Frequency distribution obtained with number of the numeri-
cal values in the scale 9,800 (of those, nonzero intervals are 3,300).

function (z/v)2 along the X-axis: 1, 4, 9, 16, etc., that is,
orbital radii in the Bohr’s atom are proportional to the squares
of integers, i.e. to the squares of electronic orbit numbers.
Such distributions (or quadratic parts thereof) were also found
in other, more complicated cases.

Let one consider the distribution of the planetary orbits
in the solar system. Their stability can to some extent be
explained by the phenomenon of orbital resonance, but this
explanation is certainly not enough. As for the well-known
Titius-Bode formula, then it should not be found in any of the
known laws.

The equation relating the orbital radius of a planet Ry, its
orbital velocity vy and the mass M of a central body is:

_M
Sy
0

Ry ey

V,

where vy is the gravitational constant.

In this case it would seem the frequency distribution for
the orbit positions cannot be built because the function has
only one variable argument vy, while others are permanent.
However, one can assume that during formation of the solar
system the mass of the central body has not been equivalent
to a point with a mass equal to the mass of the Sun, and other
disturbing factors could have been.
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Fig. 2: Frequency distribution obtained with number of the numer-
ical values in the scale 110,000 (of those, nonzero intervals are
48,800), j=0.5...1.8,v=0.02...2.

Therefore one can introduce a varied factor j in the for-
mula and write (1) as follows:

R=-.

@

where R is the radius of the planetary orbit in astronomical
units (a.u.), v is the orbital velocity in the units of the orbital
velocity of the Earth.

Fig. 2 shows an example of the frequency distribution of
the array of values of the function (2) at j = 0.5...1.8 with
a step 0.025 and at v = 0.05...2 with a step 0.01. Although
the form of the distribution depends on the range of variation
Jj and v, the number of intervals they are divided, split range
mode (step-by-step or random), and the number of processed
values, but in all cases the amplitude peaks or the frequency
concentrations are revealed on graphs.

In Fig. 2 from left to right the peaks of the first order (the
highest) are located at the radii (in a.u.): 0.39, 0.50 (a possible
orbit), 0.70, 1.0, 1.55, 2.75, 6.2, 12.3, 18.7 (a second-order
peak), 25, 31 (a second-order peak), 50, and 74. Moreover,
most of the values are in good agreement with the actual or-
bital radii of the planets. In comparison, their actual values
are: 0.39, 0.72, 1, 1.52, 2.5-3.0, 5.2, 9.54, 19.2, 30.6, 30-50,
38-98, including the asteroids orbit (2.5-3.0) and the tenth
planet orbit (38-98).

Of course, such simple simulation can not give a com-
plete numerical coincidence. The more important thing is
a possibility for the frequency distributions to determine the
most probable values of the functions describing various pro-
cesses or objects; therefore, the most stable (preferred) states
of these processes or objects can also be determined [3, 4].
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Double Surface and Atom Or bit

JaneZApringer
Cankarjeva cesta 2, 9250 Gornja Radgona, Slovenia, EU.IEinfa@lekarna-springer.si

Previously Progr. Phys., 2013, v. 2, 105-106), one introduced the double surfaceemod
to explain the heterogeneous curvature of the present wbrlthis paper one investi-
gates the strength of the mentioned concept in the light hifeg the stable electron
orbits around the atom nucleus. The conclusion is that the@af the elliptic side of
the proposed double surfacfears the possibility of providing the uniform motion of
the electron on the atom orbit as well as prevents the eleiting into the nucleus.

1 Theoretical background The greatest finite elliptic radius is a half of the Compton
The double surface [1] has the elliptic and hyperbolic Sia\éavelength of the electron:

where the path with its translation and rotation compor&nt [ 1

is provided. According to this concept we have to deal with Ry = 5 (6)

two different paths whose average is a mirror of the inverse o o _ )

fine structure constant. The fact that the elliptic pattan T_he smallest eII|p_t|C r_adlus is a little bit greater than tiees-
equal its translation componen{1] seems to be crucial for Sical €lectron radius itself:

forming the stable electron orbits around the atom nucleus. 1 1 1

S Razo = 860 > Telectron = =) ~ —86l 02" (7)
1.1 Thegélliptic side

The path on the elliptic side of the double surface can be ciLé? The hyperbolic sde
scribed with the sphere law of cosines: The path on the hyperbolic side of the double surface can be
described with the hyperbolic law of cosines:

S n bis
cosﬁ = COS— COS— . (1)

s n T
R R > = — =
coshR coshR coshR . (8)

On the Ieft,sdeno_tes the eII|pt|_c path. On the rightand %n the left,sdenotes the hyperbolic path. On the righgnd
& denote the translation and rotation component of that pa . )
) 7 denote the translation and rotation component of that path,
respectively [2]. .
At s = n the elliptic radiusk has the potency to occu espectively [2].
the infinit_e values sFi)nce P Y Py According to the double surface model [1] where the char-
' acteristic values for the path and its translation compboen
5 Bohr orbit ares = 137.072031: -- andn = 137, the hyper-
@) bolic radiusRis calculated by the equation (8) as the only one

o : : and finite:
The elliptic radius expressed in Compton wavelengths of the

electron is then related to the arbitrary natural nunthéy

T T
cos— =1, when = =2mr.
R ’ R

Rhyperbolic ~ 71,520117 Compton wavelengths of the electron (9)

1 2 Physical consequences on the atom level
Retiptic = om where me Np. (3) y =

2 Inthe double surface model Bohr radius expressed in the unit
For the electron only the first 431 radii are physically plau$f Compton wavelengths of the electron is deduced from the
ble unless one cannotimagine that the sphere could be sm&§rage path on the elliptic and hyperbolic side of the orbit

than the physical body itself. In the units of Compton wave- 1 1 1
_ @iiptic * Yyperbolic @~

lengths of the electron the selected elliptic radii are t&etn Reonr = y =5 (10)
T
Retipic = Ro,R1, Ro -+, Razo The diference betweeml ., ande; L . onthe fifth dec-
1 1 1 (4) imal which was important for predicting the exact inverse fin
=00, =, =, +» —— > lgectron - structure previously [1], is not significant enough to beetak
2’4 860 . . . o
into account in the calculations made in this paper. From the
The greatest elliptic radius is infinite: relation (3) and (4) is seen that the radius of the elliptitesi
of the double surface is greater than Bohr radius only once,
Ry = 0. (5) i.e. whenRgjipic = 0. The infinite elliptic radius allows the
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electron to move uniformly on Bohr orbit. On the other hand
the 430 finite elliptic radii do not permit the electron tolfal
into the nucleus, because they are always much smaller than
Bohr radius:

Ru.2..-430 < Reonr,
(11)

Ll CRewr2281

SINCe 3. 2> """ 860

The conclusion would be the same, if the number of the finite
elliptic radii is infinite.

Thus according to the present concept the electron is clos-
ed on the elliptic sphere of the multi-sizable radius. Itstiohy
is to be in some way glued on Bohr orbit in the Hydrogen
atom. In other atoms the similar phenomenon is expected,
because their atomic radii are greater than the Bohr one and
therefore still greater than the finite elliptic ones:

Ratom 2 Reonr > Ry 2, ...430. (12)

3 Conclusion

The infinite elliptic radius of the double surface enables th
uniform motion of the electron on the atom orbit. The finite
radii prevent the electron falling into the nucleus. Frois th
point of view the concept of the double surface with its el-
liptic side as a sphere of the multi-sizable radius satisfies
demand for forming the stable electron orbits around theato
nucleus.

Respecting Plato the correct theory is only one amongst many
ones revealed in the realm of the reasonableideas.
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Multi-planet Exosystems All Obey Orbital Angular Momentum Quantization
per Unit Mass predicted by Quantum Celestial Mechanics (QCM)

Franklin Potter
Sciencegems.com, 8642 Marvale Drive, Huntington Beach, CA 92646 USA. E-mail: frank11hb@yahoo.com

Quantum celestial mechanics (QCM) predicts that all orbiting bodies in gravitationally
bound systems exhibit the quantization of orbital angular momentum per unit mass.
I show that the 15 known multi-planet systems with four or more planets obey this
QCM prediction. This angular momentum constraint could be the explanation for their
orbital stability for billions of years, suggesting that viable models of the formation and
evolution of gravitational systems must include QCM.

1 Introduction

According to recent calculations, our Solar System is unsta-
ble [1] and should have existed for only a few 100 million
years! However, the Solar System has existed for more than
4.5 billion years. Obviously, some fundamental physics con-
cept is missing. H. G. Preston and I have proposed [2] that
the missing constraint is the quantization of orbital angular
momentum per unit mass for all orbiting bodies in gravita-
tionally bound systems. Herein I establish that all 15 known
multi-planetary systems with four or more planets exhibit this
constraint.

In several previous papers [2—4] we derived Quantum Ce-
lestial Mechanics (QCM) from the general theory of relativ-
ity and successfully applied QCM to numerous gravitation-
ally bound systems, including the planets of the Solar Sys-
tem, the moons of the Jovian Planets, the five moons of Pluto,
the Galaxy rotation velocity, gravitational lensing, clusters of
galaxies, the cosmological redshift of the Universe, the cir-
cumbinary planet Kepler-16, and the S-stars at our Galaxy
center.

QCM predicts that a body of mass u orbiting a central
massive object in a gravitationally bound system obeys the
angular momentum L per unit mass quantization condition

— =mcH (1)
with m an integer and c the speed of light. The Preston grav-
itational distance H requires only two physical parameters to
determine all the possible QCM states in the system, the sys-
tem’s total angular momentum L7 and its total mass Mr:

He LT )

M TC
In order to use this restriction, one assumes that the or-
biting body is at or near its QCM equilibrium orbital radius
r and that the orbital eccentricity € is low so that our nearly
circular orbit approximation leading to these particular equa-
tions holds true. Therefore, the L of the orbiting body will

agree with its Newtonian value L = u+/GM7r(1 — €2).

10 y = 0.2292x + 0.0298
R? = 0.9997
8
) 6
Rl |
4
2
0
0 10 20 30 40
QCM m value

Fig. 1: The HD10180 System fit to QCM.

Every Newtonian orbit is an equilibrium orbit, but not so
for QCM orbits. For a body not at the QCM equilibrium or-
bital radius for the QCM state or for particles near the QCM
equilibrium orbital radius that could collect into a massive
body, there exists a small QCM acceleration. Usually a time
frame of tens or hundreds of millions of years are needed to
achieve dynamic QCM equilibrium with its extremely small
remnant radial oscillations. Therefore, QCM is expected to
play an important role in the formation and eventual stability
of multi-planetary systems over billions of years.

For circular orbits or nearly circular orbits there is a prin-
cipal number n = m + 1 associated with the energy per unit
mass quantization for a QCM state

E, __ne _ GMp )
u 8n2H? 2n°L3

with r,, the Schwarzschild radius of the system. The derived
Schrodinger-like gravitational wave equation dictates all the
physics via solutions that are hydrogen-like wave functions.
The QCM fit to the orbital parameters of all known plan-
ets of a multi-planet system determines the total angular mo-
mentum of that system, a value which can be used to pre-
dict whether more planets can be expected and/or whether
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the equivalent of an Oort cloud is required. Recall that for our
own Solar System the Oort Cloud dominates the total angular
momentum, being a factor of at least 50 greater than the total
planetary orbital momentum. Without the Oort Cloud angular
momentum, QCM predicts that all the planetary orbital radii
would be within the radius of the Sun! By including the an-
gular momentum of the Oort Cloud, QCM suggests that the
planets formed near to their present orbital radii.

Many exoplanetary systems have their Jupiter size planets
at extremely small orbital radii, within about 1.5 AU from
the star, with many more smaller planets even closer. There
is the question of why such massive planets are so close to
their star. One possible answer is that the system total angular
momentum value is low compared to the QCM value needed
to “push” the system further out. That is, QCM predicts that
a larger total angular momentum for the system means larger
QCM orbital spacings.

2 Multi-planetary results

Multi-planet systems are in the database called the Exoplan-
ets Data Explorer [5], but complete data sets for HD 10180
[6], HD 40307 [7], Tau Ceti [8], GJ 676A [9], and Upsilon
Andromedae [10] are only in research articles. There are
hundreds of two and three planet systems which I choose to
exclude herein even though they also exhibit the QCM con-
straint. As more planets orbiting these systems are identified,
their fits to the QCM prediction can be determined.

In Table 1 are listed the host star, the star mass in solar
units, the number of planets N, their QCM m values, and the
slope b for L/ = bx + a in the plot of L' = L/u versus
m for all the planets of the particular system. The plot for
HD10180 is shown as an example, with the uncertainty bars
for L’ within the circle data points. By using both the semi-
major axis and the orbital period as constraints, one obtains a
linear regression fit with R* > 0.999. The system’s predicted
total angular momentum Ly = b My multiplied by 10" kg
m?/s.

From the QCM predicted Ly values, one learns that these
15 multi-planet systems have more angular momentum which
is to be contributed by additional orbiting bodies such as plan-
ets and/or the equivalent of the Oort Cloud.

3 Conclusions

All the 15 analyzed multi-planet systems obey the QCM or-
bital angular momentum per unit mass quantization condi-
tion. The integers for the m values are not sequential, imply-
ing that the history of each system plays an important role
in which orbital states are occupied. For example, mass de-
pletion in a region caused by the faster formation of a large
planet might not leave enough mass for another planet to form
at a nearby QCM equilibrium orbital radius.

The resulting fits are evidence that the quantization of or-
bital angular momentum per unit mass is an important phys-

Table 1: QCM Multi-Planet m Values

System Mass | N | m Values b

HD 10180 | 1.055 | 9 | 3,5,6,7,10,11,14,24,37 | 0.23
Sun 1 8 | 3.4,5,6,12,17,25,31 0.77
HD 40307 | 0.752 | 6 | 8,11,14,17,20,29 0.10
Kepler-11 | 0954 | 6 | 10,11,13,15,17,23 0.13
Kepler-20 | 0912 | 5 | 14,17,21,25,40 0.06
Kepler-33 | 1.291 | 5 | 8,11,13,15,16 0.16
Kepler-62 | 0.690 | 5 | 6,8,9,17,22 0.14
Tau Ceti 0.783 | 5 | 8,11,16,19,30 0.15
55 Cancri | 1.026 | 5 | 4,10,16,27,76 0.13
GJ 581 0311 | 4 | 7.9,12,21 0.05
GJ 676A | 0.71 4 | 3,6,20,34 0.25
GJ 876 0.334 | 4 | 5,13,17,22 0.07
HR 8799 1.472 | 4 | 12,16,20,27 1.65
Mu Arae 1.077 | 4 | 4,12,15,29 0.38
Ups Andr | 1.01 4 | 2,10,18,27 0.42

ical factor in planetary systems and should not be ignored in
studies of their formation, stability, and evolution.
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In this paper, we consider the Einstein field equations viighcosmological term. If we

assume that this termis slightly varying, it induces a vactackground field filling the

space. In this case, inspection shows that the gravitdtii@héis no longer represented
by a pseudo-tensor, but appears on the right hand side ofaldecfijuations as a true
tensor together with the bare mass tensor thus restorirgathe conservation condition
as obeyed by the Einstein tensor.

Introduction although we restrict our study to neutral massive flow.

: - : . In this respect, it is shown that the gravitational field of a
Soon after his theory of General Relativity was published in_ . ) .
1916, Einstein rapidly turned to the unifying of the grawitamasswe body is no Ionger dgscrlbed bp%udo—.tensolbut
' pears as @ue tensorin the field equations as it should be,

tional field with electromagnetism (which at that time Wa%porderto balance the conceptually conserved propertyef t
considered as the second fundamental field). ) . P y prop
. . %Esteln tensor.
The quest for such an universal scheme ended in 1 To achieve this qoal we do:
with the Einstein-Schrodinger theory (see for examplé [1] _ 9 h _ _ _
definitely abandoned since as the quantum field theories® We first formulate the field equations with a massive
gained the increasing successes and have been long substan- source in density notation;

tiated by numerous experimental confirmations. e We write the conservation law for the Einstein tensor
Basically, the unified principle adopted by the successive  density derived from the Bianchi identities, which
authors (Kaluza-Klein, Weyl, Eddington, et al.) reliecheit cannot apply to the energy-momentum tensor density

on extra dimensions, or on an extension of the Riemannian as a source;
theory with additional space-time curvatures introduced t
yield the electromagnetic field characteristics, and wiieze
stress-energy tensor regarded as provisional, will betaven
ally absent [2, 3, 4].

Total geometrization of matter and electromagnetism was
anyhow the original focus. ¢

To understand this long period of research, one should re-
member that Einstein always claimed that the energy-
momentum tensoisf which can appear in the right hand side
of his field equations, was “clumsy”; in short, he considered
this form as an unsatisfactory solution which had to fifett
ently in his equations.

Einstein’s argument is actually strongly supported by t
following fact: while his tensor exhibits eonceptuallycon- 1.1 The tensor representation
ii;v\?vf“g:]olzzcg’s"’}[% ?ﬁ;:)er‘:‘/pvsgg'Q%S;jrsrsisnggsg?;:?? In the General Theory of Relativity (GR), it is well known

) " that by varying the action

When pure matter is the source, the problem has been
“cured” by introducing the so-called “pseudo-tensor” that S = Lgd*x,
“conveniently” describes the gravitational field of this ssa
so that the four-momentum of both matter and its gravity fiejghere theLagrangian densitys given by
is conserved.

e We then include a variable term that supersedes the so-
called cosmological termgay, in the field equations,
still complying with the conservation property of the
Einstein tensor density in GR;

Under this latter assumption, we will then formally
show that the gravity field of a massive source is no
longer described by a vanishinggeudo tensobut it
reduces to a true tensor describingersistentvac-
uum background field resulting from the existence of
the variable term.

Hle The field equations in General Relativity

Unfortunately by essence this pseudo-tensor cannot ap- Le = v=9 G*({%} {8e) + {3} {5} - (1.1)
pear in the field equations, and so the obvious physical tefec
emphasized by Einstein, still remains to-day as a stumbling g = det||gapll (1.2)
block.

In this paper, we tackle this problems by proceeding gue infers thesymmetric Einstein tensor
follows: in contrast to the previous theories, the energy- 1
momentum tensor of the source is here strengthened, Gab = Rap — > gabR, (1.3)
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where 2 The conservation identities

2.1 Tensor version for the Einstein tensor
Roc = a {pef — Oc{fa) + {bef {3a) — {bal (& (1.4)
{bc} {ba} {bC} {da} {ba} {dc} From the Bianchi identities applied to the Riemann tensor

is theRicci tensomvith its contractiorR, thecurvature scalay . . .
while {,} denote the Christel Symbols of the second kind. ;i + Rl + Rigip = 0 (2.1)

The 10source free field equatiorsse we infer the conservation conditions which apply to the Ein-

Gap = 0. (1.5) stein tensor withoug, and hereinafter denoted by
The second rank Einstein tengdgy, is symmetric and is G =R - % giR. (2.2)
only function of the metric tensor componeptg and their
first and second order derivatives. The Einstein tensor thus satisfies intrinsically the conser
The relation vation law:
VaGi=0 (1.6) Va°Gp =0. (2.3)

is the conservation identities provided that the tetizgrhas 2.2 Tensor density version for the Einstein tensor

the form [5] In the same way, we start with the Einstein tensor density

1 without the cosmological term
Gab = K|Ran — > gan(R—2A) |, (1.7)
"G = R I R (2.4)

. _ . 2
k is a constant, which is here taken 1, is usually named cos-

mological constanA. With (2.3), let us write down
When a source is present, the field equations become

3:.°Gp
) e T R R ARSI = B NEC R
Gab = Rab — 5 gabR — gabA = # Ta, (1.8)
which is easily found to be
whereTy, is the energy-momentum tensor of the source. a
3°G2 1 G gea = 0 (2.5)
1.2 The tensor density representation V-9 2 * '
We first set b b usingdgai = — gangicdg*® anddg @ = — gy °dgy. the formula
9% =+-g99 (1.9) (2.5) can be also written as
and the Einstein tensor density is 1
02°GE - > G®20p gea = O. (2.6)
G®= y=gG®, Gf=+-gGg, (1.10)

The latter equation is the conservation condition’®2°
R = =g R (1.11) which is equivalent to (2.3).

In density notations, the field equations with the sourge3 Conservation of the energy-momentum tensor

(1.8) will read 2.3.1 Problem statement

Ga = Ravb _ 1 gPR = g = % T2, (1.12) Letus consider the energy-momentum tensor for neutral mat-
2 ter densityp:
Here in place of the constant cosmological terin Tab = pUalp (2.7)

which should be here represented/by/~g, we have intro- as the right hand side of the field equations
duced ascalar densitydenoted as

1
OG = - = R = T . 28
N (1.13) ab = Rab 5 9abR = #Tap (2.8)
Unlike A, the scalag is slightly variable and represents The conservation condition for this tensor are written
the Lagrangiancharacterizing a specifimcuum background 1 1

VaTg = aaTg - = Tacab gac = O (2.9)

field as will be shown below. 2

=

Patrick Marquet. The Gravitational Field: A New Approach 63



Volume 3 PROGRESS IN PHYSICS July, 2013

with the tensor density 2.3.2 The gravity pseudo-tensor

In order to follow this way, Landau and Lifshitz [6] started

a_ [—Ta
To= V=9 Tp. (2.10) from the unsuitable tensor equation (2.9)

However, across a given hypersurf , the integral 1 1
g yp A g ViTK = —— 3T = 2 T3 g = O.

Ve T2
P = fTab V-9 dSy (2.11) They thus consider a special choice of a set of the coor-
dinates which cancels out all first derivatives of theat a
is conserved only when given 4-space-time point.
In this system, the energy-momentum tensor expression
8aT2 =0, (2.12) isgiven by
. 1 . .
ik _ -1 ik ed ie kd
From (2.6) inspection still shows that =2, de(~9) [ad (-9) (g 9 -99 )] (2.17)
1_q As {Le} are postulated to be zero at the considered point,
daTp = =T Jcd (2.13) -1 ativa i
2 we may extract the factor¢) -+ from the derivative in the

. o o latter equation, so
but here, unlike the Einstein tens®B,, which is conceptu-

ally conservedV,°G] = 0), the conditions (—g) T = geHke = % e (adHiked)_
VaTg =0 The quantity
Hiked = (_g) (g g®d = giegkd (2.18)
of 9.TE=0 ( )

can be regarded as a “double tensor density” and is often
are thus never satisfied in a general coordinates system. referred to, as the “superpotential of Landau-Lifshitz].[7
Therefore, the Einstein tenséG,, which intrinsically Now, in any other arbitrary system, generally
obeys a conservation condition, is related with a massive te ke iK
sor Tap(p) which obviouslyfails to satisfy the same require- 9eH™ ~(-g) T" # 0,

ment and so, we will have to bring a small tensor correctifjn
°Gab = % Tab. (2.14) (Landau-Lifshitz pseudo-tensor) which is accepted aserepr
senting the gravitational field of matter:

As a matter of fact, a correct formulation would consist e Kk
of explicitly writing down the mass density with its gravity 9eH™ = (~9) (T + tLL)'
field, i.e. with a pseudo-tensdgg) fieid-

As is known, the hampseudo-tensas chosen since this
quantity can be transformed away by a suitable choice of co- o [(-g) (TH+t¥)] =0, (2.19)
ordinates.

Hence, we should write

This equation implies the condition

which is the conservation law for the classical total four-
momentum vector density of both matter and gravitational
field written as

P = f (-9) (T* +t¥)| dS, (2.20)
This is classically interpreted by requiring that tiogal [ ( LL)]
4-momentum vectoP? of matterwith its gravitational field (compare with (2.11)).

Gap = [(Tab)matter+ (tab)field] . (2.15)

After a tedious calculation, the final form of the symmet-

P? = [(T®)matter + t*) ieta| V=g dSs (2.16) ric tensort as a function of they, is found to be
o1 _ 1
must be together conserved (—g)tk = = [9"79"21 _ .‘l!|| g|fnrrq]+ 5 glkglmg!npg?]m _

*Some authors [8] state that integrati\ﬁTik = Qyields a conservation

law for a vectorP2 = TaPK, when the metric admits a Killing vectds:
P2 = TabK, + TaKyp, and sinceT2 is symmetric, we have for the Lie 1 ) )

; ; ' ! il _km ik Im nr Pq
derivativeKpa = 1Lkgap = 0, thenP3, = 0. + 8 (29 g —99g )(29npgqr - gpqgnr) g g,m]- (2.21)

- (g"gmng'fgyrp + gk'gmngi,?)yTp) + 9im g”pgi,'n gkg' +
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Therefore, the Einstein field equations can be eventuallg obtain
written in the form:

; oLg dLe |
_ o — (T dgi = Ok —~ - —dg" =
H*ed | = 2 (~g) (T +£2). (2.22) T T o™ 9T
L dLe dg’

Unfortunately, the quantity} which now appears on the = Ok W —OLE,
right hand side of the field equations as it should be, is not a
true tensor that is

Hence, we are once more faced with a contradiction: the _ OLedn(0g™)
left hand side of the field equations for a massive source is a — x(T")matterdmgil = Ik L"g — oK Lg| =
true tensor, while the right hand side is not, which reveals a (kg")
major inconsistency within the theory. = 22Ok (tfy) fiela (3.4)
2.4 Introduction of a background field tensor where () iels denotes the field tensor density extracted from
Let us now try to remove this ambiguity. ILedm(dg")

We start by writing the global energy-momentum tensor 25¢(th) fiela = g okLe (3.5)
density of the massive source splitting up bare matter and kg
pure field: so, that we have the explicit canonical form

T2 = (Ta) + (ta)f' Id- (2.23) )
. b b r-natter b |fe ’ 1 6LE6m(6g'|) ;

The field tensor densitytd)fieiq is in turn composed of (th) fietd = 2| o0 omLe (3.6)

two parts:gravity field+ vacuum background field kg
and where
(t2) field = (t8)gravity + (t3)backgroundfield (2.24) L

with ak(-r:()matter = z (TEk)matterakgei = —ak(tr)field-

Ev-g (2.25) that is, the required conservation relation

(tab)backyround field = = Jab = Jab .-
2 2 . )
According to the standard theory, we next re-formulate O [(T‘ Jmatter + (ti)”e'd] =0. (3.7)
the field equations with baremassive source Then, re-instating the terrs according to (2.24) and

1 (2.25), the gravitational field tensor density now reads:
G*=R"- 2 gabR - gabS' = %(Tab)matter (2.26) i
1 [0Ledm(0g")
K ot EUm _ <k _
under the form (tm)orauity = 2%[ FIEYD) on(le =2 (3:8)
G - R _ 1 g%R = (T matter + ¢ . (2.27) The presence of the scalar densjtycharacterizing the
2 background field is here of central importance, as it means
o . . _ . . that (tﬁq)gravity can never be zero in contrast to the classical the-
3 Expliciting the field equations in density notation ory, and as a result, it constitutesrae tensor Such a grav-
3.1 Taking account of the Lagrangian= ity field never completely cancels out, but far from its matte

source, it sharply decreases down to the level of the back-
ground field described by the tensor densif?)()adgmundﬁe.d.
1 In addition, we clearly see thgtrepresents thiagrang-
Aa(TE)matter = > (T°d)matte,6b Jcd- (3.1) ian densitycharacterizing the background field, thus lending
support to our initial hypothesis regarding the lagran@an
In this picture, the vacuum is permanently filled with this

Reverting to (2.13), we now write for tHeare matter tensor
density

Inspection then shows that

| 1 homogeneous background energy field ensuring a smooth
Ridg" = V=g [—R'e + 3 Q'ER] dgie = continuity with the gravitational field of a neighbouring ssa
= —2(T*)matterdgie. (3.2) 3.2 Classical formulation
Taking now into account the Lagrangian formulation fof/hen the ternE is kept constant like the cosmological term
Ry, which is A, the tensor density (3.8) reduces to
_oLe ole  OLe 1 [OLedm(0g")

~sSLel.  (3.9)

i — = O0k———c — —, 3.3 tk ity = 5 i
R|I 69" ka(akg") 69" ( ) ( m)pseudgra ity 2 5(6kg'l)
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which is just the classicaravity pseudo-tensor densitiyat whereTZ are the skew components of the energy-momentum
may now vanish in a given space-time point. tensor (3.17), which implicitly contains the gravity fiett].

In this case, expressed with the explicit form of the La- Now, we formulate (3.18) under the equivalent form:
grangian density g written in (1.1), the expression (3.9) be-

comes: PO = Py = f (TE+ T2+ T2-TY)aV. (3.19)

1 -
() pseudorasity= — |1} Omg" — {i | omg™ — % Le|. (3.10)
PSR 2 [{”} " {”} ; K ] In the immediate vicinity of the mass, it is easy, to show
This is themixed Einstein-Dirac pseudo-tensor densityat generalizing (3.19) leads to the 4-momentum vectdr tha

[9] which is not symmetric ok andm, and is therefore notincludes the right hand side of (3.12):
suitable for basing a definition of angular momentum on.

3.3 Field equations Pa = f[(Tg)matter+ (tg)grauity] dsb- (3-20)

The field equations with a massive source, which are Far from the source, we have obviously

1
Gab — Rab _ =
2 9
may be now eventually re-written

PR- g% = u(T¥)maen (3.11) X
(Pa)baclyround field = f [(ta)bactgroundfield]dsb, (3.21)

where ([g)bac,@,,oundﬁe.d is a true tensor density, and the con-
servation law applied t®? holds for all configurations, in
gecordance with (3.7) and (3.16).

. 1
G® = R~ 5 g™R = [ (T)matter + (t*)yrauy| (3.12)

with the explicit appearance of the gravity field as defined

(3.8) and which is now represented byrae tensor density.
Like we emphasized above, far from the mass, the "source

free” field equations should always retain a non zero rigintthis short paper, we have sketched here a possible way out

Conclusions and outlook

hand side of the gravitational field pseudo-tensor.
ab b ab ab From the beginning of General Relativity, the cosmologi-
G™=R"- 29 R = #(t™)backround ield (3.13) cal constant has played an unsavory role. Einstein included

this constant in his theory, because he wanted to have a cos-
mological model of the Universe which he wrongly thought
static.

But to-day, a cosmological term seems to be badly needed

In this case, the conservation law applied to the right halftfxplain some astronomical observed clues, within thizbas

which are the analogue of (1.7):

G =R® - % 9*R-g*, = 0. (3.14)

side of the tensor field equations is straightforward: dynamical expanding model of Robertson-Walker [11], even
though its occurrence was never clearly explained.
Va(t)background field = Va(E 6@) -0, (3.15) Hoyvever, there is no rease@npriori to consider this cos-
‘ 2x mological term as constant everywhere.
from which readily follows In this respect, the background field hypothesis is reward-

ing in terms of several physical advantages:

Aa(td)baclground field = 6a(% 53) =0. (3.16) e The ill-defined gravitational pseudo-tensor is now
a true tensor, and it appears explicitly in the field equa-
tions with a massive source;

We would like now to give a simple but instructive picture o The background persistent homogeneous energy field
of the situation where a static mass is placed in the vacuum s then formally shown to be a consequence of the
background energy field. Let us write the energy-momentum  apove derivation and it is actually regarded as the
tensor for matter and its graVitational field as in (312) (Sharp|y decreasing) continuation of any mass gravity

Tab = (pUaUp)matter + (tab)gravity- (3.17) field tensor;

In virtue of the principle of equivalence, atpare mass
of volumeV together with its gravitational fieldcan be ex-
pressed through the time component of a 4-momer&m
according to

3.4 Physical description

e The inferred global energy-momentum tensor intrinsi-
cally satisfies the conservation law as well as the back-
ground field alone in the source free field equations,
without introducing any other arbitrary ingredients or
modification of the General Theory of Relativity.

PO = f(T1l + T22 + Tg3 - T(())) V-g adV, (3.18) Submitted on: May 04, 2013Accepted on: May 18, 2013
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The Role of Evection in Optical Measurements of Light Beam Dftection
from the Sun’s Disk (the Einstein Hfect)

Sergey N. Shapovalov

SCC RF Arctic and Antarctic Research Institute. 38 Bering &t Petersburg 199397, Russia
E-mail: shapovalov@aari.ru, tek7 (812) 3373157

The relationship between the optical results of light beaffedtion from the disk of the
Sun @¢) obtained during observations of the total solar eclipfesn 1919 till 1973,
and the evection, the major perturbation from the Sun, bas¢de theory of the Moon’s
motion, is analysed. The dependencé@fupon the temporal changes of the evection
was found. The expectath optical results for the total solar eclipses, for the period
from 22.09.2003 till 29.12.2103, were calculated. Basedhencomparison of calcu-
lated evection values with fluctuations of intensity of sakdiation within 603-607
nm range obtained through the spectral observations on is@ation in Antarctica,
the modulatory role of the evection in deflecting the lighhmeat the near-Earth space
was concluded.

Optical measurements of the star beam deflection from the 25.02.1952: (1.70, 1.82),
Sun disk were pgrformed by a number of. researchers during  02.10.1959: (2.17),

the total solar ecllpseg, from 29.05.1919till 30//.06.1%3] 30.06.1973: (1.66).

the purpose of checking th# angle value (I75”) obtained ] i
by Einstein, following his development of the General The- Qbservatlons referrlng_to the date 19.06.1936 should be
ory of Relativity (GTR) [1]. In case the radio measuremeng®nsidered as ikectual, since the absolute vglue error ex-
only are considered in the practical estimates of the Eimste®€ds 200%. To date, the list of known errors includes:
effect, 6 values match with the theory within 1% range [2]. — Deviation of the Sun’s shape from the sphericity,
For example, an average value 0f3’(+0.07") was obtained 9.2"x107%;

in radar measurements of Mercury, Venus_ and Mgr;, whereas_ The Earth’s motion along the ecliptic.@8’+1072);
measurements of quasars and pulsars using raqllo intedferom Beam refraction in the atmosphere of the Su6Q@’);
etry produced an estimate of78’(+0.08). Deflection of the ) ) ] )

beam from the Sun disk is described by the equation: — Refraction and dispersion in the Earth atmosphere

(0.017-0.1");
Sp = _&MZ@ , 1) — Offset of the observer from the Sun-Moon-Earth line;
RoC — The influence of the gravitational field of the Moon and
where the “minus” sign corresponds to the deflection of the the Earth during the total eclipse event, by an addition
beam to the center of the SuB; = 6.67-10°* Hxm?/kg? is to the relativistic beam deflection.@~104);
the gravitational constanil, = 1.99-10°° kg is the mass of __ \wavelength dependence of the light bean¥(210-%):;

the Sun;c = 310 nys is the speed of lighR, = 6.96-10°
m is the radius of the Sun.
Based on the optical observations of the eight total so

— Dependence on solar activity;
— Astroclimatic characteristics of a particular observati

lar eclipses, the author’s average result together withnéi-co station;
dence interval of measurements mafgs- 1.83+ 0.40,and  — Additive error caused by inaccurate scale matching be-
the recalculated measurement resuftis= 2.0+0.13, which, tween the day and night astroimageg).

in view of the low accuracy and the considerable spread of |t should be noted that through the historysgfmeasure-
measurements, is consistent with the GTR. According to #nts the list of errors has expanded considerably; however
published data [3-10], the resultsdf optical measurementsthe accuracy of estimates is not yet improved. Summing the
for the total solar eclipses observed from 19109 till 1973eveyalues of all the errors, the magnitude of the total coreecti

as follows: is apparently insignificant. Therefore, dispersiodgfesults
29.05.1919: (1.98,0.93, 1.61), is probably due to the influence of some unknown factors.
21.09.1922: (1.42, 1.75, 2.16, 1.72, 1.83, 1.77), The major solar-induced disturbances are described by

] terms in the formula of the geocentric ecliptic longitude of
09.05.1929: (2.24), the Moon [11, 12]. Full description of this formula includes

19.06.1936: (2.73, 2.13, 1.28), 1,500 terms [13], where evection, variation and annual in-
20.05.1947: (2.01), equality are the most important. When limited to the largest
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Fig. 1: Comparison of the evection angle values with theltesti optical measurements taken as average
values and excluding errors for the dates of the total salgrses, 1919-1973.

in amplitude terms, the formula is as follows: moon and full moon), this term is subtracted from the senior
_ _ term of the equation (3), and it is added in quadrature. @urin
A=L+6.289Fsinl - 1.274 sin(l - 2D) + the new moon and full moon[2 = 0°, or 360 (3), which is
+0.658 sin2 + 0.214 sin2 — the same in the context of trigonometric functions. In thet fir
—0.186°sinl’ — 0.114 sin 2F ) and last quarterd) = 9C°, or 270 (4). So, the known man-

ifestations of the evection in the near-Earth space metil/at
whereL is the mean longitude (void of the periodic distutthe studies of its contribution to the resultssgfassessments
bances) of the Moon in the orbit, D, I’, F are the main obtained during observations of the total solar eclipsesnf
arguments in the lunar theory. 19191ill 1973.

In the first five inequalities of the formula (2), the terms  Theevection values were calculated upon the Julian dates
bearing cofiicients 6.289 and 0.214 are determined by &f the total solar eclipses. Fig. 1 shows a comparison of
lipticity of unperturbed (Keplerian) orbit, whereas thens the evection angle values with the results of optical messur
with coeficients 1.274 (evection, 31.8 days), 0.658 (varifents taken as average values and excluding errors for the
tion, 14.8 days) and 0.186 (annual inequality, 186.2 days) dates of the total solar eclipses. Anomalous resulés'0
caused by gravitational perturbations from the Sun. The §2919) and 2.73(1936) were omitted from the calculations
riods of these inequalities, according to the theory of orotiof average values, as they fell outside the range of average
of the Moon, exist in the short-period nutation of the Earthresult and the confidence interval of all measurements.
axis, as well [14]. In this paper we consider the contributio Fig. 2 shows the distribution of dependency of optical
of the evection, the main and the |argest in amp"tude p,ert[ﬁsults from the evection. Continuous curve, which inctude
bation from the Sun, as the most significant deviation of tRe93’ (1919) and 2.73 (1936) values, represents averaging
true motion of the Moon from its motion defined by Kepler'f results depending on the evection and is described as:
Iaws.. Evection was discovered by Ptolemy (2A_D) when ob- 56(M) = 1.7227+ 0.2058x + 0.3163x%2. 5)
serving the Moon in the 1st and 3rd quarters (in quadrature
points). The physical explanation of the evection was devel The dotted curve, which excludes 0793919) and 2.73
oped by Newton. Evection can be represented adfardi (1936) values, represents averaging of results depending o
ence in the equation of the center [13] generated by the tata evection and is described as follows:

1.27# sin(l — 2D):

5¢(E) = 1.723+ 0.316X2. (6)
& = 5.02 sinl + 0214 sin2, ®) As demonstrated in the Figurép(M) has a lower left-
e, = 7.56 sinl + 0.214 sin 2. 4) hand shift againséy(E) characterized by the term 0.20%8

(5), due to the low values obtained during the observations
This dfect is determined by the gravitational influence of thef 1919 ¢ = 0.93”) and 1936 §¢ = 1.28”). Accord-
Sun to the Moon. In syzygial points of the lunar orbit (neimg to 6¢(E) distribution in Fig. 2, deflection of beams in
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3.0

. Eclipses 6p(E) | Eclipses 6¢(E) | Eclipses 6¢(E)

b ugipoibyvror il 23.11.2003| 1.75 | 26.12.2038| 2.02 | 03.08.2073| 2.11
e 08.04.2005| 2.24 | 21.06.2039| 1.82 | 27.01.2074] 2.23
8 03.10.2005| 2.09 | 15.12.2039| 1.72 | 24.07.2074] 2.13
g 29.03.2006| 1.89 | 30.04.2041| 2.23 | 16.01.2075| 2.03
£ 22.09.2006| 1.74 | 25.10.2041| 2.01 | 13.07.2075| 1.76
2 '8 07.02.2008| 2.22 | 20.04.2042| 1.81 | 06.01.2076] 1.73
5 18 01.08.2008| 2.16 | 14.10.2042| 1.72 | 22.05.2077| 2.19
Iy 26.01.2009| 1.88 | 28.02.2044 2.22 | 15.11.2077| 2.02

22.07.2009| 1.74 | 23.08.2044| 2.09 | 11.05.2078| 1.83
15.01.2010| 1.75 | 16.02.2045| 1.89 | 04.11.2078| 1.72
11.07.2010| 1.9 12.08.2045| 1.74 01.05.2079| 1.86
20.05.2012| 1.78 05.02.2046| 1.74 24.10.2079| 1.96
13.11.2012| 1.72 | 02.08.2046| 1.98 | 10.03.2081| 1.82
Fig. 2: Distribution ofée values according to thevection values, 10.05.2013| 1.91 | 11.06.2048| 1.74 | 03.09.2081| 1.72
1919-1973:6¢(M) averaged optical results dependent on the evet-03.11.2013| 2.11 | 05.12.2048] 1.75 | 27.02.2082| 1.79
tion, 0.93' (1919) and 2.73(1936) values includedp(E) averaged [ 59 032016] 1.92 | 31.052049| 1.89 | 24.08.2082| 2.07
optical results dependent on the evection, 0.6319) and 2.73
(1936) values excluded.

1.0 1919

=6 3oy, I +SD

8
14 12 -10 -08 06 -04 -02 00 02 04 06 08 10 12 14
Evection 1.27sin(I-2D)

01.09.2016| 2.02 25.11.2049| 2.17 03.07.2084| 1.72
26.02.2017| 2.23 20.05.2050| 2.22 27.12.2084| 1.79
21.08.2017| 2.23 30.03.2052| 1.91 22.06.2085| 1.98
02.07.2019| 2.03 22.09.2052| 2.01 16.12.2085| 2.16
26.12.2019| 2.2 20.03.2053| 2.23 11.06.2086| 2.24
21.06.2020( 2.18 12.09.2053| 2.2 21.04.2088| 1.99
14.12.2020| 2.11 24.07.2055| 2.11 14.10.2088| 2.09
10.06.2021| 1.82 16.01.2056| 2.19 10.04.2089| 2.24
04.12.2021| 1.72 12.07.2056| 2.19 04.10.2089| 2.14
20.04.2023| 2.22 05.01.2057| 2.02 23.09.2090| 1.77
ifh4-10.2023| 2.1 01.07.2057| 1.83 15.08.2091| 2.18
08.04.2024| 1.89 26.12.2057| 1.73 07.02.2092| 2.23
02.10.2024| 1.75 11.05.2059| 2.23 03.08.2092| 2.13

the evection extremes:{.274°) should correspond téy ~
2.25+10%, and t&S¢ ~ 1.72 in case of 0, i.e., conform to the
Einstein result. Using the expression (6), the expeégedhl-
ues calculated for optical observations at the dates obtiaé t
solar eclipse, from 23.11.2003 till 29.12.2103, are prasin
in Table 1.

Along with the deviations in the motion of the Moon from
the Keplerian orbit and the short-period nutation of thetlEar
axis, the evection mechanism is detected in spectral ze
observations of the atmosphere at Novolazarevskayarstal
(Antarctica). These observations are aimed to investitate
fluctuations of energy and intensity of scattered solar UV ra 17:02:2026| 2.22 | 05.11.2059| 2.01 | 27.01.2093| 1.94
diation under the 11-year SA cycle. Measurements of flug-12.08.2026| 2.17 | 30.04.2060| 1.82 | 23.07.2093| 1.77
tuations are recorded in the following ranges: 303-305 nin96.02.2027| 1.88 | 24.10.2060| 1.72 | 16.01.2094| 1.73
331-332.5 nm, 329.5-334 nm, 336-345 nm, 297-307 nﬂ92.08.2027 1.74 20.04.2061| 1.86 02.06.2095| 2.19
321-331 nm, 297-330 nm, and 603-607 nm, during the p026.01.2028| 1.74 | 13.10.2061| 1.96 | 27.11.2095| 1.93
lar summer (September — February). Detailed description|0£2.07.2028| 1.99 | 28.02.2063| 1.81 | 22.05.2096| 1.76
the methodology of observations is cited in [15]. 01.06.2030| 1.74 | 24.08.2063| 1.72 | 15.11.2096| 1.73

To test the influence of the evection factor on variations25.11.2030| 1.75 | 17.02.2064| 1.79 | 11.05.2097| 1.85
of the light flux, fluctuations measurements in the range 0f21.05.2031| 1.9 12.08.2064| 1.98 | 04.11.2097| 2.05
603-607 nm (as the most proximate band to the central pp4.11.2031| 2.1 22.06.2066| 1.74 | 21.03.2099| 1.82
of the solar spectrum) were selected from the available se$9.05.2032| 2.23 | 17.12.2066| 1.8 14.09.2099| 1.72
of registered channels. Based on the observations during thso.03.2033| 1.78 | 11.06.2067| 1.89 | 10.03.2100| 1.78
polar summer 2007—-2008 and 2008-2009, data analysis| @f.03.2034| 1.91 | 06.12.2067| 2.17 | 04.09.2100| 2.06
the intensity channel was performed, in average daily stan12.09.2034] 2.02 | 31.05.2068| 2.24 | 28.02.2101| 2.21
dard deviation (SD) units, to build the time series and FﬂBVi 09.03.2035| 2.23 11.04.2070| 2 15.07.2102| 1.72
temporal comparison with the calculated values of the eveCp, 992035 219 | 04.10.2070| 2.1 08.01.2103] 1.79
tion. Figs. 3 and 4 show the distribution pattern of SD valu€S3 075037 2.12 | 31.03.2071| 2.23 | 04.07.2103| 1.97
(603-607 nm), to be compared with the evection changes.[ =1 2038 219 | 23.002071] 2.2 2912.2103| 2.22

The figures show a reasonably good phase and periotig; 57 20381 2.19 | 12.09.2072| 1.77
matching between the SD (603—607 nm) dynamics and the
evection changes during the polar summer of 2007-2008ble 1: Expectedsy results for the total solar eclipses, from
However, Fig. 4 shows the broken phase matching at certa®i11.2003 till 12.29.2103.
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Fig. 3: Comparison of temporal changes in the evection aadatkerage daily standard deviation (SD)
of radiation intensity in the 603-607 nm (9 pt. mov. aver.yhge, for the period from 01.09.2007 till

28.02.2008.
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extended sections. In our view, such failures may be related In a brief discussion of relationship betwe&pn and the

to the SA stages. Among the above errdis,dependence evection, previously disregarded in research practice; a 3
from SA and astroclimatic characteristics of observatian sbody Einstein model should be mentioned, which considers
tions remain understudied. Astroclimatic characteristice the Earth and the Moon as point-like objects. This model is
determined by the weather conditions and optical propertisndeniable in the evaluation of mass gravitation of thetizart

of the atmosphere and both are connected with the SA maieon and the Sun. The major solar disturbances cause devi-
festations. Although the mechanism of Sfeets on the sur- ation from the Keplerian orbit of the Moon motion and, at the
face layer of the atmosphere remains unclear to date, this ceame time, deviations in the Earth axis in the short-peried n
nection is revealed by the long-term observations of weatla&tion (31.8 and 14.8 days), provide periodic gravitatioma
services. fluence on the Earth—Moon system. Obviously, this influence
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is manifested in the Einsteinffect through the modulation

property of optical beams.

Conclusions

— The values oby optical results reveal statistical corre-

lation with the temporal change of the evection;

— In the evection extreme point&1.274), deflection of

optical beams from the solar disk is expected to ap-

proachsy ~ 2.25+ 10%;

— When the evection values 0°, it is expected to ap-

proachsy = 1.72 + 10%;

— In conformity with §¢(E), introduction of correction

for the evection into the formula (1) is justified.
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Mass and Charge Selfvariation: A Common Underlying Cause for Quantum
Phenomena and Cosmological Data
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The physical theories of the last century do not possess the completeness necessary in
order to justify the quantum phenomena and the cosmological data. In this article, we
present the law of selfvariations and suggest it as the common cause of quantum and
cosmological phenomena. There is an intermediate state between matter and the photon,
which is the cause of quantum phenomena. The cosmological data are condensed in a
single equation with one unknown. The consequences of the law of selfvariations extend
from the microcosm to the observations we make billions of light-years away.
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1 Introduction

The study we present in the current edition is based on two
assumptions that are taken as axioms. The first assumption is
that the rest masses myg and electric charges g of material par-
ticles increase with the passage of time (selfvariations). The
second assumption is that the consequences of the selfvari-
ations propagate through four-dimensional spacetime with a
zero arc length: dS? = 0. The set of consequences arising
from these two assumptions constitutes the “theory of self-
variations”.

An immediate consequence of the statements-axioms we
have introduced, is the concept of the generalized photon: a
particle carrying energy E, linear momentum P, and moving
with velocity v, of magnitude ||v|| = ¢, in every inertial frame
of reference. The generalized photon correlates the material
particle with its surrounding spacetime. In its simplest ver-
sion, the generalized photon is emitted by the material parti-
cle into its surrounding spacetime. When the material particle
is electrically charged, the generalized photon, apart from en-
ergy and momentum, also carries electric charge.

In figure 1, the arbitrary motion of a material point parti-
cle moving with velocity u in an inertial frame of reference
O(x,y, z,t) is represented.

A generalized photon is emitted by the material particle

at time w = ¢ — £, from point E(x,(w), y,w), z,(w), w), and
arrives at time ¢ at point A(x, y, z, ). The velocity of the gen-
eralized photon in Figure 1, is

vU=-r
r

where r = ||r||. We express the vector Z in the trigono-
metric form

Uy

¢ Ccoso
U vl/ .
— =|—|=|sindcosw]|.
c c . .

sin d sin w
U,
c

Furthermore, we define the following two vectors

—sinéd
B =|cosdcosw
cos d sin w

and
0

—sinw|.
COS w

'y:

The vectors l;’, B,y constitute a right-handed, orthonor-
mal vector basis that accompanies the generalized photon in
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z A(xyzt) . . .
and electric current of density j
r .
J=pv.
R 200 2 u(w) The Lienard-Wiechert potentials
P(xy(t). % (1), z(t).t)
v 4
u(t) v-u
47T801"(] - —2)
BW) ¢
() v and
A= 4 T
47rsoc2r(1 -— )
C
are not compatible with the theory of selfvariations. There-
0(0,0,0,H X fore, they are replaced by the potentials of the selfvariations

Fig. 1: A material point particle moving arbitrarily. As the ma-
terial particle moves from point E(x,(w),y,(w),z,(w),w) to point
P(x,(1),y,(t),z,(1),1), the generalized photon moves from point
E(xp(w), yp(w), z,(w), w) to point A(x, y, z, ).

its motion. The consequences of the selfvariations are ex-
pressed as functions of the parameters w =  — g, r,0,w. The
basic study of the selfvariations leads to two fundamental the-
orems: the “Fundamental Mathematical Theorem”, and the
“Trajectory Representation Theorem”. The first theorem al-
lows us to correlate any change in energy manifested on the
material particle at point E(x,(w), y,(w), z,(w), w) with a cor-
responding change in energy at point A(x, y, z,t) of Figure 1.
The second theorem represents the tangent vector, the curva-
ture and the torsion of the trajectory of the material particle
onto the geometric characteristics of the generalized photon
in the surrounding spacetime. The two theorems allow us to
express quantitatively the consequences of the selfvariations
on the surrounding spacetime of the material particle. As a
consequence of the selfvariations, in the surrounding space-
time of the material particle there is energy of density D

1
p=_2m
ow vout
4ry3r? (l - —2)
¢
and momentum of density J
v
J= D;
where
_ 1
y - uz >
-z

and u = u(w).
If the material particle is electrically charged, then in
the surrounding spacetime there is also electric charge of

density p
aq 1

u2
Q(l ‘?)

cu\2 u\2
47rsor(1 L 2u) 4renc’ (1 2t zu)
¢ c

qv-a)

v
A=V
2

where @ = a(w) is the acceleration of the material particle.
The potentials of the selfvariations are separated into two
individual pairs

V, = 5
u
47T80r(1 - —2)
c
v
Au = Vuc_2
and )
vV, = ACAIL ~
v-u
47r80c3(1 - —2)
c
v
Ay =V,—.
2

The (V,, A,) pair gives the electromagnetic field (g,, B,) that
accompanies the electrically charged material particle

v u
u = -u3(z_2)
47T80r2(1— 2)

C
2
1- 2

q( c2) u v

u = — X —.

v c ¢

The (V,, A,) pair gives the electromagnetic radiation

v

—a
q v u
_ C
€a = 2 vul\y )¢
4 2,(1 v-u 1 - Cc Cc
negc2r 3 2
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v The study we presented up to this point has been con-
q - u_ v v . s L .
B, = ou TR (— X —) - —Xaf. ducted without a quantitative determination of the selfvaria-
47T8()}"(1 - —2) I- e ¢ ¢ ¢ tions. We made the assumption of the selfvariations in order
c

The pair (V,, A,) of the electromagnetic radiation potentials
does not depend on the distance r. For each couple (g, B) the
following relation holds

v
B=—2X8.
C

The energy-momentum tensor for the generalized photon that
results from the selfvariation of the rest mass mg of the mate-
rial particle is given by the matrix @

2

c cuy  cyy e
2
D = Dluce vy wuwy, v,
== 2
c? |vye  vyuy v, 115,121Z
(Vo VS VR V% VR U
where
c 0
1
Uy v ..
v, =120 i,j=0,1,2,3.
v, v

The energy-momentum tensor for the generalized photon
that results from the selfvariation of the electric charge g of
the material particle is given by the matrix ®%

W eS¢ 5, cS; 2 U, cy, cv,
. 2
Ol = cS, o1 O o3 PV |u,c UL U, Ui
=1 - 2
¢S, o Oxn Oon 2 |vye vy v, v,
cS, 03 Oxn 03 U, VU Uy u2

where (S4,5,,5;) =S = g& X B is the Poynting vector,
W=t (8 +*B?)
2

and
Oap = 0 (—sasﬁ — czB[,Bﬁ + Wéaﬁ)

15
6Qﬁ = { 0’

where a,8 = 1,2,3 and

if a=p
if «#p

(e1,82,83) = (ex,8y,8) = €
(B19B29 B3) = (Bx, Bys BZ) = B

The energy-momentum tensors @/ give us important in-
formation about the energy content of the surrounding space-
time of the material particle. Furthermore, they are related
with the gravitational and the electromagnetic interaction. As
we progress in our study however, it becomes evident that
there is information about the energy content and the proper-
ties of spacetime, that is not contained within the ®Y tensors.

to undertake the relevant calculations, but we have not deter-
mined quantitatively the rate at which they evolve, i.e. the
% and g—;’). In order to study the consequences of the self-
variations, we have to quantitatively determine these rates.

The quantitative determination of the selfvariations is
made on the basis of the total energy E; and the total mo-
mentum Pg emitted simultaneously in all directions, by the
material particle. The rest mass mg and the electric charge ¢
of the material particle vary according to the operators

0 i

—- ——E,
ot - h

V- iPs
h
where A is Planck’s constant, and 7 = % The law of selfvari-
ations expresses a continuous interaction between the mate-
rial particle and the generalized photons.

The partial contribution of an individual generalized pho-
ton to the law of selfvariations is determined by the percen-
tage-function ®@. Due to this, function ® has a fundamental
role in the energy content of the generalized photon.

The energy E and momentum P of the generalized photon
that is related to the selfvariation of the rest mass myg of the
material particle, are given by the equations

in omy 0D
E=p—" 90 5%
1 = ¥ W moow ot

C2
S L L WL

1— VU ymgcow ¢
c2

The equations that give the energy and momentum of the gen-
eralized photon that is related to the selfvariation of the elec-
tric charge of the material particle, are of similar form.

The energy E and the momentum P of the generalized
photon do not obey the simple relation
v

PzEg

That relation is a special case of the general relation

v  ihod
p=£— 22
¢z r s

ih 00
B rsind dw
The generalized photon determines the relation of the mate-
rial particle with the surrounding spacetime. Furthermore,
it is related with the energy content of spacetime and, hence,
with the very properties of spacetime. Because of this, a large
part of the study we present in the present edition concerns the
generalized photon and its properties. The resulting equations
contain an exceptionally large body of data and information.

76 Manousos E. Mass and Charge Selfvariation: A Common Underlying Cause for Quantum Phenomena and Cosmological Data



July, 2013

PROGRESS IN PHYSICS

Volume 3

Thus, we shall confine ourselves to a brief report for the struc-
ture and the properties of the generalized photon.

The generalized photon carries four energy-momentum
pairs, each of which transforms autonomously, independently
of the rest, according to Lorentz-Einstein. Two of these pairs
do not possess rest energy, do not depend on the distance r
from the material particle, are defined both on the material
particle and on the surrounding spacetime, while they do not
possess intrinsic angular momentum (spin). The other two
energy-momentum pairs have, respectively, rest energy

ch 00
i__

r 06

ch 62
“rsind dw’

Their energy and momentum are inversely proportional to the
distance r from the material particle, they are not defined on
the material particle but only on the surrounding spacetime,
while they possess intrinsic angular momentum (spin), given
respectively by
—ih
06
ih 00
siné dw"

The total intrinsic angular momentum S of the generalized
photon is given by relation

ih 00

sin d dw

i
as "

The intrinsic angular momentum of the generalized photon
exhibits some remarkable properties. The first is that it does
not depend on the distance r from the material particle, while
it is also defined on the material particle itself. Furthermore,

the component
., 0D

S, =ih £
in the direction of the velocity of the material particle, re-
mains invariant under the action of the Lorentz-Einstein trans-
formations and is, therefore, constant in all inertial reference
frames. Another property of the intrinsic angular momentum
of the generalized photon is that it does not vanish even if
we consider that the material particle is motionless. In other
words, the generalized photon carries intrinsic angular mo-
mentum even in the inertial reference frame in which the ma-
terial particle is at rest. In that sense, we can characterize
the intrinsic angular momentum of the generalized photon as
“rest angular momentum”. One final property, which is not
included in the present edition is the following: during the
interaction of the generalized photon with a material particle,
the variation AS of the angular momentum of the generalized
photon manifests a component along the direction of the vec-
tor ¥.

Of particular interest is the fact that the generalized pho-
ton, in its general version, implies the existence of rest energy
in the surrounding spacetime of the material particle. The ex-
istence of this energy results as a general consequence of the
equations of the theory of selfvariations.

We remind that the law of the selfvariations has been
stated on the basis of the total energy E and the total momen-
tum Py of the generalized photons emitted simultaneously and
in all directions by the material particle. We can easily prove
that between the energy E and the momentum Py the follow-
ing relation holds

u
P = E,—
S S‘Cz

where u = u(w) is the velocity of the material particle at the
moment of emission of the generalized photons. The energy
E, is always correlated with a rest energy Ey (Ey # 0) through
equation E; = yEy, where y = 11 = Therefore, in the en-
2

ergy E;, which results from the aggregation of the generalized
photons, a rest mass of % # 0is implicit. The law of selfvari-
ations expresses exactly the interaction between the rest mass
my of the material particle, and the rest mass % that results
from the aggregation of the generalized photons.

The physical object that results from the aggregation of
the generalized photons, always accompanies the material
particle. Because of this, we named it “accompanying par-
ticle”. The accompanying particle has rest mass %, while
in the part of spacetime it occupies it holds that dS? = 0.
The combination % #+ 0 and dS? = 0, leads to the conclu-
sion that the accompanying particle corresponds to an inter-
mediate state between “matter” (% # 0) and the “photon”
(dS? = 0). This intermediate state of matter is the cause of
quantum phenomena, and its prediction constitutes one of the
most important results of the theory of selfvariations.

In Nature, the system material particle-accompanying
particle exists and behaves as a “generalized particle” which
extends in a part of spacetime. The part of space occupied
by the generalized particle can be the point where the mate-
rial particle is located, or it can extend up to an infinite dis-
tance away from the material particle. In the part of spacetime
where the generalized particle extends, the trajectories and
velocities of the generalized photons are altered with respect
to the strictly defined trajectories and velocities presented in
Figure 1. There is an extreme case where the concepts of tra-
jectory and velocity of the generalized photon become mean-
ingless; they are not defined. The same is true for the trajec-
tory and velocity of the material particle in case it is located
in the part of spacetime occupied by the generalized parti-
cle. This prediction provides us with the basic idea about the
method we have to develop in order to study the generalized
particle.

One way in which to study the internal structure and phys-
ical properties of the generalized particle, is to eliminate the
velocity, which also represents the trajectory, from the equa-
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tions of the theory of selfvariations. This elimination of the
velocity can be accomplished in several ways. One is to intro-
duce into the equations of the theory of selfvariations the po-
tential energy U of the material particle. The resulting equa-
tion is the time-independent wave equation of Schrédinger

B 2my(e — U)‘I’.

2q _
VY = 7

The differential equations of the theory of selfvariations are of
first order. When we convert them to second order equations,
we can eliminate the velocity without having to introduce po-
tential energy, or any other physical quantity, into the equa-
tions. The elimination of velocity leads to the Klein-Gordon
equation. As a special case of the Klein-Gordon for my = 0,
we get the wave equation

OV
c2or?

=0

which appears in Maxwell’s theory of electromagnetism.

Observing the way in which we use Schrodinger’s opera-
tors in quantum mechanics, we realize that, what we are pri-
marily doing, is to eliminate the kinematic characteristics of
the material particle from the resulting differential equations.
Dirac does the same thing in the method he develops, in com-
bination, of course, with his additional assumptions, in order
to derive his eponymous equation.

In order to study the internal structure of the generalized
particle we have to answer specific questions. These ques-
tions, and more generally all the issues concerning the gen-
eralized particle, are completely different from the ones we
usually have to answer when we study physical reality.

The material particle can be located at any position in the
part of spacetime it occupies. Judging by the success of quan-
tum mechanics and by the high accuracy calculations it per-
mits, we conclude that statistical interpretation is one way
of studying the internal structure of the generalized particle.
However, the theory of selfvariations poses a question, the
answer to which, leads us to an unknown territory of physical
reality.

In order to study the internal structure of the generalized
particle we have to answer the question, how is the total rest
mass of the generalized particle distributed between the mate-
rial particle (mg) and the accompanying particle (%) During
the quantitative determination of this particular distribution,
the Schrodinger and Klein-Gordon equations show up, to-
gether with the wave equation of Maxwell’s electromagnetic
theory. In the part of spacetime occupied by the generalized
particle, an external cause suffices to shift the rest mass to-
wards either the material particle or the accompanying par-
ticle. In the first case, the generalized particle behaves as a
material particle, which moves on a defined trajectory, with
defined velocity, energy, etc. In the second case, the gener-
alized particle spreads in spacetime, while the consequences

of the aggregation of the generalized photons are intensified.
This is the phenomenon we observe in the double-slit experi-
ment.

The law of selfvariations results in the differential equa-
tion .

(m()c2 + lh@) =0
mo

the only unknown being the rest mass my of the material par-
ticles. This simple equation contains as information and ra-
tionalizes, the totality of the cosmological data within a Uni-
verse that is flat and static, with the exception of a very slight
variation of the fine structure constant predicted by the equa-
tions of the theory of selfvariations for observations at dis-
tances greater than 6 x 10° ly. The redshift z of a distant
astronomical object located at distance r is given by equation

1 —Aexp (— ]z)
R WY
“= 1-A

where k is a constant and A is a scalar parameter that obeys
the inequality

= <A<l

1+z
for every value of the redshift z. Therefore, the value of pa-
rameter A is close to 1, with A < 1. The distance r = r(z) of
a distant astronomical object as a function of the redshift z, is

given by equation

¢ | A
" n(A—z(l —A))'

In figure 2 we present the plot of the function r = r(z) for
A = 0.900,A = 0.950,A = 0.990,A = 0999 up to z = 5.
We observe that, as we increase the value of parameter A,
the curve tends to become a straight line. This result is not
accidental. It is proven that, for A — 17, function r = r(z)
gives Hubble’s law.

The energy E(z) which fuels the radiance of astronomical
objects, and which originates from the process of fusion, and
generally from the conversion of mass into energy, is smaller
than the corresponding energy E in our galaxy, according to
equation
1+z
Therefore, the intrinsic luminosity of the astronomical object
is lower than the standard luminosity we use. As a con-
sequence, the luminosity distance R we measure is in fact
greater than the real distance r of distant astronomical ob-
jects. The relevant calculations lead to equation

R=rV1+z

Consideration the arithmetic values of the parameters that
factor into function R = R(z), we obtain equation

R=5000zV1 +z

E(z) =
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Fig. 2: The plot r = r(z) of the distance of an astronomical object as
a function of redshift z, for A = 0.900,A = 0.950,A = 0.990,A =
0.999. As the value of the parameter A is increased, the curve r =
r(z) tends to a straight line.

where the luminosity distance R is given in Mpc. In figure 3
we present the plot of function R = R(z) up to z = 1.5.

Type 1, supernovae are cosmological objects for which
we can measure the luminosity distance at great distances.
At the end of the last century, these measurements were per-
formed by the independent scientific groups of Adam J. Riess
and Saul Perlmutter. The graph that results from those mea-
surements, exactly matches diagram in figure 3, which is the-
oretically predicted by the law of selfvariations. The con-
cept of dark energy was invented in order to justify the in-
consistency between the Standard Cosmological Model and
diagram in figure 3.

At cosmological scales, the rest mass m(r) with which
an astronomical object exerts gravitational action at distance
r from itself, is given by equation

0.001
1 — 0.999¢-2x107"r

where my is the laboratory value of the rest mass. The dis-
tance r is measured in Mpc.

For values of r of the order of kpc, it turns out that mgy =
mo(r). For r = 100 kpc we get my(r) = 0.99999 my. Con-
sequently, the strength of the gravitational interaction is not
affected on the scale of galactic distances. The selfvariations
do not affect the stability of the solar system and of galaxies.

On the contrary, at distances of the order of magnitude of
Mpc, a clearly smaller value of mass mg(r) compared to my,
is predicted. For r = 100 Mpc we get mo(r) = 0.98 my. For
even larger distances, the ratio m&—(r) becomes even smaller.
For an astronomical object located at a distance correspond-
ing to redshift z = 9, it is % = 0.1. The strength of the

mo(r) = my

redshift z

Fig. 3: The plot of the luminosity distance R of astronomical objects
as a function of the redshift z. The measurement of the luminosity
distances of type 1, supernova, confirms the theoretical prediction of
the law of selfvariations.

gravitational interaction exerted by an astronomical object
with z = 9 on our galaxy is just 10% of the expected. For
still greater distances, the gravitational interaction practically
vanishes. This is why gravity cannot play the role attributed
to it by the Standard Cosmological Model.

The Thomson scattering coefficient

87 ¢*
0= ———
3 m(z)c2

as well as the Klein-Nishina scattering coefficient

3 myc? ! 2F N 1
o==-0; nl—s |+ =
8 E mOC2 2

obtain different values, namely

oiry = 4O
3 mg(r)c2
and ,
3 mo(r)c 2E(r) 1
o(r)= gO‘T(V) E() [ln (mo(r)cz) + 5}

respectively, at distant astronomical objects. The mathemati-
cal calculations give

2

kr

1 -Aexp (——

o(r)  or c
- 1-A

o o
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At very large distances (r — o), and equivalently for the very
early Universe, we get

0(r > 00) o(r—o0) 1YV
o B o “li1-4/)-

Because of the inequality 1+ < A < 1 we see that A — 17
and, therefore, the Thomson and Klein-Nishina scattering co-
efficients obtain enormous values in the very early Universe.
Consequently, in its very early stages, the Universe went
through a phase during which it was opaque to electromag-
netic radiation. The cosmic microwave background radiation
originates from that period. The theory of selfvariations pre-
dicts that, in that phase, the temperature of the Universe was
slightly above 0 K. Furthermore, it predicts that the cosmic
microwave background radiation originates from the whole
extent of the space occupied by the Universe.

The ionization and excitation energy X,,(r) = X, (z) of the
atoms of distant astronomical objects differs from the labora-
tory value X, according to equation

X
1+z

Xu(2) =

This equation has consequences regarding the degree of ion-
ization of distant astronomical objects. In other words, the
redshift z affects the degree of ionization of atoms in distant
astronomical objects. Boltzmann’s formula

Nn gﬂ ( Xn )
D I exp (-
N g KT

gives the number of excited atoms N, that occupy the energy
level n on a stellar surface which is in thermodynamic equi-
librium. With X, we denote the excitation energy from the
ground energy level 1 to the energy level n, T denotes the tem-
perature of the stellar surface in Kelvins K = 1.38 x 10’23% is
Boltzmann’s constant, and g, is the degree of degeneracy of
energy level n (that is, the number of energy levels in which
the energy level n splits in a magnetic field). At distant astro-
nomical objects Boltzmann’s formula becomes

— = Zexpl-—+—].
N g PRI 12

From this equation it follows that the degree of ionization
at distant astronomical objects is greater than expected. The
mathematical calculations lead to the conclusion that the Uni-
verse went through a phase of ionization. The dependence
of the degree of ionization, as well as of the Thomson and
Klein-Nishina scattering coefficients, on the redshift z, de-
mands an overall re-evaluation of the electromagnetic spectra
we receive from distant astronomical objects.

The law of selfvariations correctly predicts the structures
in the Universe. It predicts the monstrous webs of matter in
between vast expanses of empty space which we observe with

current observational instruments. At smaller scales, it pre-
dicts galaxies and galactic clusters.

The theory of selfvariations also solves a fundamental
problem concerning physical reality, which the physical the-
ories of the last century were unable to solve: the arrow of
time is included within the equations of the theory of selfvari-
ations. The Universe comes from the vacuum and evolves to-
wards a particular direction defined by the selfvariations. As
mentioned earlier, at cosmological scales, all the equations
resulting from the law of selfvariations give at the limit, for
r — oo, that the initial form of the Universe only slightly dif-
fers from the vacuum at a temperature of 0 K. The origin of
matter from the vacuum, in combination with the principles
of conservation, with which the law of selfvariations agrees,
necessitate that the energy content of the Universe remains
zero. The selfvariations continually “remove” the Universe
from the state of the vacuum, while at the same time the Uni-
verse remains consistent with its origin.

In contrast to what happens at the macrocosm, the equa-
tions predict that in the laboratory the arrow of time does not
exist. This prediction definitively solves the problem with the
arrow of time.

A measure of the future evolution of the Universe is the
rate of increase of the redshift z predicted by the law of self-
variations. Substituting the arithmetic values of the parame-
ters into the corresponding equation, we get

z=27-63x10"year !

It is very characteristic the fact that one simple differential
equation, having as a unique unknown the rest mass, con-
tains as information, and at the same time justifies, the total-
ity of the cosmological data, as we observe and record them,
from the time of Hubble up to the present. Generally, the
equations of the theory of Selfvariations contain an extremely
large amount of data and information.

2 The study of the selfvariations for an arbitrarily
moving point particle

2.1 Introduction

In this article we present the fundamental study for the mathe-
matical background of the theory of selfvariations. We prove
a set of equations which permits us the following: We can
represent in the surrounding spacetime of a material particle
any kinematic characteristic which concerns the material par-
ticle. At every point of spacetime, the velocity, the accelera-
tion, the tangent vector, the curvature and the torsion of the
trajectory of the material particle can be mapped in a one-to-
one correspondence. This mapping allows us to take the next
step: we exactly determine the contribution of the material
particle to the energy content of the surrounding spacetime.
What emerges is a continuous interaction of every material
particle with the surrounding spacetime. The equations are
proven for a material point particle in arbitrary motion. We
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present a more general statement of the equations in the para-
graph 8.

2.2 Arbitrarily moving material point particle

The theory of selfvariations is based upon two hypotheses
which are taken as axioms.

a) The rest mass and the electric charge of the material
particles increase slightly with the passage of time. We shall
call this increase “selfvariations”.

b) The consequences of the selfvariations propagate
within the four-dimensional spacetime with a vanishing four-
dimensional arc length:

ds? = 0.

In an inertial frame of reference, according to the second
postulate, the velocity of propagation of the selfvariations re-
mains constant as a vector

Uy
v = |y, | = constant. €Y)
Uz
This vector has magnitude
vl = fv2 + UZ +vl=c. 2)

The selfvariations cause energy changes to every mate-
rial particle and, as a consequence, energy, linear momen-
tum and angular momentum propagate into the surrounding
spacetime.

We shall later call the carrier of this energy, “generalized
photon”. Initially, we will refer to the generalized photon as a
signal emitted by the material particle, moving with velocity
v, and, as our study advances, its properties as a real physical
object will be revealed.

We consider an inertial frame of reference S (0, x,y, z, 1)
and a material point particle moving with velocity u as de-
picted in figure 4.

At moment ¢, when the particle is located at point

P(xp(t), yp(t)’ Zp(t)a D,

the rest mass mg and the electric charge g of the particle
act at point A(x, y, z, ) with the value they had at time Ar =
@ = £, when the material particle was located at E(x,(t - 7),
Yp(t = %), zp(t = £),t = L). During the time interval At = £ the
material particle moved from point E to point P, while the
generalized photon moved from point E to point A. We now

denote
r

w=t—-. 3)

c

Hence, the coordinates of E are
E(xp(w), yp(w), zp(w), w). @)

z A(xyzt)
r

(W), 1o (W), (W) W) E u(w)
POt % ().2:(8).9)
u()

(W)
% ()

0(0,0,0,) X

Fig. 4: Material point particle in arbitrary motion. As the
material particle moves from point E(x,(w),y,(w), z,(w), w) to
point P(x,(1), y,(t),z,(1), 1), a generalized photon moves from point
E(xp(w), y,(w), z,(w), w) to point A(x,y,z,t).

The vector r = EA of figure 4 is given by

B B Xp(w)
r=EA=|y-yp(w) (5)
z—zp(w)

The velocity of propagation of the selfvariations v is given by

x = xp(w)
v=-r=-|y—y,(w]. (6)
r
z—zp(w)

Here,

r=|irl = \/(x — ) + (v - gw) + (- zw). D

The velocity u = u(w) of the material particle at point E,
where it emitted the generalized photon, is

dxp(w)
dw

dyp(w)
dw |

de(w)
dw

®)

u=ulw) =

From equation (7) we have

or ) 1 d.x,;(w) ow
% = % [2 ((x = xp(w)) (_ dw E))]
) dy,(w) dw
o5 [2 ((y ~ yp(w)) (_ dw E))]

1 dz,(w) ow
" [2 (<Z‘ZP<“’>> (‘WE))
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Taking into account equations (5) and (6) we have
or w
a = W

And with equation (3) we get

or 1 or
a = )(I‘E)

Taking into consideration that f = %,
(6) we obtain

as deduced by equation

Q v-u ] or
or c

- o

and finally
or v-u

- = 9
ot (1 _ u) ©)
o2
where u = u(w) and v - w = u,u, + uyu, + uu,.

Similarly, starting from equation (7) and differentiating
with respect to x, y, z we get

or
ox
or 1 v
Vr=|—|= —. 10
"lay|T v {10
or c?
0z
From equation (3) we obtain initially
ow 1
i ﬁ (11
-
Similarly, from equation (3) we have
Y = V(t— f) -1y,
c c
and, in combination with equation (10), we get
Vuw = ! 12
w = —mv. ( )
1= Q5
c

From equation (7) and after differentiating with respect to
x, we get

or 1 O0xp(w)
w - o [Z(x - x,(w)) (1 T Tax )] -
[(y Yp(w)) Wy )]

0
—i [2<z () Z”(w)]

Equivalently,
or 1 dx,(w) dw
e ot
d.l/p(w) ow
-= [(y !/p(w))( Bx)]
dz,(w) dw
T [(Z B Zp(w))( dw 5)]
and also,
2_” _ X = xp(w) 1 ow [(x xp(w) (dxp(w) )]
x r
1 ow .'/p( w)

d
) + - z,,(w))( Z”;w) )] .

i [(y - yp(w))( I

Taking into account equations (8) and (6) we arrive at

or v, _v-u ow
ax ¢ c Ox
and substituting
ow___w
0x cz(l_v-zu)z
C
as inferred from equation (12), we finally obtain
or 1
R TATIC (13)
(1)
c

Following the same procedure differentiating with respect
to y and z, we finally have

1 v
v-u
(1_ c2)

Differentiating with respect to time 7, we obtain from
equation (5)

Vr = (14)

0x,(w) dx,,(w) ow
o dw o1
(9_1‘ _ 3yp(w) _ dyp(w) ow
o | o | | dw ar|
0xp(w) dxp(w) ow
o dw at
Taking into consideration equation (8) g—f = %‘f u, and in

combination with equation (11), we finally get

or 1
=——u

ot v-u
(1_ cz)

5)

From equation (6) we successively obtain

vU=-r
r
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ov _ ¢ (9rr N cor where,
o r2ot r ot ov, Ov, Ov,
ov 10r cor ox 0y 0z
o Ll (16) ov, Ov, O,
ot rat r ot graddv=|— — —
L o . ox Jdy 0z
taking into account that v = “r. Substituting into equation du. Ou, v,
(16) the quantity ‘3—;, from equation (9), and ‘;—‘;, from (15), we ox 6_y 5{
finally obtain relation
1 0 0
ol _
o _ (" “) v—ul. (17) =0 1 0
ot (1 _ 0 0 1
c?
] ) a1 ;B a3p
Starting from equation (6) we get a@B =B @b abl. Q1)
a1 Py asfs

C
w=;u—%WD

This holds for any two arbitrary vectors

(22)

(23)

and differentiating with respect to x we get o
1 1
Ouy c or O0xp(w) o= ‘cxz and B = LZ}
g = rz a (x )Cp(w)) + - (1 - ax a3 3
duy,  cor { dxp(w) dw We now have Vv = %”‘ + %U” + a_ and from equations (19)
i r R R U e o we get
Since dx(;‘iw) = u,, as arises from equation (8), we have Vo = 3¢ N vy — vy) + vy (uy — vy) + v (u, — v
that Ouy ¢ Or ow ’ cr (1 - vc.zu)
i = ) o —(x = x,(w)) + 1- uxa
Uy + Uity + — (R + 2 +0?
and considering that £ = —ﬁvx from equation (13), and Vv = 3¢ " Unlla T Uylly T Vel (U" % UZ)
, v-u
that % = 62(11%)1& from equation (12), we get Cr(l T2 )
and since v} + v + 02 = ¢* and v, + vyt + vcit; = U -, We
2 . see that
aU"z_#Jrf |4 Uxtlx 3¢ v-u-c?
ox v-u r v-u Vv= — 4 ———
- 21222 v-u
cr(l ) c (1 ) r
c? ¢ (1 S )
and finally 5 Finally, we arrive at relation
Uy — E Ux(ux - Ux) . (18)
ox r v-u _2c
cr|\l-— Vv=—.
c r
Working similarly, we finally obtain Now, we consider the curl of vector v
< Uiiu, _uv-iu , for i=j dv, Iy,
o, cr( - —2) 0x 0z
s ¢ (19) v, .
0x; (Ui = v; for i% i Vxv=curlv= -—1.
cr(l - 7) c')vy Ouy
Ax oy

where 7, j = 1,2,3 and (x1, x2, x3) = (X, ¥, 2).

Equations (19) can be summarized in equation [1-3]

Taking into account equations (19) we obtain

(20) Vxv=curlv=
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where, 5
vu; = vy Qi WP o123 31)
vXu=|vu— v, Ox; 62(1_U.u)
Uxlly — Uylly c?
h = d
We now consider the acceleration vector where (x1, 3, %3) = (¥,4,2), an
1
dux(w) grade = -—————— Zeb. (32)
dw c (1 _ _2) C
du(w) duy(w c
a=aw) = o ;—() (25) The equations of this paragraph express the fact that in
Ju L(Uw) every inertial reference frame the velocity v of the selfvaria-
dz— tions remains constant as a vector with magnitude |[v|| = c.
w

of the material particle at the moment w, located at point E of
figure 4. We have that

ou, Ou,(w) du,(w)ow ow
= = — = Qy——
ot ot dw Ot ot
and since, from equation (11), it is % = 17',%2.,, we get a{;‘; =
]i’%u . Working similarly for the differentials % and %, we
get
ou
— = ———qQ. (26)
o ,_vu

c2

For the differentiation of the velocity u = u(w) with re-
spect to x, y, z we initially get

ou, Ou(w) du(w)ow ow
= = — = Q.
Ox Ox dw Ox “ox
. . . l‘)w _ Uy
Similarly, from equation (12) we have that 5% = ————

Ux @y
cz(l—L;) ’

Working simila}ly we finally obtain

hence % = -
X

ou; vja; ..
B S ,j=1,2,3. 27
el 7
Al - —
2
Here we use the notation (x1, x2, x3) = (x,y,2) .
From equation (27) we obtain
1 v
gradu = _ﬁ_ ®u. (28)
r(l - —2) ¢
c
We now consider the vector
d
b = b(w) = 2@ (29)

dw

Working as we did in order to prove equations (17), (26)
and (27), we arrive at relations

oa 1

ot ., v-ua
- =—=
o2

b (30)

It can easily be proven that all the equations are consistent
with the Lorentz-Einstein transformations, as we pass from
one inertial reference frame to another. The equations we
have proven are fundamental for the theory of selfvariations.
As we advance our study, we will find that they allow us to
correlate any physical quantity defined on the material par-
ticle, with any physical quantity defined on the surrounding
spacetime. Using the concept of information, we can cor-
relate any information concerning the material particle with
any information concerning the surrounding spacetime. Part
of this information are the potential fields, while the quantum
phenomena arise spontaneously.

2.3 The trigonometric form of the velocity of
selfvariations

Starting from equation (2) we get “%“ = 1 for every iner-
tial reference frame. We express the unit vector ¥ into the

trigonometric form

where 6 = d(x,y,z,t) and w = w(x,y,zt) are functions of
the coordinates x,y,z,¢ in an inertial frame of reference
SO, x,y,2z,1).

From equation (33) we see that

Ccos o
sin 0 cos w
sin 0 sin w

ol

(33)

o |F o & |F

Y _ coso = zel (34a)
c c
v
4 =sindcosw = geg (34b)
C C
Y _ sind sinw = ge3 (34¢)
Cc C
where
1 0 0
e1=fc= 0 . ez=g= 1 . e3=2= 0
0 0 1
We now consider the vectors
—sind
B =| cosdcosw 35)
cos d sin w
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and
0 0 0 0
y=| —sinw |. (36) V~(2): — (cos 8) +— (sin & cos ) +— (sin d sinw) =
COS W c] Ox Jy 0z

It is easily proven that the set of vectors {%, 8, y} form a
right-handed orthonormal vector basis which is defined at ev-
ery point A of figure 4. Furthermore, the following relations

hold: P
v
% (z) =#

% (g) = sindy
op v
5=
B
dw
dy
85
dy
dw
Differentiating the vectors %, 8,y with respect to x, y, z, t

c’

we obtain the following equations:

(37)

= —sinég —cosop
c

V~(§)=,B~V5+sin6'y-Va) (384)
0 (v\ 06 ow
Z(Z)== iné— b
6t(c) 8t'3+sm66t7 (38b)
Vx Z=Vsx B +sinsVw®y (38¢)
c
grad g:Vé @B +sindVw 7y (38d)
v
V-B=—-——V§+cosdy-Vw (39a)
c

B d0 v ow
rz__ZZ — b
o o +c0568t'y (39b)
VxB =2 x Vs - cosy x Vo (39¢)

c

gradB=-V6® g +cosoVw ®y (394d)
Voy= —sinéng—coséﬂ-Vw (40a)

oy . Owv ow
——=-—sind—— —cosd— 40b
ot o ot c o8 61‘6 (40b)
V><)/=sin62 X Vw + cosof X Vw (40c)

c

grad y = —sin6Vw ® g —cosoVw ® . (40d)

We prove indicatively equation (38)(a). The rest of the
equations are proven along similar lines. Taking into account
equation (33) we get

) 00 06 .
—sind— + cosSd— CoS w + cosSd— Sin w
ox oy 0z

0 0
+0- sinésina)—w + sinécosw—w
dy 0z

and considering equations (35) and (36), as well as relations

15} ow
Ox dx
Vs = 9 , Vo = dw
oy oy
15}) ow
dz Bz

we finally obtain

V-(g):ﬂ-V6+sin67-w.

c

We now expand the vector of velocity u =
respect to the vector basis {7, B, y} as

u (w) with

u=u@ =u? rwpruy =(u-2) @ ppra-y
C c/ ¢

and combining with equations (17) we get

9 (4)- ;vu) [ME_(ug) @) -y

ot \c r(]_7 ¢ ¢
0 1
E(E) = ————[W-BB+@-y)y].

C v-u
==
r( c2

Considering equations (38)(b) we get

06 . Ow 1
5B Hsind—ory = —(—v,u) [-B)B+u-y)7]
r 1——2
c
and finally
00 u-p
o s [ vm @D
(l_ c? )
.0 u-y
smé(9 = v 42)
(-
c

because of the linear independence of the vectors 8 and y.
‘We now write vectors Vo and Vw as a linear combination
of vectors % B.y.

Vo= +KB+ Ly (43)
C
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Vo = b= + MB+ Ny. (44)

We combine equations (17) and (20), and get relation

“Jo-ul+

0

e e [

r(1
c

U®(u—v) v=

v
p m(;@(u—v))v.
o2
Using the identity
(@@P)c=(x-c)p (45)

which holds for every set of vectors @, 8, ¢, we see that

2 (%) 4 (eraa 2)u -
ot \c gra c v=

r(l _IM) [(vc.gu)v—u] + %v+@(u—u) -

c? c?
1 v-u 1 1
vt-v—-—v =
v-u (cz) r v-u
r(l— c? ) r(l— c? )
1 v-u v-u
( U‘”)[( c? )+(1_ c? )_I]U:O'
r(l - ——
o2

That is,

0 (v v

2(¥) + (grad —) - 0. 46
i () (e 5 o)
Into equation (45) we replace g (IL—’) from equation (38)(b),
and grad ¥ from equation (38)(d), and obtain

ow

%ﬁ + sind %

y+(V6Q@B+sinsVw®y)v =0.

Using the identity (45) we get

w

%,B + sind £

y+@-Vo)B+sind(v-Vw)y =0

and due to the linear independence of the vectors 8 and y we
see that

09
E+U-V6—O an
ow
& v Vw=0. 4
8t+v w=0 (48)

Combining equations (47) and (43) we obtain

)
—+4=0
8t+1
R
YT e

Through equation (41) we have that
_uwB
(1-7)
and replacing into equation (43) we get
_uwB
(-7

Performing the corresponding combinations, we arrive at
equation

A =

V5 = Y KB+ Ly. (49)
C

Vo= ——Y 2 MB+Ny. (50)
sin 6r(1 - —2) ¢
c
We shall now prove that K = %, L=0,M=0,N= ﬁ,
hence equations (49) and (50) obtain their final form
u-f v 1
rfl - —
2
u-y v 1
Vo = vzt o 57" (52)
sin6r(1 ——2)C rsm
c

We will prove that K = %, L = 0. In a similar manner we
can also calculate the factors M, N. From equation (34)(a) we
successively obtain

v
cosd = —
¢

— Sin6Ve = v(ﬁ).
c
We calculate V (UT) from equations (19), hence we have

1 x — Ux
—sinéVé = —e; — T Y
r

v-u
1__)0
r( c?
1
wheree; =| 0 |.

0
We take the inner product of equation (53) with vector 8
and obtain

(53)

1
—singB-Vo = —e; - B.
r

86 Manousos E. Mass and Charge Selfvariation: A Common Underlying Cause for Quantum Phenomena and Cosmological Data



July, 2013

PROGRESS IN PHYSICS

Volume 3

From equation (49) we have - V6 = K, hence we have
) 1
—sindK = —e; - .
r
From equation (35) we obtain
e - =—siné.

Therefore,
. 1 .
—sindK = — (—sind).
r

Finally, we obtain

1
K=-.
r

We take the inner product of equation (53) with vector y
and obtain

1
—sindy - Vo = —e; - y.
r

From equation (49) it holds that y - Vé = L, hence
) 1
—sindL = —e; - y.
r

From equation (36) we see that e; - y = 0, therefore
—sindL = 0, and finally L = 0.

The equations of this paragraph promote the theory of
selfvariations considerably, and their fundamental character
will become obvious as our study continues. One first fun-
damental conclusion emerges from equations (47) and (48).
The functions 6 = 6 (x,y,z,1) and w = w (¥, y, z, t) remain in-
variable on the trajectory of the generalized photon. Through
equations (33), (35) and (36) we conclude that the vector ba-
sis {Z, 8,7} accompanies without change, that is remaining
constant, the motion of the generalized photon. We can, of
course, straightforwardly prove that

J (v v
51 (5)+{emaa Z)o =0

0,

6—? +(grad B)v =0
0
(’)_}t/ +(grad y)v =0

by combining equations (38), (39) and (40) with equations

(51) and (52).

(54)

2.4 The generalized photon as a geometric object.
Representation of the trajectory of a material point
particle

In the present paragraph we shall look for points A; in the
neighborhood of point A (x, y, z, ) of figure 4, for which the
velocity of the generalized photon is the same with the ve-
locity at point A (x, y, z, ) at the same moment 7. We use the
notation

—>
AA; = dR (GR)

and we search for points A;, i.e. vector dR, such that

v(R+dR,t) =v(R,1). (56)

According to equations (33), equation (56) is equivalent
to the relations

S (R+dR,1) = 6 (R, 1) (57)

and

w(R+dR, 1) =w(R,1). (58)

After expanding the functions ¢ (R, f) and w (R, f) in Tay-
lor series up to the first order terms, we obtain

0 (R+dR,t) =6 (R, 1) +dR - V¢
w(R+dR, 1) =w(R,)) +dR - Vw.

Through equations (57) and (58) we have that

dR-V5=0 (59)

dR-Vw = 0. (60)

Combining equations (51) and (52) we obtain

t=Vo X sinoVw =
u-p v u-y
= F y+—a
v-u v-u
2(1 = ¢ 2(1 = d
r(l c2 ) r(l c? )
B u-f u-y v
2(p MYy v
" 2 2

taking into account that the set of the vectors {%, B,v} form a
right-handed orthonormal vector basis. We now have

v 1
,Bx;+ﬁﬂ><y=

1v

ﬁ_

r2c

e (e b U
o2
t= A _lu) [g (%) (E 8- (G "’)7]
o2
and from equation (41) we get
‘= ! (g—%)¢& 61)

2 ( 1 v- u)
c

According to equations (59) and (60) the vector dR is par-
allel to the vector ¢ # 0, hence we finally arrive at relation

dR”(E_‘_‘)
c c

Thus, we conclude that points A and A;, at which the gen-
eralized photon moves with the same velocity v, are arranged
parallel to the vector ¥ — . This conclusion is the result of
a more general theorem, which we present in the paragraph

(62)
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P

Fig. 5: A material point particle moves from point E to point P on
the curved trajectory C), in the time interval from w = ¢ — £ to 7. The
generalized photons emitted by the material particle with the same
velocity v, in the time interval At = t —w = %, are on curve C at

Pt
moment 7.

8. For the case of a material point particle the theorem gives
relation (62).

In figure 4 and for the time interval from ¢ — g to t, i.e. for
t—*% < w < t, the generalized photons emitted by the material
point particle reside within a sphere with center

£fole- Dl D)l -0

and radius r = ||r||. During the same time interval the material
particle moved from point E to point P (x,,(t), yp(1), 2p(1), t).

We now consider a point E; in the neighborhood of point
E and on the trajectory C, of the material particle as it moves
from point E to point P, from which point E; was emitted the
generalized photon which at moment ¢ is located at point A;,
as depicted in figure 5.

Point E; has coordinates

r/ r/ r/ r/
E; Xp l‘—? »Yp l‘—? »Zp l‘—? ,l—? ,

where v = ¢r = <r'.
r r

The points E, P, A appear in figure 4 as well as in figure 5,
while the points E; and A; are shown in figure 5.

For the vector EL = dr we have, according to figure 5

dr:—(r—r')(g—z). (63)
c c

For the time interval dw, during which the material parti-
cle moved from point E to point E;, it is

dw:(t—r—’)—(t—r)= f—r—’,
c c c c
therefore from equation (63) we obtain

ZZ,-:dr:—cdw(E—E). (64)
c c

In figure 5 we consider curve C which includes all the
generalized photons emitted by the material particle during
the time interval from w = 7 — £ to ¢ towards a particular
direction % that is, with the same velocity v.

We now consider the tangent vector ¢ [4] of the curve C at
point A

u v
dr c ¢ u-v
= — = = (65)
lldrll  jju _ Y| -l
c ¢

as follows from equation (64). For the three-dimensional arc
length dS of curve C at point A we obtain from equation (64)
dS = ||dr|| = dwllu — v||. (66)

Now, we calculate the curvature k£ and the torsion 7 of
curve C at point A. First, we calculate the curvature vector k

dt dt 1 d -
=22 = (222 e
ds dwlu-vl |lu-vldw\lu-uv|
Taking into account that Z—Z =0, j—:} =aand |u-v| =

V2 +u? -2 (v - u), we calculate the vector

n_i_(u—v)x[ax(u—v)]
Skl e -vlll@-v)xell

(68)

Combining equations (65) and (68), we calculate vector
b = t X n appearing in the Frenet formulas:

uw-vyxXa
b= ——F—. 69
lw—v)xal 69)

88 Manousos E. Mass and Charge Selfvariation: A Common Underlying Cause for Quantum Phenomena and Cosmological Data



July, 2013 PROGRESS IN PHYSICS Volume 3
We remind that the Frenet equations . (u % da )
dw
dt T = Il (79)
as - " " NP P — - )?
dn Comparing equations (65), (68), (69), (71) and (72) for
5 —kt+1h (70) curve C, with equations (73), (76), (77), (78) and (79) for
db curve C,, we arrive at the following theorem:
— =-Tn
ds

uniquely determine the curve C. Having calculated vectors
t,n,b we now determine the curvature k and the torsion T
of curve C from equations (70). After the necessary calcula-
tions, we obtain

i Nl — vl el — [er- @ - )

(71)
llu — vl?
@ [(u —v) X d_a'
dw ’
= lu—vl*. (72

el llu = vI* = [(u - v) - a]?

We repeat the same procedure deriving vectors ¢, k, and
b, at point E of the curve C, of the material particle. For

|lze]| # O it is
u

t,=— (73)
P ]
while the three-dimensional arc length is
ds , = |lull dw. (74)
The curvature vector k), is given by
dt, 1 d ( u ) 1% u-a)
= —— = - —u
Pods,  lulidw\ll)
and finally,
u X (@ xXu)
= —— (75)
‘ e
From equation (75) we get for vector n,
0 = k, =u><(a/><u) (76)
P ]l Tl x u
From equations (73) and (76) we get vector
b,=t,xn,
uxa
b, = . a7
P e x ]

From the Frenet formulas (70) for curve C,, we get for
the curvature k, and the torsion 7,:

_ Vel el - - @)?

3
leel|

) (78)

Theorem 1. Trajectory representation theorem.
For every direction % the following hold:

1. The map f : u — u — v maps the trajectory C, of
the material particle to the curve C of the generalized
photons moving with velocity v

I (tp,np,bp,kp,‘rp) - (t,n bk 7).

2. The map f~' : u —v — u maps the curve C of the
generalized photons moving with velocity v to the curve
C, of the material particle:

b k) o (,my, by, k7).

According to the theorem (1), if we know the position
P (x,y, z,t) of the material particle at moment ¢ and the trajec-
tory C, at some past time, we can determine the distribution
of the generalized photons the material particle has emitted in
this specific past time. We know exactly how each kinematic
characteristic of the material particle maps to its surrounding
spacetime.

2.5 The fundamental mathematical theorem

The interaction of the material point particle with the sur-
rounding spacetime depends on the following four parame-
ters:

e The moment w = ¢ — % of emission of the general-
ized photon by the material particle. All the physical
quantities, such as the rest mass, the electric charge,
the velocity # = u (w) and the acceleration @ = a (w)
of the material particle depend upon the moment w of
the emission of the generalized photon.

e The distance r = ||r|| of the arbitrary point A (x, y, z, 1),
as depicted in figure 4, from the point of emission

E ()Cp (LU) »Yp (w) »Zp (w) P w)

of the generalized photon.
e The direction in space, i.e. the functions 6 = 6 (x, y, z, 1)
and w = w(x,y,z,1).

In this paragraph we will prove the fundamental equations
concerning these four parameters.

Initially we prove that the vectors Vw, V§ and Vw are
linearly independent. Let us suppose that

A Vw+ ,V6 + 3Vw =0,41, 45,4, €R.
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Taking into account equations (12), (51) and (52), we ob-
tain

1 v u-p v 1
“h e e T o A
C(l_ c? ) r(l— c? )
1 u-y v 1 _
+ s . v-u ;+rsin67 B
51n6r(1——2)
c

From the linear independence of the vectors g, B,y we
see that

-1 .
—1+/12M+/13 ,7 =
c r rsino
L

-
A3 B
rsing

Finally, we have A; = A, = A3 = 0. Therefore the vectors
Vw, V§, Vw are linearly independent.

‘We now focus our attention on the variation of the quanti-
ties w, 6, w and r on the trajectory of the material particle and
on the trajectory of the generalized photon. The following
two theorems hold:

Theorem 2.
0
a—lf+u~Vw=1 (80a)
)
—+u-Vo=0 80b
Fri (80b)
0
a—(;)+u~Vw=O (80c)
0
—:+uVr=O (80d)
Theorem 3.
(Z—If+v Vw=0 (81a)
06
— +v-V6=0 81b
o Y (81b)
0
a—‘;’w Vo =0 8lc)
or v
—+—-Vr= 81d
cot ’ (81d)
From equations (11) and (12) we have
{ v-u
ow 1 v-u )
E+H-Vw=1 v u ; U :1 TRET) =1
e ¢ (1_ c? ) 2
ow 1 4§
E+U'VUJ— TR T =0.
-
c c?

From equations (41) and (51) we have

3 +uVé = r(lu_.fc;zu)+u r(l(li'%)c_l;+%ﬁ

___up Ples) u.p
(-5 )

) (lliii—f) [+ 752 =0

= R

___uB (u-B) w v-pB_
-5 0T

since |[v]> = 2 and v - B = 0.

Similarly, starting from equations (42) and (52) we arrive
at equations (80)(c) and (81)(c).

From equations (9) and (10) we get

or u v-u u 1 v
— + -Vr=- + —1=0
cot ¢ Y PR AN B AL
c? c?
or vV v-u N 1 v
R —Vr =- — — | =
ot ¢ 2( v u) cl{_ VU
21 - — 1
2 o2
_ v-u 1 _
- v-u vou "
21 %
‘ (1 c2) c?

With the aid of the above theorems we can prove the fol-
lowing fundamental theorem:

Theorem 4. The Fundamental Mathematical Theorem. For
every function f = f(w, 6, w, r) the following hold:

A)
0 0
a—{ +u-Vf= % (82)
0 (,v v vof
5y (77) + (araa (£ ) = 250 (83)
d 0
=B + (d (B)u = BT (&)
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since %—Jf +u-Vf = %, according to equation (82) and fur-

9 () + (erad (ty)u =y o (85) thermore
ot ow P
) a,(") [eraa Ju -
of _of . Ow .
Ey +v Vf—car (86) atﬂ+sm66t7+(V6®,B+sméVw@y)u
according to equations (38)(b),(d). Hence we obtain
%(f2)+ (grad(fg))v vg—f 87)
C r

0 (v

0 af at ( ) (grad )

% (fB) + (grad (Ip)) v = 'Ba_ (88) 96 dw
t r —/3+sin5§y+(u-Vé)ﬁ+sin5(u-vw)y=

J of
E(fy)+(grad(f‘y))v=75. (89) (?;+u V6)ﬂ+sm6(aa— +u- Vw)y 0

We prove equations (82), (83) and (86). The rest of the
equations of the fundamental mathematical theorem are
proven similarly. For the proof of equation (82) we have

according to equations (80)(b),(c).
The proof of equation (86) goes as follows:

%+ Vf—ﬂa_w+ﬁ6_6+ﬁa_w+%a_r a—f-f-U-Vf:a—fa—w-f—a—f@.ya_fa_w a_fg
ot T owdt 950t dw o Or ot ot Owdt 950t Ow dt I it
_f 6_fV5 a_fv +a_fv ( fV6+6—fV +a—er)
ow 6 dw or ow ow or

af (36
Of (9w of (% ——f( )+—(—+ V6)
" ow (6 Vw)+aa o T Vo P 35\
af (or
| = Vo N It
+0 (6 T )+0r(at+ VV) 60) 61 or \ ot

.. . . Taking in nsideration ions (81
and taking into account equations (80) we obtain aking into consideration equations (81) we get

of (9f
af af +v-Vf=
— 4+ .Vf= —,
Il o “or
L . which is equation (86).
which is equation (82). . ) ) An immediate consequence of the theorem (4) is the fol-
In order to prove equation (83) we use the identity lowing lemma:
_ For every vector function F = F (w, 6, w, r) the following
grad (fa) = Vf® @ + f grad @ (90) relations hold:
which holds for every vector @ and scalar function f. We can oF oF
now prove equation (83) as: or +(grad F) -u = ow oD
0 oF oF
E (fv) (grad( ))uz E+(gradF)v:cE. (92)
ofv v The proof is done by writing the vector function F in the
e fat ( ) (f grad Tvie s ) form
Using identity (45) (@ ® b) ¢ = (@ - ¢) b we obtain F=F (w6 w,r v +Fy(w,6,w,r)B+ FsW,6,w, 1y
c
0 f v v v d Ivine the th
-+ f= ( ) (fgrad )u+(u-Vf)—: and applying the theorem.
ot ot ¢ The fundamental mathematical theorem determines the
of v v 0 (v q? variation of any scalar, vectorial and tensorial physical quan-
or tu-Vf|-+f ot ( ) (gra ) tity, both as defined on the material particle, as well as on the
af v surrounding spacetime. Of special interest are the applica-
Jw e tions of this theorem for the variations of the rest mass, the
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electric charge, the energy, the linear momentum, the angular
momentum, and any other conserved physical quantity, for
the system “material particle-generalized photon”. The fun-
damental theorem allows us to correlate the variations that
take place on the material particle with the corresponding
variations that take place in the surrounding spacetime.

2.6 The properties of the vector basis %, 8,y

The properties of the right-handed orthonormal vector basis
{2,B,y} are given by equations (38), (39) and (40). In these
equations we already know their second parts from the study
conducted in the preceding paragraphs. Thus, we can express
them in a simpler form.

The first of equations (38), (39) and (40) can be written
as:

(2)-2

R —cr(lu_'%) . ::;% (94)
ey Y

Voy Cr(l_%). (95)

Equation (93) results directly from equation (22). But we
can also prove it in a different way, starting from the first of
equations (38)

V-(g)zﬁ-V6+sin5y-Va).
C
With the help of equations (51) and (52) we obtain
1 1 2
V- (E) = — 4+ - = —
& r r r

taking into account that the set of the vectors {%, B,y} form a
right-handed, orthonormal vector basis.
From the first of equations (39) we obtain

V-g= —EV6+c0s6y'Vw.
c

Through equations (51) and (52) we get
u-pg cos o

cr(l B U‘M) rsing’
2

V-B=-

From the first of equations (40) we have that
Viy=- sin 62 Ve — cos 0B - V.
¢

Using equation (52) we see that
u-y
[ZER7AN
cr(l -z )
Accordingly we can write in a simpler form the rest of the

equations (38), (39) and (40), whenever it is demanded by the
mathematical calculations performed.

Vey=-

2.7 List of auxiliary equations

We prove the following auxiliary equations:

6(':%'”) = v-uy _UC_2ZZ (96)
1—7 C3l”(l——C2 )
. 2— .
O PR AL S O b CAL) RS
2fp VM r erf1- 2% ¢
¢ c? c2
8(0-0): v-b‘ V-uwv-o)-Ew-a) 98)
ot 1 v-u v-u
(-5
v-b c u-a-v-a
Vv -a)=- —v+ -+ ————v (99)
c2(1——v u) r cr(l——v u)
2 c?
where @ = a (w) = % and b = b (w) = % and u? = ||ul]*.
Indeed, it holds that
o) v
o o ot
owew_ v ou w
o ot ow ot
Through equations (25) and (11) we obtain
6(vou)_u8_v+ v-a
o o v
2
c
With the help of equation (17) we get
(- u) c [(v~u)2 ) v-a
= —u"|+
ot v-u C2 l_v-u
r(l— c? ) c?

and performing the necessary algebraic transformations we
obtain equation (96).
In order to prove equation (97) we start from the identity

V- u)= (gradTv)u + (gradTu) v

where grad”v and grad”u are the transpose matrices of grad v
and grad u.
From equations (20) and (28) we obtain

T
V(v~u): EI+W2®(ZJ—0) u—
r r(l— . )c
C
1 v r
T o (Z®0’) v
o(1-7F)
C
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T z
1
V- -u)= EI+ (u—v)®z u— v
v-u c
(1-7)
c
L (o)
1 v-u c Axy.z.1)
2 7R
Using identity (45) we get
y
c u-w-v) wv v-a v
V(v-u)—;u+ v o RIS
r(l— c? ) C(l_ c2 )
5 I
which is equation (97). We can similarly prove equations (98) 00,001 E P(ut,0,0,9) X

and (99). In order to prove the last equation we use equation
(32), in exactly the same manner we used equation (28). In
the same way, we can prove corresponding equations for all
of the inner products such as v - b, u - @ etc., that appear in the
equations of the theory of selfvariations.

3 The study of the selfvariations for a material point
particle moving with constant speed

3.1 Introduction

In this paragraph we present the study of the selfvariations for
a material point particle moving with constant speed. This
study was regarded as necessary for two reasons. The first
is that constant-speed motion is the simplest possible and,
therefore, we are studying the consequences of the selfvari-
ations in their simplest version. The second reason is that ar-
bitrary motion can be considered as a multitude of successive
constant-speed motions.

By studying the constant-speed motion of a material par-
ticle we can derive the Lorentz-Einstein transformations for
the physical quantities w, 6, w, r that appear in the equations
of the theory of selfvariations. Of special interest is the trans-
formation of the volume of the generalized photon, which dif-
fers from the volume transformation of material particles as
we know it within the framework of Special Relativity. Af-
ter having studied both the arbitrary motion, as well as the
constant-speed motion of the material particle, we have the
knowledge necessary for advancing our study in the forth-
coming paragraphs.

3.2 The case of a material point particle moving with
constant speed

We consider a material point particle with rest mass mq and
u
electric charge g, which moves with velocity # = | 0 | in
0
the inertial frame of reference S (0, x, y, z, 1), as depicted in
figure 6.
At moment ¢t when the material particle is at point P(ut, O,
0, 1), the rest mass my and the electric charge g of the mate-
rial particle act at point A (x,y, z,7) through the generalized

Fig. 6: Material point particle moving with constant speed along the
x axis of the inertial reference frame S (0, x,y, z, ). As the material
particle moves from point E to point P, during the time interval At =
¢, a generalized photon moves from point £ to point A.

photon that was emitted from point £ and arrived at point A
moving with velocity c. Therefore, the coordinates of point E
are ; .
E(ut --r0,0,7- —) (100)
c c
= o
where r = ||r|| = ”EAH Due to the selfvariations, the rest

mass mg and the electric charge g of the material particle act
at point A (x, y, z, t) with the value they had at time

-
w=t--
C

(101)

at point £ (ut - ‘—C‘r, 0,0,1— g) and not with the value they
have at point P (ut, 0,0, ¢) at time ¢. For the vector r we have

X—ut+*%r
e C
r=FEA= y (102)
Z

The magnitude of ||r|| = r can be derived from equations
(102) as

| =7 = y2§ (x — ut) +7\/72 (x—ut) +y2+22  (103)

1

where y = =.
1=

Combining (equations (102) and (103) we obtain

¥ (x —ut) + %7\/)/2 (x—ut)® + y? + 22
y
z

r =

(104)

The velocity v of the selfvariations has magnitude |jv]| = c,
and is parallel to the vector r, thus we have

y? (x—ut) +%y \/yz (x—ut)® +y*+z2
y
Z

. (105)
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The position vector R of point A (x, y, z, t) with respect to
point P (ut, 0, 0, t), where the material particle is located, is Y
— X —ut AKXy 2 )
R=PA= y (106) ¥z
z
From equation (106) we obtain r/R
z
IRI =R = JCe—un? + 2 + 2. (107)
From figure 6 we see that
R 0(0.00f) . X
E(0,0,0,f- L
r=EA+R P00 ©
r=-u+R Fig. 7: A material point particle remains at rest at the origin
0’(0,0,0,0,7) of the inertial reference frame S (0',x",y’, 7', ¢'). A
Finally, we obtain generalized photon moves from point E (O, 0,0,0,¢ — ’(—') and arrives
at point A (x',y’, 7, '), during the time interval A¢' = '(—/
v=u+-R (108)
r
and arrived at point A (x',y’,7’,¢’) moving with velocity c.
R=r (2 _ E) (109) Therefore, the coordinates of point E are
c ¢

Combining equations (100) and (101) we have for the co-
ordinates of point E

E (uw,0,0,w). (110)

The relations between the scalar, vectorial and tensorial

quantities of this paragraph can be derived by the correspond-

ing relations proven in the second paragraph, considering that

the acceleration of the material body vanishes, that is @ =
a(w) = 0, and that the velocity of the material particle is

u (w) u
u=uw) =0 =10
0 0

3.3 The case of a material point particle at rest

We consider an inertial reference frame S’ (0',x',y’,7,t)
u

0 | with respect to the inertial
0

reference frame S (0, x, y, z, t) of the previous paragraph. We
also suppose that for r = ¢’ = 0 the origins of the axes of coor-
dinates 0 and 0’ of these two frames coincide. In the way we
have chosen these two inertial frames, the material particle
is at rest in frame S’ or, equivalently, frame S’ accompanies
the material particle during its motion. Figure 7 is the one
corresponding to figure 6 for reference frame S’.

At moment ¢, when the material particle is located at
point P (0,0, 0, '), the mass m,, and the electric charge g of the
material particle act at point A (x',y’,7’,t") through the gen-
eralized photon that was emitted from point £ (0, 0,0,¢ — ’;)

moving with velocity u =

EOLQOJH-Q) (111)
c

— ..
where ¥ = ||F|]| = HEAH Due to the selfvariations, the rest

mass m, and the electric charge g of the material particle act
at point A (x’, y’, 7/, t') with the value they had at time

J

w=r-_ (112)
c
and not with the value they have at P (0,0, 0,1").
For the vector r’ it holds that
xl
—_
r=EA=| vy (113)
ZI
while its magnitude ||7’|| = r’ is given by
”r’” =7 = \x?+y?+72% (114)

The velocity of the selfvariations v” has magnitude |[v'|| =
¢, and is parallel to the vector 7/, therefore it is

c, c|”
vV==r==|vy (115)
T Z’

The position vector R’ of point A (x',y’, 7/, t’) with respect
to P (0,0,0, ), where the material particle is located, is given
by

/

x
ﬁ
R'=PA=| ¢y |=7.

“

Z

(116)
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From equation (116) we get ,
vl
& ==
HR’H =R = ”r’” =7 = \Jx?+y?+72 117) o8
Combining equations (111) and (112) we obtain for the sind’ cosw’ = (122)

coordinates of point £

E(0,0,0,u'). (118)

The relations between the scalar, vectorial and tensorial
quantities of this paragraph can be derived from the corre-
sponding relations we proved in the second paragraph, con-
sidering that the acceleration and the velocity of the material
particle vanish, thatise = @ (w) =0 and u = u (w) = 0.

3.4 Lorentz-Einstein transformations of the quantities
w,0,w,r

In this paragraph we shall study the way in which the fun-
damental physical quantities appearing in the equations of
the theory of selfvariations transform under the action of the
Lorentz-Einstein transformations [5-11].

In the way we have chosen the inertial reference frames
S and §’, the transformations of the coordinates in the four-
dimensional spacetime are given by the set of equations

x=y +ut)

y=vy
z=7
u /
t:y(t’—i——zx)
C
X' =vy(x—ut) (119)
y=y
7=z

, u
= Y (t - C—ZX)
1

The coordinates of point E are given by relation (110),
and are E (uw,0,0,w) for inertial frame S, and by relation
(118), and are E (0,0, 0,w’) for inertial frame S’. Applying
transformations (119) we obtain

where y =

w=yw. (120)

Indeed, based on the fourth equation of the first column of
transformations (119) for the coordinates of point E, we get

w=yW +u-0)
w=yw.
We now consider the trigonometric form of the velocity

v, as defined in paragraph 2.2. From equations (34) we get
for reference frames S and S’ respectively

coso = Y
c
. Uy
sind cosw = - (121)

Z

. . v
sindsinw =
Cc
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sind’ sinw’ =

oS s | &

From the Lorentz-Einstein transformations for the veloc-
ity we have

V. t+u , Ux—U
Ux = 7 Uy = uv
MUX 1 - X
1 2 c?
Yy , Yy
v, = ———8 [ —
y ’ Yy Uvy
x 1— (123)
7(1 t ) 7( c? )
v, ’ U;
UZ = ————— v, =

uv, ‘ uv,\’
7(1+ c2) 7(1— =

From transformation (123) and from equations (121) and
(122) the following transformations are derived for the func-
tions 6 = 6 (x,y,z,1t) and w = w(x,y, 2, 1):

u u

cosd — — cosd + —
cosd = ¢ cosd= —— €

1-%coss 1+ L cosd

c c

Y sin¢é . sin ¢’ (124)
sin¢’ = m s1n6=+

y(l——cosé) y(l+—cos§’)

c c

W =w w=uw.

We shall prove the first equation. The rest are proven sim-
ilarly.

From the first equation of the second column of transfor-
mations (123) we obtain

o = Uy — U
x = UV,
1- 2

c

Uy u

, -z
Vi ¢
¢ 1_22
cc

Through equations (122) and (121) we get

u
cosd — —
[
coso’ = 7 .
1——coso
c

From equation (117) and transformations (119) we see
that

r = \/y2 (x—ut)* +y2 + 22 (125)
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Combining equations (103) and (125) we get
r= 722 (x —ut) +yr

and since

v(x—ut)=x'

from transformations (119) we obtain

r= yzx’ +yr. (126)
c
From equation (115) we see that
’ C J
U, = —,X
r
L
X =r—=
Substituting into equation (126) we get
uv; / 7
r=y—r+yr
c
o, uv',
r=yr'|{1+ 2 |
From equation (122) we obtain
J u ’
r=1yr (1+—cos§)
c
and with the help of transformations (124) we get
cos o — “
r=yr'|1+— m ¢
€1-—-cosd
c
2
’ C
r=yr
1- 4 cos o
c
r/
r =
u
vy (1 — —cos 6)
c
r’:’yr(l—zcosé):yr(l—g). (127)
c c

96

From transformations (124) we obtain

inod
sind’ = +
y(l——cosd)
c
s cosé(l—zcosd)—sinézsiné
&= = C C
cos 76 ” 5
y(l——cosé)
c
, cosé—z
, _ C
cos & - . 2
y(l——cosé)
c
u u
6__ ’ (5__
cos c ds cos C

u ds - 2
I—Ecosé y(l_’fcosé)
ds’ 1

y(l - E0056)
c

do

1

dé' = Ta’é. (128)
y(l - - cos6)
c

Repeating the same procedure we also arrive at relation

0 u 0
=y|l - —=cosd|— 12
a5’ 7( ¢ )05 (129)
among the operators % and a%-
From equation (109) we get
u? v-u
R=r 1+ C—2 — 27
u? u
R:r\/1+—2—2—cos6. (130)
c c

From equation (130) we are able, whenever it is neces-
sary, to derive the Lorentz-Einstein transformation of the
quantity R through the use of transformations (124) and (127).

We consider now the angle 6 between the vectors R and u,
as depicted in figure 6. From the law of sines for the triangle
EAP we have that

sin _ sin¢

r R

sind = r sin 6.
R

Using equation (130) we obtain

sin &

2
\/1+u—2—2zcos6
c c

sin® = (131)
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da /A
A dA
r/r
d
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K
- 8 u
g(é%%?{t)) x 0(0,0,00) E E P(ut0,0,1) X

Fig. 8: The infinitesimal volume of the generalized photon in the
vicinity of point A of the inertial reference frame S (0', x',y’, 7', t').
The material point particle is at position P (0,0, 0,#). The infinites-
imal surface of area dA’ is vertical to the vectors ¥ = PA and
r = PlA. The points P,A and A, are collinear.

From the familiar identity sin” 9+ cos? # = 1 we have that

u
cosd — —
c

- .
\/1+u—2—2zcosd
c c

From transformations (124) we can, after applying equa-
tions (131) and (132), derive the Lorentz-Einstein transfor-
mations for the quantities sin® and cos#. Furthermore, in
the inertial reference frame S’ it is @ = ¢’, as can be seen
from figure 7.

cost = (132)

3.5 The Lorentz-Einstein transformation of the volume
of the generalized photon

The generalized photon moves with velocity v of magnitude
[[vll = c in any inertial reference frame. This has as a conse-
quence that the following transformation does not hold:

dV’' =ydV.

This transformation holds for the volume dV of a material
particle that is at rest in the inertial reference frame S’. We
shall prove that the volume of the generalized photon trans-
forms according to relation

dv dv
dv’ = =

y(l - Ecosf)') y(l - %)
c c

for our chosen inertial reference frames S and S’.
In the region of point A (x’,y’,7’,¢’) of figure 7 we con-
sider the elementary area

(133)

dA’” = ?sin§’ds’do’

Fig. 9: Figure 8 as modulated in the inertial reference frame
S (0, x,y,z,1), in which the material particle moves with constant
speed. The points P,A and A, remain collinear, as results from the
Lorentz-Einstein transformations.

of a sphere with center O’ and radius . Furthermore, we
consider a point A; close to point A on line OA, as depicted
in figure 8.

The elementary volume of the generalized photon in the
inertial reference frame S’ is

dv’' =dA’

v 2 ’ 35 ’
AA1| =r'“sind'dd’dw

—
AA, } (134)
assuming that A; — A.

In figure 9 we present the volume dV occupied by the
generalized photon in the inertial frame of reference S .

The elementary area dA in S is

dA = r? sin §dédw

while the elementary volume dV is

— 5 . —
dV = dA ”HA1| = /2 sin 8dddw HHAIH (135)
since A; — A.

From the Lorentz-Einstein transformations it directly fol-
lows that points P,A,A;, which are collinear in reference
frame S’ are also collinear in reference frame S. The con-
clusions of paragraph 2.4 about the representation of the tra-
jectory of the material particle in the surrounding spacetime,
also lead to figure 9. Here, the trajectory of the material par-
ticle is on the x axis. We now use the following notation, as
depicted in figure 9.

r= HE{H (136)

= [

according to the notation we have established. Similarly, in
figure 8 we use the notation

137)
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r = ’ oA ’ (138)
—
Y = O’AIH. (139)

From figure 9 we have that
B R T R
and with equations (136) and (137) we get

— —
r = |EE|| + r+ || AT

T P L BT
From the triangle E|KE of figure 9 we see that
=]
Cosd = y—=
J=:2
PR = [Ffeoss aw

Similarly, we have that

r

c

u dw

7 -

since in the time interval Az = “—duw the point particle
moved from point E; to point E. Combining equations (141)

and (142) we obtain

Hﬁ(” — u dw cos 6. (143)

Combining equations (140) and (143) we also get
b 4 u
(| :cdw(l— Ecos&) (144)

since r| — r = cdw.
Combining equations (135) and (144) we get

dV = P sin 6d6dwcdw(1 — % cos 5). (145)
C
From figure 8 we have that

] - [o] -

and with equations (138) and (139) we get

—
O'A

—>
HAA|” =r—r =cdw'. (146)
Combining equations (135) and (146) we also get

dV' = r?sind’dé’dw’ cdw'. (147)

Combining equations (145) and (147) we get
% sin §'d6’ dw’ cdw’

r2 sin ddddwcdw (l _u cos 6)
c

dv’

av -

and with transformations (127), (124), (128) and (121) we get

’ 2

v =)
7,2(1_ZCOS(5) 1—;0055

dav’ 1

av

7(1 - Ecos.&)
c

dv

dV’' = — (148)
0% (1 — —cos 6)
c
u
This is equation (133). Given thatu = | O | we arrive at
0
relation vou uv "
— = ——=—cosd (149)
c cc ¢
since, according to equation (121), cos§ = .
Combining equations (148) and (149) we have
av av
av’ = u - v-u\’
y(l - —Cosd) y(l - —2)
c c
This is the final form of equation (133).
In the form v
(-
c

transformation (133) also holds in the case of a material par-
ticle in arbitrary motion. In figure 5 the length of the three-
dimensional arc EE; equals ”ﬁ” at first approximation, that
is, for an infinitesimal displacement of the material particle
from point E to point E;. Thus, we have exactly the situa-
tion we describe in figure 9. On the other hand, for a finite,

but not infinitesimal, displacement EE; of the material parti-
cle, the curvature k, (w) and the torsion 7, (w) of curve C, of
figure 5 enter the transformation of the volume.

4 The study of selfvariations at macroscopic scales
4.1 Introduction

In the present paragraph we study the consequences of the
selfvariations at macroscopic scales. The main conclusion we
derive is the existence of energy, momentum, electric charge
and electric current in the surrounding spacetime of the mate-
rial particle as a direct consequence of the selfvariations. We
calculate the density of energy, momentum, electric charge
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and electric current in the surrounding spacetime of an arbi-
trarily moving material point particle.

We present the four-dimensional electromagnetic poten-
tial which is compatible with the selfvariations. An important
element that emerges is the splitting of the electromagnetic
potential into two individual potentials, where the first one
gives the electromagnetic field that accompanies the material
particle in its motion, while the second one gives the electro-
magnetic radiation.

We prove that the selfvariations are compatible with the
principles of conservation of electric charge, energy, and mo-
mentum. This is accomplished through either direct calcula-
tion, based on the continuity equation, and also through the
energy-momentum tensor of the generalized photon. These
different approaches help the reader comprehend the physical
reality that prevails in the surrounding spacetime of material
particles.

In the preceding paragraphs we studied the generalized
photon as a geometric object. In this paragraph we shall see
for the first time that the generalized photon is a carrier of
energy, momentum, and electric charge. The density of elec-
tric charge and electric current in the surrounding spacetime
of the material particle is correlated with the electromagnetic
field that accompanies the material particle in its motion. The
electromagnetic radiation does not contribute to the density
of electric charge and electric current.

We calculate the energy-momentum tensor for the elec-
tromagnetic field and for the generalized photon. The energy-
momentum tensor describes the energy content of spacetime,
but only in macroscopic scales. In microscopic scales, the
energy-momentum tensor, as defined by the theory of Special
Relativity, cannot describe the energy content of spacetime.

4.2 The density of electric charge and electric current in
the surrounding spacetime of an electrically charged
point particle

In figure 6 the electric charge ¢ acts at point A(x, y, z, f) with
the value it had at point E. Thus, we have g = g (w). Hence,
it follows that

6q 6q ow
at ow or
dq
\% —Vuw
7= ow

and with equations (11) and (12) we have that

Bq 66] 1

_ 151
Cz
6q 1 v
Vg = _— 152
1 c[)wl v-u . (152)
2

According to Special Relativity and the symbols we use

in figure 6, the intensity € of the electric field at point A is

_
4regr’3

(153)

where R i 1s given by equation (106), r’ by equation (117), and
vy = —,. From Gauss’s law [12—-18] we obtain for the
Vi-z

electric charge density p at point A:

p=&V-¢&
Yq
=gV - R
p=2 (47rsor’3 )
vy (R Y
=-=V. R-V 154
4r (r’3) 4nR’3 e (154
We can easily prove that
R
V. (—3) =0. (155)
rl

We can avoid the calculation, if we take into account that,
ignoring the selfvariations, for constant electric charge g,
classical Electromagnetism predicts that p = 0 at point A.
This is equivalent with equation (155).

Combining equations (154) and (155) we get

Y
47tr3

p= R -Vq.

Using equation (152) we get

After applying equation (109) we have that

_ 0q yr v (v u)
- c6w4ﬂr,3 (1_u)c c ¢
2
aq yr 1 v-u
p=-21 @— )
cow 4mr’3 1 v-u c?
2
_Oq yr
cOw 4rr3’

Using transformation (127) we get
0 1
p=——L . (156)

w v-u\’
¢ 4y2r? (1 -— )
c

We can derive the same equation in a different way. We
will develop the second method in the next paragraph for the
calculation of the density of energy D due to the selfvariations
of the rest mass of the material particle, where we will not
be able to use Gauss’s law. The reader can easily apply the
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method of the next paragraph to the electric charge, and still
come up with equation (156).

The generalized photon moves with velocity v, therefore
the current density j is given by equation

J=pv (157

where the charge density p is given by equation (156). Equa-
tion (157) can also be easily inferred from Ampere’s law

oe
VX B =pyj+ ——.
HoJ 201
The intensity of the magnetic field B at point A of figure
6 is given initially by the Biot-Savart law:

(158)

u
BZ—ZXS.
C

(159)
Combining equations (153) and (109) we get

vg (v u)
&= rl=--—
4regr® \c ¢

and from equation (127) we have

q (v u)
&= -——.
v-uy\e ¢

3
dreyy?r? (1 -— )
c

(160)

From equation (160) we get

u v
c? c

and from equation (159) we get

B= C% X &. (161)

In equation (161) the velocity v of the generalized photon
refers to point A of figure 6. This has as a consequence that all
physical quantities B, v, & appearing in equation (161) refer
to the same point in spacetime. On the contrary, in equation
(159) the velocity u of the material particle does not refer to
point A, where the electromagnetic field is manifested. Equa-
tion (161) also holds for the case where the material particle
is in arbitrary motion, as we shall see in a later paragraph.

4.3 The density of energy and momentum in the sur-
rounding spacetime of a material point particle

In the case of the rest mass we cannot apply Gauss’s law in
order to calculate the energy density D in the surrounding
spacetime of the material particle. Because of this we will
develop a completely different proving procedure. We ini-
tially calculate the energy density D’ in the inertial reference
frame S’ in which the material particle is at rest. At point A
of figure 7 the energy density D’ due to the selfvariations is

, T , r+dr
mol|lt — — | —mo|t —
r_ C2 ¢ ¢ .

4nr2dr’

D

(162)

100

From equation (112) and for a specific time ¢ we have
that

d /
dw' = -
c
and equation (162) becomes
de dmo
’ dr’ dw’
D = c? =- . 163
¢ 4ry’? C471r’2 (163)

We now consider the Lorentz-Einstein transformations
for the energy E and the momentum P of the generalized
photon:

E =y (E' +uP,)

_ ’ u ’
P, = V(Px + C—zE )
P, =P,

P, =P,

E' =vy(E-uP,)

P, = y(Px - %E)
C

P, =P,

P/ =P..

(164)

Defining as dV the infinitesimal volume occupied by the
generalized photon at point A of figure 6 we have

p=1
dv
Applying the transformations (164) and (150) we get
v (dE’ + udP?%)

D=——
y(l——z)dV’
C

dE' +uZ dE’
D= — ¢
(1 - #)dv'
C
1 uv’,
t 2 dE
1— v-u dV/
6‘2

D=

’

uv,

1+

2
_ C ’
D=—5D.

] - c_2
From transformations (123) for the velocity we get

(165)

W M Uxmu
2 2 _ Wx

and since ’2—2" = % cos 9, we get

uv, 1

1+ =

62 2 U'u'
4 (1_ c2 )

(166)
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Combining equations (165) and (166) we have

1
D = 2D’
2(1 B U~u)
Y 2
and with (163) we get
dmo
1 du’
D=-
¢ v-u\?4nr?
?(1-75)
C

Applying transformations (120) and (127) we obtain

D= —c% ! e 167)
v 4ny3r? (1 - vc_zu)
The generalized photon moves with velocity v, so we
have v
J= DC—2 (168)

for the momentum density J at point A of figure 6.

Factor 0'”0 , which appears in the equations of this para-
graph, corresponds to factor 1n the equations of the previ-
ous paragraph. In figure 6, the rest mass my of the point par-
ticle acts on point A (x, y, x, t) with the value it had at point E,
namely my = my (w). Therefore, we have

Omy _ Omo w
ot ow ot

Vmg = %Vw
ow

and with equations (11) and (12), we get

omy _ Omy 1
ot B awl_v'”
2
¢ (169)
Vi _6m0 1 v
0~ cc?wl v-u e

These equations are analogous to equations (151) and (152)
for the electric charge.

4.4 The selfvariations are in accordance with the
principle of conservation of the electric charge

In figure 6 and for the time interval from w = ¢ — § to t,
the generalized photons emitted by the material particle are
contained within a sphere with centre E and radius r. In order
for the conservation of the electric charge to hold, we have to
prove the validity of equation:

q(,_f)zq(t)+fpd\/=q(t)+qi (170)
C Vv
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where V is the volume of the sphere with centre E and radius

r, and
qi = deV
v

is the electric charge, due to the selfvariations, contained
within the sphere. From equation (145), we get for the in-
finitesimal volume dV

(171)

AV = b2(1 ~ ¥ cos 5) sin sdodwedw
C

0<é6<nm

0<w<2r

0<b<r

r
tr—--<w<t
c

(172)

Combining equations (156) and (129) we get

__%a ! . (173)

3
¢ w4ﬂy2r2 (1 _Y COS5)
c

Combining equations (171) and (173) we also get

fv pdV

c8w _u

3
4y2b? (l — cos 6)
c

b’ (1 _u cos 6) sin 6dddwcdw
c

27
0
f f f sin d(ia’a)cdw
u
1——c056
c
0
4="53 f f sin — % _dsdw.  (174)
& 1 - — 056)
We now denote
1=1-"%coss. (175)
c
Thus, we have
CdA = sin6ds (176)
u
1-2<a<1+2 (177)
c c
So we have
c
. v —dA 144
T S 1+ 1 ¢
szdng ”/1_2:_5[71} =
0 (1 - Zcosé) - ‘LAl
¢ u
oz
cef L b e Te L2
B T u
c o0 lma 1-g
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and equation (174) becomes

_f_, 6qd
__[q(w)]t—ﬁ
qi = q(t—-) q ()

q)+gqi =q(t— g)

which is equation (170).
We can also prove the conservation of the electric charge
through the equation of continuity

dp
—+V-j=0. 178
o J (178)
Indeed, taking into account equation (157) we have
6p ap
+V.-j=—+V-
at = ot TV ov)
6p ap
V-j=— Y V-
o +V.j 5 +v-Vo+pV- v
and with equation (22) we get
ap ap 2¢
—+V.j=—+v-Vo+ —
ot = ot veye p

Applying equation (86) of the fundamental mathematical
theorem, for f = p, we get

p (9p 2c
—+V.j=c—+— 179
ot “or TP (79
From equation (173) we have
0, 2
A (180)
or r
Combining equations (179) and (180) we finally get
dp
— +V.j=0.
ot I

4.5 The selfvariations are in accordance with the conser-
vation principles of energy and momentum

In figure 6, for the time interval from w = ¢ — f to 7, the gen-
eralized photons emitted by the material particle due to the
selfvariation of the rest mass are contained within the sphere
with centre E and radius r. In order for the conservation of
energy to hold, it is enough to prove the validity of the fol-
lowing equation:

czymo(t—E)=czymo(t)+fDdV=c2m0(t)+E,- (181)
¢ v

where V is the volume of the sphere with centre E and radius

r, and
EiszdV (182)
1%

102

is the energy due to the selfvariation of the rest mass, which is
contained within the sphere. Combining equations (167) and
(129) we get
0 1
p=-c2" : (183)

4
v 4y3r2 (1 ~ % os 6)
c

Combining equations (182) and (183), and following the
notation of equation (172), we get

= —c f fz" dmy 1
B I~ ﬁw

4
y3 b2 (1 ~ ¥ cos 6)
c

b2 (1 ~ % os 5) sin 6dodwedw
Cc

21
E; = f f f 6m0 sing ——dédwdw
47r)/

— — oS 6)
0 )
Ei=-i f f Omo S0 saw. (184)
s cos 6)
Using the notation of equations (175), (176), and (177)
we have
T : 6 l+f
f S;n 3d5=f %da:
0 (1 - = cosé) 1=¢
Cc

c[1]" e 1 1|
2u | 22 17%_ 2u (14_5)2 (l_z)z B

Now (184) becomes

!
0
Ei:_CZ,yf mOd
—r Ow

Ei =~y Imol._,
E; = —czymo 1)+ czymo (t - f)
c
c*ymyg (t - Z) = cymy () + E;
c

which is equation (181).
The conservation of energy can also be proven using the
continuity equation

oD

+V- 0.
20t J=

(185)
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Indeed, if we take into account equation (168) we obtain P, = f f 3"10 cosdsinéd dsdwedw
oD oD =t 32 ( _u )
—+V-j=—+V-(D£) b*(1-—cosd
c2ot c2ot c? o

6m0 cos 6 sin§
oD . 0D P = 477 p déda)dw
% V'_]:2—6t+C—2VD+—VU Y 1——OS6)
and with equation (22) we have
0 6sino
9D . v.j= M)+—VD Dv% P = - f\f Omo _€0SOSING_ sy (191
2ot 2ot c? 27

Using equation (86) of the fundamental mathematical the-
orem for f = D, we get

oD oD D 2c
—+V.j= 186
2ot V= “Cor r (186)
From equation (183) we have
oD 2D
—_— = (187)
or r
Combining equations (186) and (187) we get
oD
—+V.j=0
20t J

In order to prove the conservation of momentum, it suf-
fices to prove the corresponding of equation (181), that is, it
is enough to prove equation

ymo(t—E)u=ym0(t)u+j;JdV:ymo(t)u+P,- (188)

P,:deV
14

is the momentum due to the selfvariation of the rest mass,
contained within the sphere of centre E and radius . Com-
bining equations (189) and (168) we obtain

P; = szdV
v C

We first work on the x-axis:

where
(189)

(190)

Using equation (121) we get

5
P, = f <y
174 C

and with equations (183) and (172) we get
T 21
el
0 Jo

cos o

4my3b? ( 1

! amo
-t ow

4
u

- - cos6)
c

b? (l _u cos 6) sin 0dddwcdw
c
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cos 0

Using the notation appearing in equations (175), (176),
and (177) we have

cosdsind 3d6:fl+g c_zl—/ld/lz
) 1

j(;( - uz A3

I—ECOS(S
c

2 1+4 2 1+% 1+
cf1 1 1]1 c 1] "¢
if' L FPpal By L S 1
u? - A2 2 A2 v ’11—%
2 2
(a2 -pogp
__ 4 C —
21 2 212 2
N
c C
o, N
! c c _
21 2 212 2
5]
c c
2c 1 1 _
I/l22 Lt2
1——2 l__2
C C
2c 2u
= ) -
u u\ C _H.4l
( 1+C_2)_ —2’}/—

and equation (181) becomes

L T—

Py = uymq (r - f) — uymo (1) (192)
c
Similarly for the y-axis we get
21
f f f 6m0 sin o — Y doédwdw
— —cos 6)
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and with equation (121)
vy .
— =sind cosw
c
we get

2 t
a 5
Py = f f ’"0 csin’ MO sdwdw.  (193)
= 4 056)

The presence of factor cos w causes integral (193) to van-
ish, and we have

Py =0. (194)
We can similarly prove that
P, =0. (195)
Given that
u
u=|0
0
equations (192), (194) and (195) can be written as
r
P; = uym (t - —) —uymyg (1)
c
which is equation (188).
From equation (181) we get
- fde - czy(mo (r - g) —my (r)). (196)
v
From equation (188) we also have
=f1dv:uy(m0(r—f)—mo(r)). (197)
Vv C
Combining equations (196) and (197) we get
P = E~ (198)
c
and
deV == DdV. (199)

Equations (198) and (199) hold for every volume V, i.e.
for every radius r of the sphere with centre E and radius r of
figure 6. Therefore, they also hold for r = 0, that is, on the
material particle at time w. Hence, the total energy E; and the
total momentum P; emitted by the material particle at time w
in all directions, are connected through the relation

P—E—

v (200)

where # = u (w). This equation has fundamental consequen-
ces for the material particle, and we shall encounter them as
our study continues.

104

4.6 The electromagnetic field in the macrocosm. The
electromagnetic potential of the selfvariations

Using the symbols at point A (x, y, z, t) of figure 4, the scalar
potential V and the vector potential A of the selfvariations are
given by the following equations:

uz
q(l } C_z) qv-a)
V= + (201)

a2 2
47T80l‘(1 - g) P oo (1 - #)
c c

A= v:—z. (202)

The intensity & of the electric field, and the intensity B of
the magnetic field arising from these two potentials, are given

by
w2
1- =
q( cz) v ou
= TR
471'807‘2(1——2)
c (203)
q (ZQ) v u
c
" u\t |y v'”(c_c)
47T8()r(1—c—2) 2
2
u
1= =
B q( c2) u v
= ——— X —
47rsor2(1—¥)c ¢
c (204)
(z2)
-
s [ (< E) -
47180r(1——2) 1 =

where u = u (w) is the velocity, and @ = @ (w) is the accel-

eration of the material particle. Furthermore, the density of
electric charge at point A is

aq 1

pP=—7

3
v 4y2r? (1 - _vczu)

(205)

exactly as given by equation (156).

In equations (203) and (204) we recognize the electro-
magnetic field as we know it experimentally, but also as pre-
dicted by the Lienard-Wiechert potentials. However, the elec-
tromagnetic potentials of the selfvariations have a fundamen-
tal characteristic that is not shared by the Lienard-Wiechert
potentials. Namely, they split into two individual couples of
potentials

V,= .
47r80r(1 - —2) (206)
C
v
Au =V.—
C2
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and and the general equations (203) and (204) can be proven sim-

V. = q-a) ilarly. We shall make use of the equations of paragraph 2.7.
“ 4 5 v-u\? From the (207) potentials we obtain
7E0C: (1 - 7) (207)
Av=Vos = . qv-a qv-a
@~ 2
The (206) potentials express the electromagnetic field 4,7806% 1__ 47T80CS ]__)
o
~ i 2 v ou 6 —_V q-a) 0 qv-a)
Eu = v-u3(2_2) “ o, VU ot s(, v-ou\?
dregr? (1 - _2) 4renc (1——2) 4drregc (1——2)
2C (208)
u
q(l_c_z) v v ~ qw-@ v
B, = T X~ 4 5(1 v-u\? ot
T w17
that accompanies the material particle in its motion. The
(207) potentials express the electromagnetic radiation - a) dq
Eq =— . Vg 2_(9tv -
(Za) dmeo (1 - 257
q c (U u )
&y = ———|-a
dre czr(l v~u)2 AL (v-a)
0 -—— o2 q v-a
(209) - v uy [V(” )+ 2 ”]‘
(va) dneg (1 - —2)
- c
B, = q m— A (EXE)_EXG (215)
47rsor(1——2) l-—— c cc 2g (v - @) g(vH o(v-u)
¢ ¢ 3 v-u\l 2 )" dor |
. . dmegcd (1 - ZE)
The (207) potential of the electromagnetic radiation does reoe c2
not depend on the distance r, while it vanishes for v - @ = 0.
Furthermore, for each couple of the electromagnetic field we q@-a) o
. . 2 at
can easily prove that equation (161) holds Angocs (1 v 2”)
c

B, = Kz X &, (210)
C

By = — X &. @11)
C

We remind the reader that the electromagnetic field can be
calculated from the electromagnetic potentials via equations

0A

=-VV - — 212
” (212)
B=VxA (213)
v
f?x
where VV = ‘2—‘; ,and VX A = curl A.
v
0z
We shall now prove equation
0A,
=-VVy - — 214
Sy (214)
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Combining equations (151) and (152) we get

9q

Vg+ —v=0 216
a9+ 55,V (216)

Combining equations (98) and (99) we get
V(v-a)+3(';'“)=f ICAT 217)

c?ot r cr
Combining equations (96) and (99) we get
o(v-u) (v- u)
V- =—- —ul. 218

-+ 20t r ( c? u) (18)

We substitute equations (216), (217) and (218) into equa-

tion (215) and we obtain

105



Volume 3

PROGRESS IN PHYSICS

July, 2013

=7 : v-u\? ga_(vc.ra)v "
47T8()C3(1—C—2)
2q(v- @) clw-uw
vouyr| e vouT
47T€()CS(1—C—2) .
_ q- @) [(v-u)v_ }
v-u\y| 2
4ﬂsoc4(1—c—2)
YR el
47T8()C3(1—C—2)
+ q(v.a’)v_u 3 [(vc.zu)v—u}
47rsoc4r(1 - —2)
c
&, = 4 .
Q@ — - )
47r80c2r(1 - g)
c
)  @W-uw-ao (v-a)
- 2 4(1 v-u)v_ 2(1 v-u)”
A1 - 21 -
c? c?
& q
@ 2
47raoc2r(l - _zu)
c
v-a) v-u (v-u
a+c2(1_"'”) (1_ 2 ) 2 U7
2
c
47raoczr(1 - 0—2) c? (1 - c_z)

which is equation (209) for the electric field &,.
In order to prove equations (208) we also need equations

V(u2)+Mv:O

219
2ot (219)
or v
\v =— 220
T c26tv C (220)

We can prove equation (219) as follows

o(u? ou?
V(u2)+ cgat)":%

e
T Ow

ou? (9wv
c2ow Ot

ow
Vw+ ——-v|=0.
YT 2o U)
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This results immediately from the combination of equa-
tions (11) and (12). Equation (220) results from the combina-
tion of equations (9) and (14).

In order to prove equation (205), we denote

w2
1—
e 2 (v u)
4neor? (1 - v~u)3 © ¢
c? (221)
1 (;a) v o u
. )y,
47Tsor(1 - _u) 1 5 © ¢
2 c
and
2
- 2 u_ v
9= vuyic ¢
47r£0r(1 - —2)
c
y (222)
. 1 ¢ (uxv) Yoo
“u\? vule ¢/ ¢
47180r(1 - 6—2) 2

Using the notation of equations (221) and (222), and from
equations (208) and (209) we obtain

8:814+8(¥=qf
B=B,+B, =qg.

From Gauss’s law we have

(223)
(224)

p=&V-&
and using equation (223) we have
p=&V-(qf)

p=&qV - f+eof - Vq.
From classical electromagnetism we know that

V.f=0.

(225)

Hence, equation (225) becomes
p=e&f Vq.

Using equation (216) we obtain

9q
p= —80%1) f (226)

From equation (221) we see that
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From equation (222) it immediately can be seen that

c (1 - ”_2) vg=0
2
v-f = ¢ 2 and from equation (230) we also obtain
4”8°r(1_ g ) V-B=0.
Combining equations (230) and (224) we have that
N 1 v-a) (1 v u) v
v-u veu \" 2 ) oq
_ - V-B=- - B. 231
r(l c2 ) ! c? czqﬁtv (231)
( uz) From equation (231) it follows that
cll-—=
2
v f= < +o. (227) V-B=0
v-u
r? (1 - 7) if and only if
v-B=0.

From equations (210) and (211) we get

-3 4 B=2xs. (232)
p= —50—2— C
v-u\’ ot
4reo (1 - c_z) Therefore, it holds that
and with equation (151) we finally obtain v-B=0
) or equivalently
g 1- = V-B=0.
T dw A ( ! v-u )3 Combining equations (226) and (223) we get
TTr -
2
q
=- - E. 233
which is equation (205), since P=m00,50 ¢ (233)
1 W2 From equation (233) it follows that
—=1-=
12 c2 p=0
Similarly we can prove equation if and only if
v-g=0.
V-B=0. (228)
From equation (209) for the electric field g,, we can im-
From equation (224) we have that mediately deduce that
V-B=V-(q9) v-g, =0. (234)

Therefore, the electromagnetic radiation does not con-
V.-B=gV-g+g-Vq. (229) tribute to the charge density p. On the contrary, for the electric

field g, that accompanies the material particle, it holds that
From classical electromagnetism we know that

v-g, #0
V.g=0.
as follows from equation (208).
Thus, equation (229) becomes From equation (232) we obtain
v
V.B:g.Vq BZEXS
and with equation (216) we obtain B2 = (ﬂ X 8)2
2
Jq s (U v
V'BZ—%U'g. (230) B Z(EXS)'(C—ZXS).
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After performing the necessary calculations we finally get We now denote the four-vector of velocity as
.e\2 0
& =B+ (“—8) . (235) v ¢
c v= 52 = Z* (241)
We end this paragraph with an interesting observation. ¥ U”
Comparing equations (208) for the electric field g, with equa- ¢
tion (65), we conclude that the vectors ¢ and &, are parallel. ;4 the four-vector of current density as
Then, the “trajectory representation theorem” informs us that
the direction of the electric field g, represents the tangential 7 o e
vector ¢, of the trajectory C,, of the material particle. ) 7! pv! PU
T=L 2 17 o2 |7 pv (242)
4.7 The energy-momentum tensor of the electro- 3 3 !
J pY pY;

magnetic field at macroscopic scales

The equations of this paragraph as well as of the remaining
paragraphs of this paragraph, could be stated differently, so
that they also hold for non-inertial reference frames. How-
ever, such a formulation does not serve the purposes of the
present edition. Therefore, we will formulate the equations
for an inertial reference frame, while simultaneously suggest-
ing the way in which the same equations can also be formu-
lated for a non-inertial reference frame.

From the axiomatic foundation of the theory of selfvaria-
tions, as stated in paragraph 2.2, we have that

ds?=0
or, equivalently,
gixdx'dx* =0 i,k=0,1,2,3 (236)
where
(x% 2" 2% 2 = (et x,y.2) (237)

and g;; are the components of the metric tensor. In equation
(236) we use the Einstein summation convention for the in-
dices i and k.

We denote
o dxt
= — 1 =0,1,2,3 238
v dt ! (238)
that is,
(vo,vl,vz,v3) = (c, Ux,vy,vz). (239)
From equation (236) we obtain
o dx" dx* B
9= g dr
and with equation (238) we get
g =0 ik=0,1,2,3. (240)

Using this notation, all the equations we will formulate
also hold for non-inertial reference frames if we replace dif-
ferentiation with respect to x* with covariant differentiation
with respect to x*, k=0,1,2,3.
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as results from equations (156) and (157). Also, according to
equations (201) and (202), the four-vector of the electromag-
netic potential is

V _
Voo %
C
0 \%4
Al KUI —_Ux
A=A 1= ¢ |2 ¢ (243)
A Tlv, Y
A Y P
1%
- Uz
L ¢ Cc

Subsequently we will symbolize the differentiation with
respect to % with (,k), k=0,1,2,3.
We now consider the tensor of the electromagnetic field

1 1
T = —|F“F) - Zg”VFaﬁFQﬁ)

- (244)

where g is the inverse of the matrix g, gug"” = 0,y

1 for u=v
Oy = (245)
0 for u#v
and F* is the Maxwell stress tensor
FY = AL - Afly. (246)

Using this notation and taking into account that in the sur-
rounding spacetime of the material particle there is an electric
current j, as given by equation (242), the energy-momentum
tensor [19-21] of the electromagnetic field is given by the
tensor

QY =TH — A, (247)
‘We now write the tensor 7*” in the form
W S, S5, cS;
i = | Sx (248)
cSy Top
cS;
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S =eyexB (249)

where S is the Poynting vector, and &€ and B are the intensities
of the electric and magnetic field, respectively. Taking into
account equations (210) and (211), as summarized in equa-
tion

B=Yxe (250)

c2

equation (249) becomes

(€ v-e
S =g 2 v—ao(T)s.

The Maxwell stress tensor o, is given by relation

251)

Tap = 80 (~Easp — *BaBp + Wop) (252)
where ¢4 is given by relation (245), and
_ 1 2 2 p2

W= 5.so(g +c*B?) (253)

Ex &1

E=1 & | =] &
&E; &3

B, B

B=| B, |=| B
B, B;

Combining equations (247) and (248), we arrive at the
energy-momentum tensor

W S, 5§, cS;
i = Sy ou o o3|
¢Sy, 021 O0xn 023
¢S, o031 Ooxn 03
5 (254)
c vy cyy  cu
PV | v v)zr Uy, Uz,
- 2
| vy yue Uy
UL Uy Uy UL

We shall now prove that the scalar potential, as given by
equation (201), satisfies the relation

6_V+U-VV:—U'8. (255)

ot

From equation (212) we have that

-v-g= —v[—VV—a—A
ot
—v-g= v(VV+ %)
ot
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Using equation (202) we have

—-v-g=v VV+8—VE+KQ(E)
cotc ¢ Ot\c
av V. 0 (v
—v-s=v-V AT
viesv V+6t+cv at(c)
vV Vo (v
we=v-VW+—4+ 2| Z
vresv +6t+206t(c)
—v-s:v-VV+8—V
ot

since v? = ¢2.

We will now prove the conservation of energy and mo-
mentum, as expressed by equation

u
L) (256)

ij _ 9%~
Jo ol

We begin with an observation which allows us to avoid
complex calculations. Equation (256) holds in classical elec-
tromagnetic theory, i.e. if we ignore the consequences of
the selfvariations and consider the electric charge g constant,
both in the electromagnetic potential, as well as in the inten-
sity of the electromagnetic field. Furthermore, p = 0 in equa-
tion (254). Therefore, it is enough to prove that in equation
(256) the factors resulting from the selfvariation of the elec-
tric charge g, also vanish. Certainly, in equation (254) it holds
that p # 0, where the charge density p is given by equation
(205).

The energy density W of the electromagnetic field as
given by equation (253), as well as the Poynting vector S,
given by equation (251), are proportional to g>. Therefore, in
our calculations we will have to take into consideration the
rate of change of the factor ¢>. From equations (151) and
(152) we have

o> g _ 29 dq
o =T TV ow
o2
2qg 0q v
V¢* =2qVq = ———— ——.
q qvyq U E e
2
Thus, we arrive at equations
aq* 2 9q , 2
— =—————q =-21
o~ U o a4
2
8_‘]2_ 122 a_qz_z,lvy 2
Ox c? oy 2
5E v (257)
—— =21-=¢"
0z c?
1 0
A= v-u_q'
1= Y% qow
2
c
109
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From equation (255), and for i = 0, we have that since
v-g
GOY GO G0 gO2 GO p=deo—==0. (259)
oxi  9x0 " ox! " ox? " ax3 Indeed, substituting the factor A from equations (257), we

0 0 0 0
C—at(W)a—x(CSx)-i- @(C‘Sy)+ 6_Z(CSZ)
1]0 n 0 0 0
-5 [@ (ch ) +a (oVcu,) +6_y (chvy) +3—Z (chvz)]

and using relations (257), which we apply on the quantities
W,S .S, S, which are proportional to g%, we get

oY
_ = 2AW + 20,8, + 241, S, + 20,8,
Ox/ y=y
Vidp 0 0 0
- [E + Ep (ov,) + @ (puy> + ER (pvz)}
2,V VY
c\ ot T ox Y oy ‘oz
000
o =20 (-W +ueS, + 0,8, + v.S:)
V{dp p(oV
——|E+v. Sy Ay A4
[&+ @M](«at+v )

and from the equation of continuity, as well as equation (254),
we get

APV
Ox/

and with equations (251) and (252) we get

= 20(-W+ S, +u, S, +u.S) + 2w e)
-

oY 1 1 V2 v-e\ U
axj = 2/180 _582 - EBZ + ?82 — UyxEyx (7) + _182

(v-a)+U§ 5 (v's)+ (v~8)
v — |+ =& —vg | — pl—
A 2 T 2 c

oD%
oxJ

4
82

1, 1,, vity, +v:
:—2/180|:—§8 —ECB +T —

v-g
-2 [— (v-8) (vxsx +vyEy, + vzsz)] +p (—)
c
and since it is v + vi + U? = ¢? and also
UiEx +UyE, U8, = U E,

we see that
DY 1, 1,, (v-g)? v-e
V) il Lo of22),
From equation (235) we obtain

oD% 1 (v-e\2 v-¢e
el
ox/ 802 c P

c
oY/ . .

: :(U 8)[p—/18()v 8]:0
ox/ c c
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have

v-e 1 dq wv-g
Aeo c v'“qc’)wgo c
l-—
c
v-g 1 dg v
Agg— = — (&, + &,).
‘90 c 1_ v-u qawgoc( u (Y)

From equation (234) we have
v-g, =0.
Hence, we see that

2 v-& &0

O =" Vv-u _a._

¢ 1Y " qgowce
o2

0q v

&y

and with equation (208) for the electric field g, we get

v-g &0 aq
Asg—— = U U g5y 3o\e @
c 1— ow 5 v-u\yc\c ¢
2 4repr (1——2)
c
2
1 - =
0 2
PR T B P
v-u c
w47rr2(1— 2)
c
2
v-g dq l_c_z
/leo—:—a— >
c w v-u
47rr2(1——2)
c

Applying equation (205) we get

v-g
Agp— =p
c

p— /Ls‘o2 =0.
c

The validity of equation (256) for i = 1,2,3 is proven
similarly.

In paragraph 4.5 we proved that the selfvariations are in
agreement with the conservation of energy and momentum.
The proof was done in two different ways: by direct calcu-
lation, and by applying the continuity equation. While it is
of interest that the two different proofs, both lead to the con-
clusion that the selfvariations are compatible with the conser-
vation principles of Physics, the calculation for the energy-
momentum tensor was done for a completely different, and
very substantial, reason. At macrocosmic scales, that is at
large distances from the material particle, where equations
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(151) and (152) hold, the energy-momentum tensor ®%/, as
given by equation (254), indeed contains all the information
about the energy content of spacetime. At microcosmic scales
the equations of the theory of selfvariations highlight addi-
tional parameters about the energy content of spacetime.
These parameters bring the quantum phenomena to the fore-
front.

4.8 The energy-momentum tensor of the generalized
photon at macrocosmic scales

In this paragraph we shall study the energy-momentum tensor
for the generalized photon that balances the selfvariation of
the rest mass of the material particle. Using our notation the
energy-momentum tensor is given by

2

c cuy oy, cyg

o D|wve V¥ wvw vw
@Y = 2 ch v ;1 ;Zy vxvz (259)

C Y yYx y yYz

U.C vU, Uy Ug

with the energy density D given by equation (167).
We shall prove the conservation of energy and momentum
as given by equation

Ol

ij _ _

Nl =0. (260)
For i = 0 we have
D% H@Y0  HPY  HDOZ  HPO
Oxi — Hx0 - Ox! * ox? * ox3

oY% 9 (D2 & (D 0 (D o (D
e vy (Few) g (G

axl cor +$ c? c
o0% 1[oD
(jxj = E [E +V- (DU):|

and with equation (168) we get

oD
— =0
oxJ

For i = 1 we have

B L0 A T L, ) RU N, ) R [ X
— = + + +

OxJ 0x0 Ox! 0x? 0x3
oDl 1[0 0 0
— == |=W x — (D xUx — (D x
o cziat( U)+[)x( U‘U)+6y( vvy)+
1[0
+ = (9_2 (DUxUz)}
oD 1[ (oD v,
W = ; UX(E +V(DU))+D( o +U'VUX):|
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and with equation (168) we get

oDl oD 1 _{0v,
2 Z v+ =D Vo,
B U(3t+ J)+c2 (at“’ ”)

and with (185) we arrive at

0D/ D (du,
ch—z(E'FU'VUX). (261)
From equation (33) we have
v, 0
8Ut +v-Vu, = £ (ccoso) +v-V(ccosod)
Ou . [08
(;Jt +v-Vu, = —csmé(a +v'V6)
and with equation (81)(b) we get
v,
+v-Vu, =0. 262
5 vV (262)
Combining equations (261) and (262), we see that
ol
=0

Ox/

We can similarly prove the validity of equation (259) for
i=2,3.

By comparing the results of the last two paragraphs we
find substantial differences between the generalized photon
that counterbalances the selfvariation of the electric charge
and the generalized photon that counterbalances the selfvari-
ation of the rest mass of the material particle. Within the
energy-momentum tensor of the first, there appears the elec-
tromagnetic field, as expressed by the first matrix of the sec-
ond part of equation (254). On the contrary, in the expression
of the energy-momentum tensor of equation (259), no cor-
responding matrix appears. Therefore, the generalized pho-
ton counterbalancing the rest mass does not correspond to a
kind of field with the structure and content of the electromag-
netic field. Furthermore, by comparing the second matrix of
equation (254) with the matrix of equation (259), we observe
that in place of the potential V in the first, the factor ¢ ap-
pears in the second. These observations hold even if we for-
mulate the equations for a non-inertial reference frame (we
have already suggested a way for formulating the equations
in non-inertial reference frames). By careful observation of
the equations appearing in paragraphs 4.2, 4.3 and 4.4, we re-
alize that the difference in the “behavior” of the couples (p, j)
and (D, J) is the result of the different way the electric charge
and the energy transform according to Lorentz-Einstein. It is
exactly this difference that is captured on tensors (254) and
(259). The generalized photon gives us the exact mechanism
of transport of energy and momentum from one material par-
ticle to the other. At the same time, it highlights the simi-
larities and differences between the electromagnetic and the
gravitational interaction.
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We could call the generalized photon that counterbalances
the selfvariation of the rest mass by a different name. In any
case it is obvious when we refer to the electric charge and
when we refer to the rest mass. We shall, therefore, keep the
name “generalized photon” for both cases.

The observation we made at the end of the previous para-
graph regarding the tensor given by equation (254), also holds
for tensor (259). It is valid at macrocosmic scales. At mi-
crocosmic scales, further parameters emerge from the the-
ory of selfvariations, which cannot be given by the energy-
momentum tensor.

4.9 The internality of the universe to the measurement
procedure

The selfvariations hypothesis brings to the foreground the
“internality of the Universe to the measurement procedure”.
Usually, in order to measure a physical quantity, we define
as unit an arbitrary quantity with which we compare other
physical quantities of the same kind. If the defined unit of
measurement depends on the rest mass or the electric charge,
then it is itself subject to the selfvariations. This fact must be
taken into account every time we perform a measurement.

The photon does not have rest mass or electric charge
and is, therefore, not affected by the selfvariations. The ev-
idence we have suggests that the selfvariations take place at
extremely slow rates. Therefore, the first consequence of the
selfvariations we expect to observe is the following: photons
with great lifetimes will be measured to have less energy than
expected.

The extremely slow rate of evolution of the selfvariations,
combined with the “internality of the Universe to the mea-
surement procedure”, do not allow their immediate observa-
tion in the laboratory. In the laboratory we only observe the
consequences of the selfvariations. These consequences are
the potential fields and the quantum phenomena.

5 The quantitative determination of the selfvariations
5.1 Introduction

In the present paragraph we develop the main axis of the
structure of the theory of selfvariations. We determine quan-
titatively the rate of evolution of the selfvariations, and for-
mulate the law of selfvariations.

The law of selfvariations dominates from the microcos-
mic scales up to the observations we conduct billions of light
years away. It reveals the causes of quantum phenomena,
while it contains as physical information the totality of the
cosmological observational data. At the same time, it sets
the path for understanding the interactions between material
particles.

The equations resulting from the law of selfvariations are
of fundamental nature for the science of Physics and the re-
lated Physical Sciences. They contain a large amount of phys-
ical information, which permits the full understanding of
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physical reality.

5.2 The law of selfvariations

The conclusions derived in the previous paragraphs refer to
the surrounding spacetime of the material particle. These
conclusions are grounded on the second proposition-axiom
of the theory of selfvariations, which states that

ds® =0. (263)

This proposition is equivalent to the relation |jv|]| = ¢
which holds in every inertial system of reference.

In figure 4 the rest mass my and the electric charge g of
the material particle act at point A(x,y,z,¢) with the value
they acquired at the moment w = 7 — £. Thus, we have that
my = my(w) and g = g(w). For the relevant calculations and
proofs we have taken into consideration the axioms of the the-
ory of selfvariations, but we have not yet defined the rate of
evolution of their manifestation. In order to study the con-
sequences of the selfvariations we have to determine quanti-
tatively the first proposition-axiom of the theory of selfvaria-
tions.

Equation (263), combined with the first proposition-
axiom of the selfvariations, leads directly to the concept of
the “generalized photon”. The material particle emits gener-
alized photons, and each generalized photon carries energyE
and momentum P, in order to counterbalance the change in
energy and momentum that results from the selfvariations of
the rest mass of the material particle. If the material parti-
cle also carries electric charge, then the generalized photon
carries electric charge as well, in order to counterbalance the
variation of the electric charge of the material particle due to
the selfvariations.

The rate of evolution of the selfvariations is determined
axiomatically with the help of the total energy E and the total
momentum P, which is emitted simultaneously and in all
directions by the material particle, according to the following
proposition-axiom: “The rest mass mg and the electric charge
q of every material particle vary according to the action of the
operators

0

i
= > -2E,

264
ot /] (264)

VH%R
where E; and P, denote the total energy and total momentum
of the generalized photons emitted simultaneously by the ma-
terial particle in all directions, and 7 = 2’—;, where £ is Planck’s
constant”.
Stated in the form of equations, relations (264) can be
written as
3]’)’!0 i
o0 R
(265)

i
Vmo = %PSWIQ
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and
aq i
—~ =—_F,
or ~ 0
) (266)
l
Vq = ;ngq

In equations (265) and (266) we use the same symbol for
the energy E; and the momentum P;. But these are not the
same physical quantities. In equations (265) the energy E;
and the momentum P; counterbalance the consequences of
the selfvariations of the rest mass. In equations (266) they
counterbalance the consequences of the selfvariations of the
electric charge. Later, we shall modify equation (266) in or-
der to make this difference transparent.

The emission of generalized photons by the material par-
ticle comes about, initially, as a consequence of the principles
of conservation of energy, momentum and electric charge.
The operators given in relations (264) determine the relation
between the material particle and the generalized photons, in-
dependently from the principles of conservation. Equations
(265) and (266) express in a quantitative manner the law of
selfvariations.

According to the law of selfvariations the rest mass my
and the electric charge ¢ are functions of time #, as well as of
the position of the material particle

mO = mO(Xp’ Ypﬁzp, t)

267
q = q(Xp’ Yp’Zp’ t)‘ ( )

The dependence of the rest mass and the electric charge,
not only on time, but also on the spatial position, is to be ex-
pected. Even if in some inertial frame of reference they only
depend on time, in another inertial frame of reference they
will also depend on the position, according to the Lorentz-
Einstein transformations.

From equation (200), and for # = 0, we take that P; = 0,
so that the second equation of the couple of equations (265)
gives Vg = 0, whereas the first equation can be written as

dmy lE
— = ——Eym,
dt nooo
m = —%Eol’ﬂo
Ey = in™0 (268)
Mo

Here, we denote the differentiation with respect to time by
(e), and we set E; = Ej (the necessity of denoting E; = Ey
will become apparent later on).

Furthermore, from the principle of conservation of energy
at the instant of emission of the generalized photons, we ob-
tain that

(moc* + Ep)® = 0. (269)
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Combining equations (268) and (269) we arrive at equa-
tion

(moc2 + ih@) -0 (270)

mo
Equation (270) both contains as physical information, and
justifies, the whole corpus of the current cosmological obser-
vational data, as described in paragraph 7.

5.3 The “percentage function” ©

The law of selfvariations expresses the total interaction of the
generalized photons, which are emitted simultaneously by the
material particle, with its rest mass and electric charge. How-
ever, in a particular direction %, the material particle emits
generalized photons of energy E and momentum P. There-
fore, we have to derive quantitatively the partial contribution
of a single generalized photon of energy E and momentum P
to the law of selfvariations.

We have to answer the following question:

“Which mathematical equation correlates the energy E
and the momentum P of a single generalized photon emit-
ted towards a particular direction g, to the selfvariations of
the rest mass my and the electric charge g of the material par-
ticle?”

Thus, we are seeking the form of equations (265) and
(266) that correspond to a single generalized photon.

Based on the law of selfvariations, the answer to this
physical problem can only be given by the following state-
ment:

“The partial contribution of a single generalized photon to
the selfvariations of the rest mass m and the electric charge
q of the material particle is given by any mathematical ex-
pression which agrees with the operators defined in equations
(264). If we sum the contributions of the single general-
ized photons towards all directions, during their simultaneous
emission by the material particle, we have to end up with the
equations given in (265) and (266)”.

Considering this physical problem from its mathematical
aspect, we can choose arbitrarily any mathematical expres-
sion giving the partial contribution of a single generalized
photon according to the law of selfvariations, which satisfies
the operators (264). Then, we can compare the results ob-
tained by our particular choice with physical reality. On the
other hand, we can choose the mathematical expression tak-
ing into account some specific physical criteria beforehand.

A fundamental case for the partial contribution of a gen-
eralized photon according to the law of selfvariations arises
from the following observation: A single generalized pho-
ton counterbalances only a percentage of the total energy,
momentum and electric charge that result from the selfvari-
ations. Therefore, we must examine whether the contribution
of a single generalized photon to the law of selfvariations is
correlated with a percentage ® of the rest mass my and elec-
tric charge g. In this case, the partial contribution to the law
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of selfvariations for a single generalized photon of energy E
and momentum P will be given by the set of equations

o(Odmy) _ —iEmo
ot i /] 271)
V((Dmo) = ﬁPmo
ADg) i
ot i hi 272)
V(®g) = £Pq.

Summing in all directions of emission of generalized pho-
tons in the first equation of the set of equations (271), we ob-
tain relations

&(Dmyp) j
2. Oltno :_%‘ZE'"O
g (D om) = o 3
gt(mqu)) = —%MOZE.

Since it holds that }} E = E; and the total percentage of
the contributions is 1, thatis Y, ® = 1, we get
(9m0 i
— = ——myE,.
ot n
This is the first equation of the set of equations (265).
Also, from the second equation of the set of equations
(271) we obtain relations

Z V(®mg) = % Z Py
V(> @my) = %mo >p
V(MOZ(D) = %mOZP

Since >, ® = 1 and ), P = Py, we see that

Vm() = %mOP 5.

This is the second of the equations given in (265).

We can perform the same procedure for equations (272)
as well. Therefore, a single generalized photon can contribute
to the selfvariation with a percentage @ of the rest mass or
the electric charge, and then this contribution is expressed by
equations (271) and (272).

From equations (271) we obtain

oD ]
+my— = —iEmO

ot ot fi
DVimg + mgVd = %Pmo.
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From equations (169) we also obtain

1 omy 0D i
OP———F—— +my— = ——E
1_U'u ow moﬁt h o
2
1 8mov i
—-O——— — — + myVD = — Pmy.
l_v'ucawc o pt o
2

Eliminating from the equations the quantity m,, we obtain

1 6m0 +3(D_ i
1Y % mow o h

2

1 Bmo v i
- ———— + Vb =-P.
1_”'”moc0wc hi

2

Finally, we arrive at the set of equations

ih 57}’!0 fol0)
E=®0— 2 4 jh—
1— VU 1100w i ot
2
.hc 5 (273)
P=o—" "o Y _inve.

1 = Y% mocow ¢
2

The function ® can be any mathematical function, defined
on the material particle and obeying relation

do=1

However, it has to be considered a function depending on
the direction in space, since this is implied by the summation
given in equation (274).

According to the operators defined in (264), the continu-
ous evolution of the selfvariations with the passage of time is
assured by the condition

(274)

E, #0. (275)

This condition is a straightforward consequence of the
first proposition-axiom of the theory of selfvariations.

We are seeking now to derive the relation between the
total momentum P, and the total energy E;. According to
equation (200) this relation can be written as
u

P, = E, (276)

2
Here, u denotes the velocity of the material particle at the
moment of the emission of the generalized photons.
This relation has to be reconsidered for the following rea-
son: During the proof of this relation in paragraph 4.3, we
have taken into consideration equation (168), that is equation

v
=D—.
J =
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This equation presupposes the validity of the condition

P-EZ 277)
c

for every single generalized photon emitted towards any di-
rection defined by ¥ , as depicted in figure 6. However, equa-
tions (273) reveal a more complex, and certainly different re-
lation, between the momentum P and the energy E of a single
generalized photon. Therefore, we have to reconsider the va-
lidity of equation (276), since we cannot base its proof on
equation (277). As we shall see immediately, equation (276)
is of general validity, and is compatible with the set of equa-
tions (273).

We consider a material point particle at rest, as depicted
in figure 7. In order for this particle to remain at rest, the total
momentum emitted simultaneously and towards all directions
has to vanish, that is

P, =0.

s

(278)

If the case were different, the material particle would un-
dergo an arbitrary motion, as a consequence of the princi-
ple of conservation of momentum. From equation (278), and
from the set of transformations (164) for the total energy E;
and the total momentum Py, we arrive at equation (276).
Thus, we have

E, =y(E, +uP)

; u
P, = y(PM + C—ZES)
Py, = P'Sy
P, =P,

Since, according to equation (278) it holds that

/ /

(Psx7Pst’P;z) =(0,0,0),
we obtain the following relations
E, = yE,
, u
PS)C = '}/ES;
Py =0

P, =0.

u
We also have thatu =| 0
0

, thus we obtain

Es = VE;

U
Ps = ’}/ESC—2
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Finally, we have
E, = VE.;

u
P, =E;—.
s ACZ

This is equation (276). Furthermore, we also obtain equa-
tion
Ey

Es =vE, = yE) = (279)

- —
o2
Here, we denote

E, = E. (280)

A material particle at rest can emit generalized photons
of different energies for different directions. If the gener-
alized photons emitted in opposite directions have opposite
momenta, the material particle will remain at rest. But the
momentum of a generalized photon can also be balanced by
two other generalized photons emitted towards appropriate
directions and with appropriate energies. In reality, there is
an infinite number of combinations of emmision of general-
ized photons, with infinite combinations of energies and di-
rections of emission. In each of these cases where equation
(278) holds, the particle remains at rest. The case of emission
of identical generalized photons in all directions by a material
particle at rest is only one among the infinite number of cases
satisfying equation (278).

Therefore, by rotating the unit vector ”(— around the point
particle at rest, as depicted in figure 7, we expect a change in
the energy of the generalized photons. Exactly this is shown
by equations (273), while at the same time they highlight
the factors defining the energy and momentum of each sin-
gle generalized photon.

5.4 The accompanying particle

In the previous paragraph we proved equations (276) and
(279):

u
P =E,>
E-_ Fo (281)
C

Equations (281) show that the total energy and momen-
tum emitted simultaneously and in all directions by the ma-
terial particle behaves as a particle moving with velocity u,
and accompanying the material particle. There is a definite
correspondence between equations (281) and equations

P =mu
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which give the momentum P and the mass m of the material accompanying particle”, given by
particle.

According to equations (281), the accompanying particle My = mgo + E—;)_ (284)
has rest energyEy. This is the rest energy E, from equation ¢
(280). Therefore, the accompanying particle has a rest mass We have that
given by 2y

‘. o . oMy 0 Ey

According to the first proposition-axiom of the theory of — = (mo + —)
selfvariations, the rest mass % of the accompanying particle ot ot c
changes with the passage of time. Hence, we seek the coun- % _ % " %
terparts of equations (265), which define the rate of change of ot o 2ot

the rest mass %, or equivalently the rest energy Ey. As such,
we obtain the corresponding form of equations (265)

an i 2 i > i m002
o _ L, 2E, =2 Ey= ~0¢ g
e LA e e
-z
. ' . (282)
VEy=— - muEy=—~ymouEy=—~ —" _y4E,
0 7 0 h?’ 0 0 7 uz 0-
-z

Equations (265) describe the effect of the generalized
photons on the rest mass of the material particle. In nature,
though, effects are always mutual. Hence, just as the general-
ized photons affect the material particle, the material particle
in turn affects the generalized photons, and these mutual in-
teractions must occur in the framework of the same physical
law. Therefore, from the outset the issue arises of the ex-
istence of a rest mass concealed within the operators (264),
and of a corresponding equation symmetrical to (265). The
quest for the partial contribution of a single generalized pho-
ton to the law of selfvariations revealed the existence of the

rest mass % and equations (282). The existence of the rest

mass % is predicted by the initial equations we formulated

for the macrocosmic scales, through equation (200).

A large part of the predictions of the theory of selfvari-
ations can be made without the aid of equations (282). For
example, the justification of the observational cosmological
data can be obtained from (270), which is proven indepen-
dently without resorting to equations (282). The same holds
for equations (273). However, the accompanying particle is a
direct consequence of the selfvariations. Indeed, if we com-
bine the second of equations (281) with relation (275) we see
immediately that

Eo #0. (283)

The rest mass £2 of the accompanying particle cannot
vanish. Therefore, in order to study the consequences of the
selfvariations in their totality, we have to take into account
the existence and the properties of the accompanying parti-
cle. In nature there is always the system “material particle-
accompanying particle”.

Let M, be the rest mass of the system “material particle-
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Using the first equations of the sets of equations given in
(265) and (266), we obtain relation

oM, i i
— =—=Emy+ - Ey.
ot 7 sMo h?’mo 0

And using equation (279) we get

oM i i
6_t0 = =3 vEomo + 2ymoEq
(285)
oMy
at

Similarly, using the second equations of the sets of equa-

tions (265) and (282) we have that
VM = 0. (286)

From equations (285) and (286) we conclude that the rest
mass My of the system “material particle-accompanying par-
ticle” is a physical quantity not affected by the process of
the selfvariations. Therefore, we can use the rest mass M,
and the rest energy Moc? as a unit of measurement of mass
and energy, respectively. By this approach we circumvent the
methodological problems stemming from the principle of the
“internality of the universe with respect to the measurement
procedure”, as stated in paragraph 4.9.

The quantitative mathematical description of physical re-
ality depends on our ability to include in our equations the
consequences of the internality of the universe to the mea-
surement procedure. In the macrocosmic scales there is a very
simple way to accomplish this, as described in paragraph 7.
In the microcosmic scale we use as units of measurement of
mass and energy the quantities M, and Myc?, respectively.

We rewrite now equations (265) in the form

0 my _ i E my
ot\My) "\ My
v(M) - Lp (M)
M h M,
These equations have the exact same physical content as
equations (265). They give the rate of change of the rest mass

my, since the rest mass M is not affected by the selfvaria-
tions, according to equations (285) and (286). At the same

(287)
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time, these equations highlight the action of the operators (276), equations (288) can be written as

(264) on the complex number % € C, since the complex unit

) . . Mo dq i

i appears within the expressions of the operators. The same = = ——Vqgiq

procedure can be repeated for the case of equations (282) as ot h (290)
well, by introducing the number Af“z € C, and for the whole o u

. . oc Vg =-Vqi—q.

list of equations we have stated. I/

The accompanying particle has rest mass of magnitude
%, which comes from the sum of the contributions of the gen-
eralized photons emitted simultaneously by the material par-
ticle. This is the physical content of equations (281). There-
fore, the mechanism through which the selfvariations occur
plays a fundamental role for the determination of the physical
properties of the accompanying particle, and eventually for
the physical properties of the actual system “material particle-
accompanying particle”.

5.5 The symmetrical law for the electric charge

From the study already conducted in paragraph 4.2 it follows
that the generalized photons counterbalancing the selfvaria-
tion of the electric charge ¢ carry electric charge. Therefore,
the physical object resulting from their aggregation carries
electric charge g;.

The law of the selfvariations for the electric charge g is
given by equations (266)

0q i

o - Tt
. (288)
1

Vg=_-Pg.

q 7 sq

In these equations we denote with E and P, the total en-
ergy and momentum emitted by the material particle simulta-
neously in all directions, and which counterbalances the vari-
ations in energy resulting from the selfvariation of the elec-
tric charge. Although we have kept the same notation, these
quantites are not the same as the ones appearing in equations
(265).

In order to repeat the study conducted for the rest mass
for the case of the electric charge, we have to define the equa-
tions symmetrical to (266). That is, we have to formulate the
counterparts of equations (266) for the electric charge g;.

The law of selfvariations for the electric charge (288) has
to be modified so that it will define the interaction of the elec-
tric charges ¢ and ¢;, exactly as the law stated in equation
(265) determines the interaction of the rest masses m, and
%. Therefore, the second part of equation (288) has to be ex-
pressed such that the electric charge g; appears. This can only
be accomplished by the introduction of an electric potential V/
through equation

E, = Vg. (289)

With this notation, and taking into account equation
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Equations (290) and (288) have the same physical con-
tent, if and only if the electric potential V is independent of
the selfvariations.

Starting from equation (290), we can also deduce all
equations inferred in the previous paragraphs for the rest
mass, except now for the electric charge. The proof follows
similar paths, and we shall note repeat it here in full.

Firstly, it can be deduced that the potential V can be writ-
ten in the form

V=9V = (291)

The potential V| stays invariant under the action of the
Lorentz-Einstein transformations, and is independent of the
selfvariations. The corresponding expressions of equations
(268) and (270) are

gV = ind
q

in g\’
+—=| =0
(q VOQ)

The corresponding equations to the ones given in (273)
for the generalized photon, can be formulated as

(292)

in  dqg oD
E=0—" % 52
l_v'“q6w+l ot
2
s (293)
2 q v .
P=O————— —jhVO.
1Y% gcowe !
2

The corresponding equations to the equations (282), that
is, the corresponding form of the law expressed in (290), are

6qi i

- = zvVoqqi
ot h . (294)
Vo iy B
qi h7 Oqcz qi-
The corresponding relation to relation (283) is
q; # 0. (295)

The corresponding expression of equation (284), that is,
the electric charge Q of the system “material particle-accom-
panying particle” is

Q=q+q. (296)
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The corresponding equations to equations (285) and (286) and with equation (301), we get
take the form
0 _,
or (297) E:q)%% ih(@i%@i‘ﬂ@@)
c

The electric charge Q is not affected by the selfvariations.

5.6 Fundamental study of the generalized photon

In paragraph 4 we studied the consequences of the selfvaria-
tions in the surrounding spacetime of the material particle. In
that study we considered the validity of equation (168)

v
J = D;
which presupposes the validity of equation

P= EC% (298)
for the generalized photon.

We know by now that the energy E and the momentum
P of the generalized photon are not correlated through the
simple relation (298). For the generalized photon that results
from the selfvariation of the rest mass, equations (273) hold

E=0—— 79 L ipZ—
1= V% moow My
2
ihc omy v (299)
P=0 0 2 _ihveo.

1= Y% mocow ¢
2
For the generalized photon that results from the selfvaria-
tion of the electric charge, equations (293) hold

ih aq 0o
E=0——— 2 in—
1= V" gow o
2
ihc dq v (300)
p=o—" MY uvo
1=V " gcowe
-2

Equations (299) and (300) lead to a completely different
relation from (298), between the energy E and the momentum
P of a generalized photon.

We will study the generalized photon, as given in equa-
tions (299). The study of equations (300) is exactly the same.

The percentage-function ® depends on the direction %
and can, therefore, be written as ® = ® (6, w), and can also
depend on the moment, w = ¢ — f, of emission of the general-
ized photon, so that

D=0 w,dw). (301)

From the first of equations (299) we have

ih Omy o 0D
At U, i
1= V% moow ot
o2

E=0
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and with equations (11), (41) and (42) we get

in 6m0

1= Y% moow
2

E=0

(302)

From the second of equations (299), we have

in ﬁmo v
_ — —ihVOD
1 - U U mycow ¢ !

2

P=o

and with equation (301) we get

0D 0P

' @
p-o_t" amov—ih(a—Vw+—V6+—Vw

1— U U mocow c ow 06 ow

2
and with equations (12), (51) and (52), we get

ih 6m0 v
p=o—- T,
1= Y " mocow ¢

c2

in 0dv hod| u-B v

U aawe ra| _vEa
1 2 1 2
C C

+B- (303

in 00| u-y v+
rsinddw | _ YV ¥ 2 7|
2

‘We now denote

ih 6m0
1= Y " mpow
C2

ih omy v (304)

p=op—— 07U
1= Y% mocow ¢

2
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It is easy to prove that, in the case of constant-speed mo-
aD ih a0 ihu-B D o . "
Ep =ih— = —_— - —_—— tion with velocity u = | 0 |, each of the energy-momentum
o =i— U gy r(l_v,u)% y 0 gy
2 2
. ¢ ¢ pairs (E;, P;), (Ey, Py), (Es, Ps), (Ey, P,,) transforms auto-
— ihu -y 62 nomously, independently of the rest, according to the
r(l - g) siné dw Lorentz-Einstein transformations. Furthermore, an invariant
¢ amount of energy corresponds to each pair.
i oD v We shall calculate the four invariant amounts of energy. In
Py = —inVO = VU Gy 2 (305) the same way, we can prove the independent Lorentz-Einstein
- 2 transformations of the four energy-momentum pairs.
From equation (305) we have
ihod| u-B v
| T vaa AT v
r 1-—-°¢ E; - P} = E} - C°E} (—2)
c c
_ih 0P| u-y LA and since v* = ¢?, we get
rsinddw | _ YV ¥ 2 '
2 2_ 2p2 _
c E; —c°P; =0. (312)
With this notation, equations (302) and (303) can be writ- From equation (308) we have
ten as
E=E;+Eg )
P-per, (306 B -cp -5 - (Y)
c
Combining equations (302) and (303), we obtain relation
- . and from v? = ¢2, we get
v ihdd i [
P=E— -——B- — 307
2 796" rsinedw” 307) E2 - 2P = 0. (313)

relating the energy £ and momentum P of the generalized
photon.

The energy-momentum pair (Eg, Pg) can be decomposed
into three partial pairs

R (308)

(309)

(310)
_ in 00| u-y v+
“7 rsiné dw 1_”'”6’2 4
2

Eo=E,+Es+E,
P@ZPw+P§+Pw.

(311)
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From equation (309) we have

and since itisu - B =0, v = cz,ﬁz =1, we get

2 2p2
Es—c'Ps =~ v-u 00
72(1——2

2 (. @2 2
h(uﬂ))z(c?g)+

C

72 (u - B)> (aq>)2 (chc’)(l))z
+—)2 — | +|—==

v-u 0o r 9o
r? (1 -

s 0y [chADY

Ea—C P(S: 7% . (314)
Similarly, from equations (310) we get

B2 _2pr o 9P 2 (315)

@ @ \rsiné dw
119



Volume 3

PROGRESS IN PHYSICS

July, 2013

From the transformations (127) we get

ch 0D ch oD (1 u cos 6)
Ay - T 7 u s Y\ T
r 08 7r(1—z‘cosé) 06 ¢

C

hiw _cnio
r a8 yr s’

(316)

Therefore, the second part of equation (314) remains in-
variant according to the Lorentz-Einstein transformations.
From transformations (124) and (127) we have

ch 00 ch oD
rsind’ dw’ u siné ow
yr(l - - cosé) 0
¢ y(l — —cos 6)
c
ch 00 ch 0D
— = —. 317
r'sinéd’ 0w’  rsind dw (317)

Therefore, the second part of equation (315) remains in-
variant under the Lorentz-Einstein transformations.

From equation (307) we can calculate the total invariant
energy of the generalized photon

v _inoo
¢ r 06

. 2
ih 0D
E? PP =E*-*|E ——
rsind dw
and taking into consideration that the set of vectors %, 8,y
constitute an orthonormal basis, we get

2 2
B p = o gy (RO0) L (h 0P
r 00 rsind dw
B 2p chaq>2+ ch oD\’ G318)
“\roos rsind dw)

According to equations (316) and (317), the second part
of equation (318) remains invariant under the Lorentz-
Einstein transformations.

We will now prove that:

“In the case of constant-speed motion with velocity

i

pairs (E;, P;) , (Ey, Py,) correspond to a flow of energy and
momentum into the surrounding spacetime. On the contrary,
pairs (Es, Ps) and (E,,, P,,) correspond to a redistribution of
energy and momentum in the surrounding spacetime”.
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From equation (109) together with the second of equa-
tions (308), we get

ih omy v (v u
.
l_v'umoawczr c ¢
2
ih omy v-u
.
I_U'"mocawr c?
2
PR = ihr 20
mocow
R 0
f L (319)
r mocow

Similarly, from equation (109) together with the second
of equations (308) we get
R 0o
P, —=ih——
r

o (320)

We conclude that both the momentum P;, as well as the
momentum P, have a component along the direction of vec-
tor R, as depicted in Figure 6.

Combining equation (109) with the second of equations
(309), we get

iho®d| u-B v v u
P R=-200 (22
0 ros| vt B c c
2
and since ¥* = ¢? and v - B = 0, we obtain
LO00| u-B v(v u\ u-B
Ps R =—-in> __(___)__
0 165 1_”'”c2 c c c
2
u
_ 0D Eﬁ v-u\ u-f
2
c
Ps-R=0. (321)

Similarly, from equation (109) and the second of equa-
tions (310) we get

P, -R=0. (322)

Both the momentum P, and the momentum P, are ver-
tical to the vector R of Figure 6.

We will now prove that:

“The generalized photon carries intrinsic angular momen-
tum S, independent of the distance r. The component S, of
the intrinsic angular momentum S along the direction of the
motion of the material particle does not depend upon the ve-
locity u of the motion”.
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In Figure 4, the angular momentum S of the generalized From the fourth of equations (324) we have
photon with respect to the (constant) point of emission ,
E (x, ), yp (@) .2 (@), w) is So=~uxP,
S=rxp and with the second of equations (310) we get
and with equation (6) written in the form
r _ ih 00V u-y
- = +
r=-v sinddw e | Y ¥ 2 4
c2
we get
, , and since ¥ X y = —f3, we get
S=-vxXP=-vx(P;+P,+Ps +P,). (323)
¢ ¢ ih 00
. So = —7—8. 329
Denoting sindd a)ﬁ (329)
Si=-uXP Equation (325) can now be written as
SwZ—UXPw in 00 oo
=——pB-ih— 330
(324) sin (?a)'B ! 1) 4 (330)
Ss = —v X Ps
Cr We now calculate the component S, of the angular mo-
S, =-uxP, mentum S along the direction of motion of the material parti-
cle.
equation (323) can be written as For u # 0 we have
$=8;+S,+S5+S,. (325) _u
T
From the first of equations (324) we have e
p and with equation (330) we get
S,‘ = - X Pi
C .
u ih 00 0D
and with the second of equations (304) we get Su= | (sin 5 %'B - Zh% ) (33D
S; =0. (326) u
From the second of equations (324) we have For constant-speed motion with velocity u = | 0 ], and
0
S - r ux P taking into consideration equations (35) and (36), we obtain
c from equation (331)
and with the second of equations (308) we get ih oD
= — (—sind
S, = 0. (327) "= Sing dg S
From the third of equations (324) we have oD
Sy =—ih—. (332)
r ow
S5 = - X P(;
¢ u
and with the second of equations (309) we have In the case of constant-speed motion with velocity u# = [ 0 ],
0
9D v u-B v from the transformations of equations (124) v’ = w, we con-
Ss = —ih% “X|\— s th clude that the angular momentum S, does not depend on the
¢ 1- = ¢ inertial reference frame. Furthermore, it does not depend on
_ 0D v the angle 9, i.e. the angle formed between the direction of
S5 = —ih 95 ¢ xp emission 2 of the generalized photon and the velocity u of
. oy B the material particle in Figure 6.
and since itis ¢ X f =y, we get We will now study the changes in energy and momentum
oD that take place during the motion of the generalized photon
Ss = —lh%Y : (328)  with velocity v, after its emission by the material particle.
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From the fundamental mathematical theorem, specifically
from equation (86) for f = E;, f = E,, f = Esand f = E,,
we have

%-f-U-VEl:C%

ot or

aEw-f—U'VEw—Caﬂ
ot or
%+U'VE5—C%
aﬂ+v-VEa,—ca&
ot or

and with the first of equations (304), (308), (309) and (310),
we get

OE;
— + U~ VE, =0
ot
oE,
3 +v-VE, =0
5
T2 Ly VE;=-“E
ot v 0 P
% |\ .vE, =-CE,
ot r

Similarly, after combining equations (87), (88), (89) with
the second parts of equations (304), (308), (309) and (310),
we get

OP;
o + (grad P)v =0

aaﬁ + (grad Py,)v =0

ap . (334)
—° 4 (grad Ps)v = — - P;

ot r

P,
—— + (grad P,)v = —EPa,.
ot r

From the equations of this paragraph we conclude that
there are physical quantities that do not depend on the dis-
tance r. Such physical quantities are the energy-momentum
pairs (E;, P;) and (E,, P,), as well as the angular momenta
S and S,. These quantities are defined for r = 0, that is, on
the material particle. On the contrary, the energy-momentum
pairs (Es, Ps) and (E,,, P,), as well as the rest energies % ‘%’
and % g%’, are defined only in the surrounding spacetime of
the material particle, due to the appearance of the factor %
Furthermore, they vanish for r — +o0, while they attain large

values for small values of 7, i.e. close to the material particle.

5.7 The simplest case of a generalized photon

The simplest generalized photon arises in the case where the
percentage @ is constant:

oD
= -0
ot (335)
VO = 0.
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In this case, equations (299) and (300) are rewritten, re-
spectively

ih 6mo
E=0—F——
| — g moow
c
P 7] omy v (336)
B 1— VU mocow c
o2
in aq
E=0—" %
1= v U gow
2
c
R (337)
VU geow e’
1
2

From the second of equations (335) we obtain

Vo =0
and from equation (301) we get

fol0) oD oo
—V —Vé+ —Vow =
30 w + 5 0+ £ w=0
and from the linear independence of the vectors Vw, V9§, Vw

(paragraph 2.5) we get

0D

3_w_0

0D

— = 338
55 = ° (338)
0D

%—0.

Replacing equations (338) into the equations of the last
paragraph causes the energy-momentum pairs

(Ew’Pw)v(Eé’Pd):(vapw)

to become zero, the angular momentum S becomes zero, and
cho® 40 q _ch_ o0

so do the rest energies <* 9¢ —ir3 9, Lhe energy-mo-
mentum pair (E;, P;), as given by equations (336), does not
become zero. Therefore, the generalized photon is defined
for r = 0, i.e. on the material particle.

We shall now prove that the interaction of the material
particle with every generalized photon is instantaneous dur-
ing the moment w of the emission of the generalized photon.
More specifically, we shall prove that the generalized photon
keeps its energy E and moment P constant, after its emission
by the material particle.

From equation (86) of the fundamental mathematical
theorem, and for f = E, we have

oF oF
E +v-VE = CE.

From the first of equations (336), and since it holds that

my = my (w), we get

(339)

OE

o (340)
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and from equation (339) we see that

a—E+v-VE:0.

a (341)

From equation (341) we conclude that the energy E of the
generalized photon remains constant during its motion with
velocity v, after its emission by the material particle.

Combining equations (336) we obtain relation

P-EZ (342)
c
between the momentum P and energy E of the generalized

photon.
From equation (87) forf = £, we obtain

P

0 v v v OE
a(%)*(gfﬁd (Ez))"— cor

and with equations (340) and (342) we get

66_1; + (grad P)v = 0. (343)
From equation (343) we conclude that the momentum P

of the generalized photon remains constant during its motion

with velocity v, after its emission by the material particle.

According to equations (341) and (343), the generalized
photon does not exchange energy and momentum with the
material particle after its emission. The interaction between
the material particle and every generalized photon takes place
instantaneously at the moment of emission of the generalized
photon. Furthermore, according to equation (342), there is a
continuous flow of generalized photons moving with velocity
v, from the material particle into the surrounding spacetime,
on the condition, of course, that the percentage ® remains
constant.

We can undertake a similar study for the generalized pho-
ton resulting from the selfvariation of the electric charge. It
suffices to replace equations (336) with equations (337) in the
above study.

5.8 The cosmological data ‘“‘condensed” into a single
equation

In the inertial frame of reference S’, where the material par-
ticle is at rest, the first of equations (350) can be written as

(9m0 oD
E' = Oih—— +ihi—. 344
! moow’ ! or (344)
Summing in all directions of emission of generalized pho-
tons, and taking into consideration that ), E’ = Epand ), ® =
1, from equation (344) we obtain

P
Ey = in-20

. 345
moow’ (345)
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During the emission of the generalized photons by the
material particle it is ¥ = 0, and equation (3) can be writ-

ten as. w’ = t, therefore We get % = % = % = 11y, and
equation (345) can be written as
L
Eo = ih— (346)
my

which is equation (268).

In the inertial reference frame S’, where the material par-
ticle is at rest, and for ' = 0, hence for w’ = ¢, the first of
equations (282) can be written as

i

Ey = ﬁmocon. (347)
Eliminating the rest energy Ej, we get
(ih@) = %moczih@
my my
(lh@) = —m0c2
mo
(m@ v m0c2) ~0 (348)
Mo

which is equation (270).

In paragraph 5.2 we derived equation (270) by combining
equation (346) with the principle of conservation of energy.
In the derivation we conducted in this paragraph we combined
equation (346) with the symmetric law (282). Furthermore,
from the derivation procedure we have followed, it becomes
obvious that the percentage-function @ does not play any role
in equation (348), i.e. in equation (270).

If we borrow equation (394), Ey = iiH, from paragraph
7, and combine it with equation (346), we obtain :%g =H~
2x 10718571, In the cosmological data we observe the conse-
quences of the real increase of the rest masses of the material
particles, which takes place at an extremely slow rate.

In paragraph 7 the differential equation (348) is solved.
As we shall see, this equation contains as information the to-
tality of the cosmological data. The cosmological data are
“condensed” within a single equation.

5.9 The generalized particle

From the previous study it becomes evident that the selfvari-
ations correlate every material particle with the surrounding
spacetime. Fundamental physical characteristics of the ma-
terial particle, like the rest mass and the electric charge, are
correlated with spacetime. Furthermore, each material parti-
cle contributes to the energy content of spacetime in a strictly
defined manner.

The relation between the material particle and the sur-
rounding spacetime is determined by two fundamental physi-
cal objects predicted by the theory of selfvariations: the gen-
eralized photon and the accompanying particle. These two
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physical objects are related to each other since the accompa-
nying particle results from the aggregation of the generalized
photons. All the equations we have stated in the preceding
paragraphs and preceding paragraphs, concern the relation of
the material particle either with the generalized photon, or
with the accompanying particle.

In the surrounding spacetime of the material particle, and
for each generalized photon, we know exactly what is ex-
pressed by equation (263), dS? = 0: the generalized photon
moves with velocity v of magnitude ||v|| = ¢ in every inertial
frame of reference. According to the second statement-axiom
we have posed, equation dS? = 0 also holds for the accompa-
nying particle, which, as an aggregation of generalized pho-
tons, is related with the propagation of the selfvariations in
the four-dimensional spacetime. The question then arises, as
to how equation dS? = 0 is expressed in the part of spacetime
where the generalized photons aggregate.

The accompanying particle has rest energy Ey and, there-
fore, rest mass % # 0. The combination dS? = 0 and
L2 % 0 renders the accompanying particle an intermediate
state between “matter” and the “photon”. It is a completely
new physical object predicted by the theory of selfvariations,
which introduces us into an unknown territory of physical re-
ality. The first question we have to answer is how do the
relations dS? = 0 and % # 0 become compatible with each
other.

About the intermediate state of matter we can give the
following interpretation:

The aggregation of the generalized photons implies the
co-incidence of different points (dS? = 0) in the part of space-
time where the aggregation takes place. This interpretation is
in agreement with the strict application of the axioms of the
theory of selfvariations.

At this point we are required to make two observations
about the relation of the theory of selfvariations with the the-
ory of relativity. These observations have to do with the rela-
tion between the energy content and the properties of space-
time.

For the derivation of the Lorentz-Einstein transformations
we consider two observers who exchange signals moving
with velocity c. If we consider the exchange of signals mov-
ing with a different velocity, for example acoustic signals,
we end up with different transformations. Judging by the re-
sult, both on theoretical, and on experimental grounds, we
know that the transformations derived by the first method are
correct, whereas the transformations derived by the second
method are wrong.

The theory of selfvariations predicts the generalized pho-
ton in the surrounding spacetime of the material particles.
There is a continuous exchange of generalized photons be-
tween the material particles, in other words, a continuous
exchange of signals moving with velocity ¢. The exchange
of signals with velocity c is not simply a hypothesis we can
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make for the derivation of the Lorentz-Einstein transforma-
tions, but a continuous physical reality. Therefore, the theory
of selfvariations strengthens the theoretical background of the
special theory of relativity.

The general theory of relativity correlates the properties
of spacetime with its energy content. The theory of self-
variations gives us the detailed contribution of each mate-
rial particle to the energy content of spacetime. In the part
of spacetime where the aggregation of generalized photons
takes place, the material particle interacts with the accom-
panying particle. This interaction concerns a strictly distinct
subset of the total energy content of spacetime. While we as-
sume a unified spacetime, whose properties are defined by its
total energy content, each particle interacts and is correlated
with only a subset of the energy content of spacetime. In re-
ality, every material particle occupies its “own” spacetime.
For every material particle the properties of its “own” space-
time are determined by the generalized photons with which
it interacts. Therefore, the co-incidence of different points of
spacetime concerns the accompanying particle for every ma-
terial particle, and does not constitute a general property of
spacetime.

The law of selfvariations has been stated based on the ac-
companying particle. Relation (264), in combination with the
symmetric laws (282) and (290), expresses the continuous in-
teraction of the rest mass my and the electric charge g of the
material particle with the energy E of the accompanying par-
ticle. Therefore, we cannot refer just to the material particle,
or just to the accompanying particle. What exists in nature is
the system of the two particles, which behaves as a “general-
ized particle” that occupies a part of spacetime.

The co-incidence of different points in the part of space-
time occupied by the generalized particle alters the trajecto-
ries and velocities of the generalized photons compared to
the strictly defined trajectories and velocities we studied in
the preceding paragraphs. In the case of co-incidence of all
points belonging to this part of spacetime, the concepts of
trajectory and velocity of the generalized photons loose their
meaning. The trajectory and velocity of the material particle
will suffer the same consequences, if the material particle be-
longs to the part of spacetime where the aggregation of the
generalized photons takes place.

In Figures 4 and 6 imagine that, for the material particle,
the points of spacetime within the interior of a sphere of cen-
tre E and radius r coincide. The physical object in the interior
of the sphere constitutes a generalized particle with a specific
rest mass. In every point of the spherical surface, the gener-
alized photon moves with velocity v of magnitude |[v|| = c.
None of the axioms of special relativity and of the theory of
selfvariations are violated. Furthermore, the co-incidence of
different points of spacetime within the interior of the sphere,
concerns the material particle, and does not constitute a gen-
eral property of spacetime.

The investigation of the internal structure and physical
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properties of the generalized particle is the central issue for
the theory of selfvariations. We have to answer specific ques-
tions regarding the generalized particle, and develop specific
methods for the study of its physical properties.

A fundamental question concerns the distribution of the
total rest mass M, of the generalized particle, between the
material particle (m) and the accompanying particle (%) Of
equal importance is the size of the portion of spacetime occu-
pied by the generalized particle.

A basic method for the study of the generalized particle
is the elimination of the velocity, which also represents the
trajectory, from the equations of the theory of selfvariations.
It is not the only method, though. In the following paragraph
we present the basic study for the generalized particle.

6 The quantum phenomena as a consequence of the
selfvariations

6.1 Introduction

The intermediate state between “matter” and “photon” pre-
dicted by the theory of selfvariations, is responsible for the
quantum phenomena. The study of the generalized photon
leads to the Schrodinger and the Klein-Gordon equations, as
well as to the wave equation of Maxwell’s theory of electro-
magnetism.

The elimination of the kinematic characteristics of the
material particle from the equations of the selfvariations,
emerges as the fundamental method for the study of the gen-
eralized particle and, eventually, of quantum phenomena.
This is what is actually done by all the theories developed
during the last century in order to interpret quantum phenom-
ena.

The basic method for the study of the generalized particle
is complemented by the percentage-function ®. The @ func-
tion has to do with the generalized photon and, by extension,
with the generalized particle. Furthermore, it is related with
the interactions of the material particles. Function ® inex-
tricably links the quantum phenomena with the interactions
of the material particles. The investigation of its properties
furthers the theory of selfvariations beyond the bounds of the
present edition.

6.2 The distribution functions of the rest mass

According to equation (284)

M() =mgy + % (349)

the rest mass M of the generalized particle is equal to the
sum of the rest masses of the material particle (m) and the
accompanying particle (%) One way of studying the inner
structure of the generalized particle is to study how the rest
mass M, is distributed to each of the two particles. Knowing
the sum of the rest masses mg and %, it suffices to calculate
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one of the “distribution functions”, that is, one of the complex

_ mo _ _Eo _ moc”
number§ X = Y= o> Z = By
But it is
I’I’l06‘2 E() mocz + EO
X+V¥Y= 5+ 5 = 5
M()C M()C M()C

and with equation (349) we get X + ¥ = 1.
suffices to study either function ¥

Therefore, it

E
(1 (350)
M()C2
or function Z 5
nmyc
Z= 351
E, (351)
in order to determine the distribution of the rest mass M, into

Ey
mg and =
Initially, we will study the effects of the selfvariations on
the function Z. From equation (351) we have

(9_Z _ i(’imoc2
ot  Ey, ot

my 6‘2 OE 0
E; Ot

and with the firsts of equations (265) and (282) we get

0Z 1 ,  mc?i 2
— =—-—-F - — E
ot Eo sMoC E(Z) h7m00 0

and with equation (279) we get

0z 1 2 moc? i 2
= = yE - E
o1 Eo h?’ 0Mmopc E(z) h?’moc 0
0z i moc? 5

== +E

ot~ 1 E ¥ (moc’ + Eo)

and with equation (349) we get

0z i myc? Moc?
—_ = — C
ot h Ey Y¥o
and with equation (351)
0Z i
i —£7MOC2Z. (352)
From equation (351) we obtain
1 2
VZ = —Vmoc? — 22X VE,
Ey ES

and with the second of equations (265) and also (266) we get

1 i moc? i
VZ = ——Pngc* + —— —ymouE.
th spC E(Z) h)/mo 0

and with equation (276) we have

vze Lign o mci
Eo i

125



Volume 3 PROGRESS IN PHYSICS July, 2013
Using equation (279) we get and with equation (350) we arrive at
vz- Ll g oc | VW = — L ymouw 355
Z = E hyEo 2moc + — E(Z) hymoqu = —ﬁymou . (355)
2
VZ = J moj y (E LU mo) u. The differential equations (354) and (355) have the advan-
h Ej tage that the rest mass mg of the material particle appears in
. their second part. This fact allows us to introduce additional
Th h 4
rough equation (349) we get conditions in order to solve the system of differential equa-
i moc? tions (354) and (355). We present this study in the following
VZ = - —)/M ou t h
h E2 Wwo paragraphs.
0 The distribution functions determine the distribution of
and with equation (351) we get the rest mass of the generalized particle between the mate-
; rial particle and the accompanying particle. For every point
VZ = £yMQuZ. (353) A (x,y,z,t)inthe part of spacetime where the generalized par-

The differential equations (352) and (353) offer the advan-
tage that the rest mass M, that appears on their second part,
does not depend on the selfvariations. On the other hand,
they also have a disadvantage. We do not know the additional
conditions we have to introduce for the rest mass M in order
to solve the system of differential equations (352) and (353).
These additional conditions are related to a more general in-
vestigation of the equations of the theory of selfvariations,
which is not included in the present edition.

We shall now study how the selfvariations affect function
Y. From equation (350) we have

0¥ _ o Ey

Ot \ Myc?
and with equation (285) we obtain

oY 1 0K

ot~ Moc? ot

and with the first of equations (282) we get
oY 1 i 2
— = ——— —YmyC

o~ Moc2n! 00

and from equation (350) we get

N i,
— = —ymyPV.
o w0

From equation (350) we have

vy = v (Lo
M()C2

and with equation (286) we obtain

(354)

V¥ =

oV E)

and using the second of equations (282) we get

VY = —iymoqu

= ()
1\4062 h
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ticle can reside, these distribution functions acquire specific
values. These values, in turn, define the values of the rest
masses mg and %

The behavior of the generalized particle can be influenced
by any cause that interacts with the generalized particle in the
part of spacetime it occupies. An external cause can redis-
tribute the rest mass of the generalized particle, directing it
either to the material particle, or to the accompanying parti-
cle. In the first case, the generalized particle will behave as
a material particle with a well-defined trajectory, energy, etc.
In the second case, the generalized particle will spread out
in spacetime, while the consequences resulting from the ag-
gregation of the generalized photons will be strengthened and
intensified. We observe such a case in the double-slit experi-
ment for the electron and for material particles in general (we
assume that the reader is familiar with the double-slit experi-
ment).

The study of the distribution functions is a fundamental
goal in order to understand the behavior of the generalized
particle.

6.3 The Schrodinger equation
From equation (354) we have

PY i
ok

6 amO

2

— + —yPY——

U R

and with equation (354) and the first of equations (265), we

get

Py 2204 . .

7 _Y hzo Y+ %ycz‘ll (—%Esmo)
and with equation (279) we get

62\11 yzmz 4 .

= e ()

PY _ vmct s YmcE,

o h? h?

Y Y2myct ( . EO)‘I’.

c?

2 (356)
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From equation (355) we have
VY = —%ymouV‘I’ - %y‘I’uVmg

and with equation (355) together with the second of equations
(265), we get

2,22 . .

m-u

™ ‘I’—Ly‘Pu(iEsimo)
B c?

VY = —
n2 h

and with equation (279) we get

2:12,2 . .
yomu l l u
vVyg=_--2° T——T(—E——)
2 R U\ 7R Mo
202,,2
e A O i 2 L
n? c?n?

2 2 E
Vo = 20 (g - ). (357)

We now consider the case where the rest mass M, is
mainly distributed to the material particle. This happens when

E
' 02 << 1
myc
or when
E() — 0.

Under these conditions equation (357) can be written as

y? mg u?

2wy
VY = i

(358)

We will now eliminate the velocity u from equation (358),
within the framework of the analysis we performed in para-
graph 5.9 for the generalized particle. For small velocities u,
itis y ~ 1, and equation (358) can be written as

m>u?

VY = -y
h2

(359)

Furthermore, denoting by & the constant sum of the ki-
netic energy %mou2 and the potential energy U = U (x,y,z)
of the material particle, we have

! 2+ U
—MolU =&
D) 0
2(e-U
Mzz(g_).
mo

Replacing factor u? into equation (359) we obtain

_2m0 (e - U)‘P

2g _
VY = "

(360)

which is the time-independent Schrédinger wave-function.
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Ey
oc?
set, and from equation (349) we obtain my — M, therefore

equation (360) can be written in the form
2My (e -
_2Mo(e=U)y,
72
From the derivation process we have followed it becomes

obvious that the Schrodinger equation only approximately de-
scribes the internal structure of the generalized particle.

From the initial conditions, ” << lorEy— 0, we

V2P = (361)

6.4 The Klein-Gordon equation

The way in which we chose to eliminate the velocity from
equation (358) had as a consequence the appearance of the
potential energy U in Schrodinger’s equation (360). We will
now eliminate the velocity # from function ¥in a different
manner. Combining equations (356) and (357), we obtain

Y

W—CZVZ‘P:
2. 4 2 2.2
v moc Ey Y moc u Ey
TR (mo_c_Z)\P“L 72 ( _C_Z)\P
o’y 4 2 E
G v =T (15 - )
and since y = 1 =, we get

52‘P 22 moc E()

gz ~CT = (- )
Y E
S -V m;f ( 0 C—f)lyzo (362)

Eo

In the case where

<< lor Ey — 0, equation (362)

myc?

can be written as
62\1’ 2w?2 moc4
e VY + "
which is the Klein-Gordon equation. With the conditions we
posed, it follows that my — M in equation (363).

Of particular interest is the case my = 0, where from equa-
tion (362) we obtain

¥Y=0

(363)

Y 2w
ﬁ —-cV'¥Y =0
e
VY - G55 =0 (364)

From equation (349) for my = 0 we get Ey = Myc?.
Therefore, all of the rest energy of the generalized particle
has shifted to the accompanying particle. Furthermore, we
get 9] = || 2
tial equation (364), we should modify the final solution such
that the wave-like behavior of a scalar quantity ¥ appears, for
which we demand that ||¥|| = 1.

H = 1. In every case we solve the differen-
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6.5 The central role of the percentage function @ in the
internal structure and the physical properties of the
generalized particle

According to equations (302) and (303) the energy E and the
momentum P of a single generalized photon depends on the
percentage function ®. Furthermore, according to equation
(330), the intrinsic angular momentum S of a single gener-
alized particle depends exclusively on the percentage func-
tion ®. The generalized particle emerges in the part of space-
time where the aggregation of the generalized photons takes
place. Therefore, the percentage function ® plays a funda-
mental role, both for the internal structure, as well as for the
physical properties of the generalized particle.

Function © allows the comprehension of the extent of the
portion of spacetime occupied by the generalized particle. In
paragraph 5.6 we determined the physical quantities that can
only be defined in the surrounding spacetime of the material
particle. These physical quantities are inversely proportional
to the distance r. Therefore, the space occupied by the gen-
eralized photon can extend to infinity, with the consequences,
of course, predicted by the corresponding equations for its en-
ergy, momentum, and angular momentum. Since each gener-
alized photon can extend to infinity, the same also holds for
the part of space where the aggregation of the generalized
photons takes place. Therefore, the generalized particle can
extend to infinity.

In the case of the simplest generalized photon, as we stud-
ied it in paragraph 5.7, there results an instantaneous interac-
tion of the material particle with the accompanying particle.
This interaction takes place at the instant of emission of the
generalized photon, exactly at the point where the material
point particle resides. Therefore, in this case the generalized
particle is a point particle.

In conclusion, we can say that the generalized particle can
extend from a point of spacetime up to an infinite distance
from the material particle. Furthermore, in each case, the ex-
tent of the part of spacetime in which the generalized particle
extends, is determined by the percentage function ®.

For the derivation of the Schrodinger and the Klein-
Gordon equations, we based our investigation on equation
(349), My = my+ % A fundamental piece of information, re-
lated with the function @, is missing from this equation. The
generalized photon carries rest energy, according to equations
(314) and (315), which depends on the function ® and the dis-
tance r. In other words, right from the start, the generalized
photon, and therefore the generalized particle, are correlated
with a rest energy in the surrounding spacetime of the ma-
terial particle. The rest mass corresponding to this rest en-
ergy does not appear in equation (349). For the same reason,
the angular momentum does not appear in the Schrédinger
and the Klein-Gordon equations, since the internal angular
momentum of the generalized photon depends exclusively on
function @, according to equation (330).
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Function ® expresses the potential of a material particle
to emit generalized photons of different energies for differ-
ent directions. Theoretically, we cannot predict exactly how
function @ depends on the internal structure of the material
particle. Quite likely we can do this by performing some
measurements. But we can predict theoretically an impor-
tant factor on which function @ depends, that results from the
continuous exchange of generalized photons between mate-
rial particles. This exchange of generalized photons is equiv-
alent to a variation of function ®. According to equations
(302), (303) and (330), the energy, momentum and intrinsic
angular momentum of the generalized photon are exactly cor-
related with the variation of function ®. We, therefore, come
to the conclusion that the quantum phenomena are interre-
lated with the interactions of the material particles, the con-
necting link being function ®. Function ® is related with the
interactions between material particles, but also with the en-
ergy of the generalized photons and, by extension, with the
generalized particle.

In paragraph 5.9 we referred to the fundamental method
for studying the generalized particle. We analyzed the reasons
for which we have to expunge the velocity from the equations
of the theory of selfvariations in order to study the internal
structure and the physical properties of the generalized parti-
cle. Of equal importance is the inclusion of function @ in the
study of the generalized particle.

Observing the Schrodinger operators [22-26], as used in
quantum mechanics, we realize that the first consequence of
their use is the elimination of the kinematic characteristics of
the material particle from the resulting differential equations.
Function @ does not appear in the final equations, since it
does not exist as a concept within the physical theories of the
last century. It is represented, though, by the physical quanti-
ties related with the interactions in which the material particle
participates, by the potential energy or the generalized mo-
mentum of the material particle. Analogous is the procedure
followed by Dirac [27] for the derivation of his eponymous
equation.

One of the questions about the generalized particle, to
which we deliberately did not refer in paragraph 5.9, is the
probability of finding the material particle at a specific mo-
ment, in a specific position in the part of spacetime occupied
by the generalized particle. There are many physical quan-
tities related with the Schrodinger operators. Judging by the
success of quantum mechanics, one way to study the gener-
alized particle is through statistical interpretation. We must
not forget, though, that a single cause suffices in order to shift
the rest energy of the generalized particle, either towards the
material particle, or towards the accompanying particle. One
and only cause is sufficient for the corpuscular or wave-like
behavior of the generalized particle to emerge.

By investigating the properties of function @ or by mak-
ing concrete hypotheses regarding function @, we can extend
our study of quantum phenomena and the interactions of par-
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ticles. On the contrary, in paragraph 5.8 we showed that equa-
tion (348) does not depend on function ®. This allows us to
solve it and investigate it completely. We present that study
in the next paragraph.

7 The cosmological data as a consequence of the
selfvariations

7.1 Introduction

The origin of matter is already recorded in the cosmological
observational data. We just lacked a fundamental piece of
information in order to decode it: the law of selfvariations.

The redshift of distant astronomical objects, the cosmic
microwave background radiation and the information
obtained by the analysis of this radiation, the increased lu-
minosity distances of supernovae, the large-scale, as well as
small-scale, structure of matter in the universe, the large-scale
isotropy and flatness of the universe, the slight variation of the
fine structure constant, and the arrow of time, all share the law
of selfvariations as a common cause.

The law of selfvariations contains as information the en-
tire corpus of the cosmological observational data, as we ob-
serve and record them since the time of Hubble. Behind the
barrage of interventions made in order to bring the Standard
Cosmological Model in agreement with the cosmological ob-
servational data, lies our ignorance about the fundamental law
of selfvariations. The physical theories of the past century do
not possess the necessary completeness in order to explain the
cosmological observational data.

The improved scientific observation instruments we pos-
sess record persistently, and with ever increasing detail, the
consequences of the law of selfvariations.

7.2 The fundamental equations

The cosmological data concern the observation of the Uni-
verse at long distances, that is, in the past. At a distant as-
tronomical object, located at a distance r from Earth, the rest
mass my (r) of a material particle in the past is smaller, com-
pared to the laboratory rest mass m of the same material par-
ticle we measure “now” on Earth. The electric charge g (r)
also differs from the laboratory value ¢ of the electric charge
as measured “now” on Earth. We calculate the quantity m (r)
as a function of my, and ¢ (r) as a function of ¢. In this man-
ner, we incorporate into our equations the consequences re-
sulting from the internality of the Universe to the process of
measurement.

In the following, and using the known physical laws, we
determine the consequences of the selfvariations for distant
astronomical objects. Furthermore, we can determine the
consequences of the selfvariations in the electromagnetic
spectra of the astronomical objects we receive “now” on
Earth. We shall prove that equation (348)

(moc2 + ih@) =0
my

(365)
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which holds for every material particle contains as informa-
tion the entirety of the cosmological data.

We will solve equation (365) for a material particle in the
case of a flat and static universe. This equation contains as
information the redshift of distant astronomical objects. Fur-
thermore, it predicts that the gravitational interaction cannot
play the role attributed to it by the Standard Cosmological
Model. It informs us that the gravitational interaction cannot
lead the Universe either to collapse or to expansion. Conse-
quently, there is no point of solving equation (365) within an
expanding Universe.

Equation (365) contains as information the fact that the
total energy of the Universe is zero. Therefore, after solving
the equation, it can be verified a posteriori that the Universe
is flat.

From equation (365) we have that

(moc2 + ih@) =0

mo
AN
(hmoc mo) =0
R L (366)
h my

Here, k is the constant of integration. From equation (366)
we see that
ikh 1

T2 1-expkt+p) (367)

mgy =

Here, u is the constant of integration.

Let us suppose that we observe “now” on Earth, the elec-
tromagnetic spectrum of an astronomical object located at a
distance r away from Earth. The emission of the electromag-
netic spectrum from the astronomical object took place be-
fore a time interval A7 = £. According to equation (367) the
rest mass mg(r) of the material particle at the moment of the
emission of the corresponding electromagnetic spectrum was

ikh 1

my = —— - . (368)
“1 —exp(k(t— —)+/1)
c
Combining equations (367) and (368) we have that
1 —exp (kt + p)
my(r) = my P r,u .
1- exp(k(t— —) +/,¢)
c
Setting
A =exp (kt + W) (369)
we obtain
1-A
mo(r) = my (370)

oV
1-Aexp (__r)
c

Equation (370) expresses the rest mass m(r) of the ma-
terial particle in the distant astronomical object and before a
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time interval A = £, compared with the laboratory value of
the rest mass myg of the same material particle. In this way
we include in the equations we state the consequences of the
internality of the Universe with respect to the measurement
process, as set forth in paragraph 4.9.

If we remove the imaginary unit i from equation (365), or
replace it by any arbitrary constant b # 0, we will again end
up with equations (369) and (370). The problems caused by
the internality of the Universe with respect to the measure-
ment procedure can only be evaded through equation (370).
Only after comparing the rest masses mg(r) and mgy can we
measure the consequences of the selfvariations.

From equation (369) we obtain for the parameter A

dA .
— = A =kA. 371
R (371)
From equation (367) we also obtain
= m kexp (kt + p)
0= —exp(kt +pu)’
Through equation (369) we see that
kA
I’h() = mol —A‘ (372)
Combining equations (268) and (372) we obtain
. kA
Ey = zhl — (373)

In the case of the electric charge the corresponding equa-
tion to equation (365) is the second of equations (292)

h .\ ®
@+Lﬁ)=o (374)
Voq
This gives us the corresponding solution
1-B
40 = g——— (375)
1 - Bexp (—L)
c
B =exp (kit +up) (376)
dB .
— =B=kB. 377
7 1 (377)

Here, k; and p; are the constants of integration.

The corresponding equation to equation (372) is equation
kB

- B

q=d7 (378)

Combining the first of equations (292) with equation
(378) we obtain

kB
qiVo = ih——.

T_g (379)
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This equation is the corresponding equation to equation
(373).

If we remove from equation (374) the imaginary unit i, or
if we replace it by any arbitrary constant b # 0, we will still
arrive at equations (375) and (376). The problems caused by
the internality of the Universe with respect to the measure-
ment procedure can only be evaded through equation (375).
We can only measure the consequences of the selfvariations
by comparing the electric charges ¢ (r) and g.

7.3 The redshift of the far distant astronomical objects

The wavelength A of the linear spectrum of an atom is in-
versely proportional to the factor moq®*, where my is the rest
mass and g the electric charge of the electron. We denote by
A the wavelength of the linear spectrum we observe “now”
on Earth, and which originates from the atoms of an astro-
nomical object located at distance r. With 1y we denote the
wavelength of the same kind of atom as measured in the lab-
oratory “now” on Earth.
We have that

% moq’

L mo(ng* ()’

Using equations (370) and (375) we obtain

4
1 —Aexp (—ﬁ) 1-Bexp (—m)
c

C
o= — — . (380)

For the redshift z of the astronomical object we obtain

_A-
z= 2
Pl
== -1
< T

Using equation (380) we see that

k k|
l—Aexp(——r) l—Bexp(—ﬂ)
c c

1-A 1-B

z= -1 (381)

This equation constitutes the full mathematical expres-
sion for the redshift z of the linear spectrum of distant as-
tronomical objects.

We shall now perform an approximation. From the cos-
mological data we know that the fine structure constant

&2

- dregch

remains constant for observations we make at very large dis-
tances from Earth. Therefore, the value of the electric charge
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q (r) differs minimally from the laboratory value g in the re-
gion of the Universe we observe. Therefore, we can write
equation (381) in a simpler form, that is

k
1-Aexp (__r)
c

- 1.
1-A

z= (382)

Here, we used the approximation g (r) = g.

Equation (382) holds for the regions of the Universe that
can be surveyed by the scientific observation instruments we
currently have at our disposal. We shall return to the issue of
the fine structure constant in another paragraph.

From equation (369) we see that
A>0. (383)

According to equation (382), and since the value of the
redshift z increases with the distance r, it holds that

k> 0. (384)
From equation (382), and for r — +oco , we obtain
1
max — T . 1
fmax = T4
A
max — —. 385
z T2 (385)

We have that zx > 0,A > 0, as given in relation (383),
thus we get

1-A>0
A<l (386)

Now, it holds that
z< Zmax -

Using equation (385) we obtain

A

< .
LST1Ca

Due to relation (386) we obtain

Z(1-A) <A

z-7A <A

z<(1+2A
z

1+z
Through relation (386) we finally arrive at

L<A<1.

1+z (387)

This inequality holds for every redshift z, and allows us to
estimate the range of values the parameter A acquires.
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From equation (382), and for = 0, we obtain z = 0, thus

k k
1 —Aexp (__r) kA exp (__r)
c c

,_dz_
. 1-A

==

c(1-A)
For r = 0 we get

kA

, dz
0= ZLO T e(1-A)

We expand equation (382) giving z = z(r) into a Taylor
series, and only to first order terms

z2(r) = z(0) + Z (0)

kA
Z(i’)—0+ mr
kA
cZ = I_Ar.

Comparing with Hubble’s law ¢z = Hr , we obtain

A
M

T—A (388)

where H is the Hubble parameter.

From equation (388) we obtain k = H I*TA. The range of
values of parameter A, as determined from inequality (387),
allows us to estimate the extremely small value of the con-
stant k. Now, according to equation (371), the parameter A
increases at an extremely slow rate, and remains practically
constant in the measurements we conduct.

For the energy E, which results during nuclear fission, nu-
clear fusion, and more generally, every case where the con-
version of rest mass into energy takes place, we obtain

m _ mo(r)c?

E moc?

Using equation (370) we see that

E() 1-A
E l—Aexp(—E)
C
E(r)=E 1-4 (389)

1 —Aexp (—E)
c

For the photons which result from the conversion of mass
into energy we have

ch
Y Er _ E
oy, ch T E@)
E
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Using equation (389) we obtain

1_Aexp(__)

Ay
/1_07 ] k
-
Aoy Aexp( C)
ﬂoy
1—Aexp(—¥)
=4 " 1. (390)

Equations (390) and (382) are identical. However, beyond
the limits reached by our current observations, the redshift z
of the linear spectrum is given in general by equation (381).
From equation (382) we obtain

k
1-Aexp (__r)
c

l+z=
. 1-A

(391
Combining equations (370) and (391) we have that
mo
= —. 392
mo(2) 1%z (392)

Combining equations (389) and (391) we see that

E
()= T+ (393)
Combining equations (373) and (388) we obtain

Eo = ihH (394)

for the laboratory value of the energy Ej.

7.4 The graphs of the functions r = r(z) and R = R(z)

From equation (382) we have that

l—Aexp(—E)

C
=—za !
A kr

“T1oa eXp(_?)

Solving for r we obtain

_C1 A
" “(A—z(l—A))'

This equation gives the distance r of the astronomical ob-
ject as a function of the redshift z.

From equation (388) we obtain k = H %, and after re-
placing the constant & into equation (395), we get

_e A
"TH1-A"\A

(395)

A
_Z(I_A)). (396)
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Fig. 10: The graph of distance r of a distant astronomical object as a
function of the redshift z. As we increase the value of the parameter
A from 0.900 to 0.999, the curve r = r(z) approaches a straight line.
km

The graph has been made with H = 6 Mpe
constant.

This equation is more convenient than equation (395),
since we know the value of the Hubble parameter H, as well
as the range of values of the parameter A from inequality
(387), that is

= <A<l
1+z

In Figure 10 we present the graph of the curve r = r(z)
for H = 60~ 11\(/[mc’ and for the values of A = 0.900, A = 0.950,
A =0.990, A = 0.999 up to z = 5. We observe that as the
value of the parameter A increases, the curve tends to be a

straight line.

We shall now prove that for A — 1~ the equivalent equa-
tions (382) and (396) tend to Hubble’s law

cz=Hr (397)

From equation (388) we have k = %H , and after substi-

tuting into equation (382), we obtain

1-AH
I = Aexp(-—=—r
-

- -1
. 1—-A

We denote by x = %, therefore x — 0* forA — 17, and
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1- exp(—x—) X+ l—exp(—x—) S -
___x+1 c S
= 1= 1
—_ l X (=]
x+1 S
Hr
X+ l—exp(—x—) o 5 o
l. — 1 — 1 C _ 1 % 2 o _|
A1—>ni1‘ (Z) XLI(I)I*' (Z) xl»r{)l" X % 8
S
. Hr Hr Hr N
lim (1+—exp(—x—)—1)=—. °
x—0* c c c s |
&
Equation (396) gives the distance r of the astronomical
object, when we know the value of its redshift z. On the other o

hand, if we measure the distance based on the luminosity of
the astronomical object, we shall always find it to be larger
than the one given by equation (396). The reason is simple:
The energy feeding the radiation of the astronomical objects
originates from nuclear fusion, and more generally, from the
conversion of rest mass into energy. According to equation
(389), this energy E (r) is less than the expected energy E.
Therefore, the luminosity of the astronomical object is itself
lower than the standard luminosity we use.

The luminosity distance R of an astronomical object is
defined by equation

1 dE

=R (398)

In this equation, J denotes the power per unit surface we
receive from the astronomical object, whereas the power %
refers to the “standard candle” we are using.

If the real distance of the astronomical object is r, then we

obtain for the power per unit surface J

1 dE(r)
T 4xrr dr (399)
From equations (398) and (399) we get
1 dE 1 dE(r)
R2dt 2 dt
Using equation (393) we have that
1de 1 1 dE
R2dt  rl+zdt
RP=r(1+2)
R=rvVv1l+z (400)
Combining equations (400) and (396) we see that
R=S A Tazm(—2 401)
“THI-A Ma—za-a)
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Fig. 11: The graph of the luminosity distance R of astronomical ob-
jects as a function of the redshift z. The measurement of the luminos-
ity distances of type la supernova confirms the theoretical prediction
of the law of selfvariations.

The measurements conducted for the determination of
Hubble’s constant H, have not taken into account the conse-
quences of equation (400). Even for the case of small values
of the redshift z it holds that R > r. The measurement of Hub-
ble’s parameter H with the use of the luminosity distances of
astronomical objects is correct only for very small values of
z, where it holds that R ~ r. Such measurements result in
a value of H = 60 Sll\‘,lrgc. Measurements performed have in-
cluded astronomical objects with large values of the redshift
z, thus increasing the value of the parameter H to values rang-
ing between 72 and 74 it

Today, we perform measurements with high accuracy.
Taking into consideration the consequences of equation (400)
we expect the parameter H to be measured close to 60811\‘4%,
independently of the redshift z of the astronomical object.
We, of course, refer to measurements of the parameter H, on
the basis of the luminosity distances of astronomical objects.

Equally well to equation (401) we can also use the equa-
tion which results after combining equations (400) and (397),
that is

C
R=—zVl+z 402
e z (402)
For H = 60 si‘,ﬁ;c andc =3 X 105]% this can be written as

R =5000z V1 +z. (403)

The luminosity distance R is given in Mpc. In the graph
of figure 11 we present the graph of the function R = R (z),
as given in equation (403) and up to values of the redshift
z=1.5.
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Type Ia supernova are cosmological objects for which we
can measure their luminosity distance R. Furthermore, this
measurement can be conducted at large distances, where the
consequences of equation (393) are measurable.

At the end of the last century this kind of measurements
were conducted by independent scientific groups. The graph
thet results from these measurements exactly matches graph
7.4.2 which is predicted theoretically by the theory of self-
variations. In order to explain the inconsistency of the Stan-
dard Cosmological Model with graph 7.4.2, the existence of
dark energy was invented and introduced [28-30].

7.5 Gravity cannot play the role attributed to it by the
Standard Cosmological Model

From equation (388) we obtain k = %H , and

1o (404)

k 1-AH
c

For H = 603, A = 0.999, ¢ = 3 x 10°X" we have that

N

1
k_ 2x 1077 — (405)
C

Mpc’
We replace this value of ’g into equation (370) and obtain

0.001

. 406
1-10.999 exp (-2 x 1077r) (406)

mg (r) = my

Here, the distance r is measured in Mpc.

For values of r of the order of magnitude of kpc, equation
(406) gives that mg (r) = my. Therefore, the strength of the
gravitational interaction is not affected in the scale of galactic
distances. For example, for distance r = 100 kpc, equation
(406) gives mg (r) = 0.99999 my. Therefore, the selfvaria-
tions do not affect the stability of the solar system, galaxies,
and galaxy clusters.

On the contrary, for distances of order of magnitude of
Mpc, equation (406) predicts a clearly smaller value of mg(r),
compared to my. For example, for r = 100 Mpc equation
(406) gives my(r) = 0.98 my. The strength of the gravitational
interaction exerted on our galaxy by a galaxy from a distance
of 100 Mpc is 98% of the expected. For r = 2 x 10> Mpc
equation (406) gives mo(r) = 0.7145 my. The strength of the
gravitational interaction exerted by a galaxy, which is located
at a distance of 2000 Mpc, on our galaxy is only 71.45% of
the expected.

Therefore, we conclude that due to the selfvariations the
gravitational interaction is weakened at cosmological dis-
tances and cannot play the role attributed to it by the Standard
Cosmological Model. The gravitational interaction domin-
ates and rules at a local level, at scales of a few hundreds or
thousands of kpc.

We note that if we chose a different value for the param-
eter A, from the values permitted by inequality (387), all the

134

arithmetic values appearing in equation (406) shall be altered.
However, the same conclusions will be drawn about the rela-
tion between rest masses mg(r) and my.

The rest mass is given as a function of the redshift z from
equation (392)

my(z) = T2

For z = 0.1 we get my(z) = 0.9091 my, for z = 1 we
have mo(z) = 0.5 mgp, and for z = 9 we see that my(z) =
0.1 mg. The strength of the gravitational interaction exerted
by an astronomical object with redshift z = 9 on our galaxy
is only 10% of the expected.

For even greater distances the gravitational interaction

practically vanishes.

7.6 The very early Universe

All the equations we have stated in this paragraph are com-
patible with the condition r — oco. The equations are stated
in such a way that the condition r — oo offers us information
about the very early Universe.

For » — oo equation (370) gives

mo (r = o) = mp (1 —A). (407)

The inequality (387)

X <A<l
1+z
holds for every value of the redshift z, hence A — 1. There-
fore, from relation (407) we conclude that the initial form of
the Universe only slightly differs from the vacuum.
Similarly, from equation (375) we have that

q(r— o) — g -B). (408)

This relation does not lead to the same consequences as
relation (407). We know that the electric charge exists in op-
posite physical quantities in the Universe. Because of this, the
total electric charge of the Universe is zero. Relation (407)
informs as that the energy content of the very early Universe
also tends to zero. The very early Universe only slightly dif-
fers from the vacuum. It possesses, though, a very important
property which determines its evolution. It is temporally vari-
able due to the selfvariations.

The increase of the rest masses and the electric charges
destroys the initial homogeneity and state of rest, induces the
first minute motions of the particles, and shifts the system
to a temperature slightly above 0 K (temperature reflects the
kinetic state of the particles in the system). The evolution of
the selfvariations with the passage of time leads the Universe
to the form in which we observe it today.

In general, this is the prediction for the begining and evo-
lution of the Universe from the equations we have stated. This
prediction is also verified from the calculations presented in
the following paragraphs.
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7.7 The Universe is flat

From the principle of conservation of energy we conclude that
the total energy content of the Universe is constant, and re-
mains the same at every moment. Relation (407) informs us
that the energy content of the very early Universe tends to
zero. Therefore, the same holds today as we observe the Uni-
verse. Because of this, the Universe is flat.

The difference between the current state of the Universe
and its initial state is the following: The rest masses of par-
ticles have increased, but this increase is counterbalanced by
the generalized photons that flood spacetime, and by the
strengthening of all kinds of negative potential energies that
result as a consequence.

The observations conducted by the COBE and WMAP
satellites confirm that the Universe is flat. Other observational
data lead us to the same conclusion.

7.8 The origin of the cosmic microwave background
radiation

The laboratory value for the Thomson scattering coefficient
[31,32] is
_ 3 q*
or =3 m%cf
Here, g and my are the electric charge and the rest mass
of the electron, respectively. At a distant astronomical object
the Thomson coefficient is

(409)

81 ¢*(r)
()= ————. 410
7 (1) 3 my(r)c? (410)
Combining these equations we get that
T ) _ (_’"O )2(@)4. @11
07 mO(r) q

From the observations we have made on the variation of
the fine structure constant we know that, for large distances r,
it holds that ¢ (r) = g. Therefore, at a very good approxima-
tion, equation (411) can be written as

o (r) _( my )
o mo(r))
Using equation (370) we obtain that

2
1-Aexp (—E)
o (r) c

= . 412
o 1-A (412)

For very large distances (r — o0) very close to the initial
state of the Universe, and at a temperature of about 0 K, equa-
tion (412) gives

or(r—o0) (1 2
( A) . (413)

lo -
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But according to inequality (387), A — 1. Therefore, in
the very distant past, and for a temperature of the Universe
just slightly above 0 K, the Thomson scattering coefficient
acquires enormous values, rendering the Universe opaque.
The cosmic microwave background radiation we observe to-
day, originates in this phase of the evolution of the Universe.
The conditions we described refer to the whole expanse of
the Universe. That is why the cosmic microwave background
radiation seems to originate “from everywhere”.

Equation (412) gives the value of the scattering coefficient
at distant astronomical objects. Combining this equation with
equation (382) gives

Or (Z) — (1 +Z)2

T

(414)

This equation is easier to use, since it expresses the Thom-
son scattering coefficient as a function of the redshift z of the
distant astronomical object. We can also write equation (414)
in the form

(oS (Z) = O-T(l +Z)2 .

4

T e
o (2) = 3 e (1+2)7°

where e and m, denote the electric charge and the mass of the
electron, respectively.

The Thomson coefficient concerns the scattering of pho-
tons of low energy E. For high energy photons it is replaced
by the Klein-Nishina coefficient, given in the laboratory by

3 moc? n 2E +1
0'—80'T E m0C2

2
and by relation

(415)

(416)

3 mg (2) ¢?
o(2)= 3% (@ EQ

2E (2) 1
n + =
mo(2)c?) 2
for the distant astronomical object.
From equations (392) and (393) we obtain

] 417)

my(2) 2 moc?

E  E

Therefore, equation (417) can be written as

3 I’I’l002 2E 1
=0, (7) — |1 Z1.
o (2) 80— () 7 [n( 002)+2

Using equation (416) we have
o 0

@ 0@

Using equation (414) we take that
o) =0(+2)>. (418)

The two scattering coefficients depend in the same way
upon the redshift z, and the distance 7.
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7.9 The decrease of the atomic ionization energies at
distant astronomical objects

The ionization and excitation energy X,, of the atoms is pro-
portional to the factor moq*, where my is the rest mass of the
electron and g is its electric charge. Thus, we have

X () _mo() (¢’
Xn mo q '
After applying the familiar approximation g (r) = g we

obtain
Xn (r) - myg (l’)
Xn my ’
Using equation (370) we have

Xa 1-A
" _ . (419)
Xn ( kr)
1 -Aexp|——
¢
Through equation (382) we see that
Xy
X, () = —. 420
(2) T4z (420)

According to this equation the redshift z affects the rate of
ionization of the atoms in distant astronomical objects. Boltz-
mann’s equation

N n dn Xn
= exp( KT) “21)

expresses the number of the ionized atoms N, occupying
the energy level n in a stellar surface which is at thermody-
namic equilibrium. With X,, we denote the excitation energy
from the energy level 1 to the level n, T stands for the tem-
perature of the stellar surface in Kelvin, K = 1.38 x 10723 J/K
is Boltzmann’s constant, and g, is the degree of degeneracy
multiplicity of level n, that is, the number of energy levels
into which level n splits in the presence of a magnetic field.

Combining equations (420) and (421), we obtain for the
distant astronomical object relation

XI‘L
Xp(_KT(1+z))'

In the case of the hydrogen atom, for n = 2, X, = 10.15
eV =1624x 10717, g1 =2, g> = 8 and for a solar surface
temperature 7 ~ 6000 K, equation (421) shows that only one
atom out of 10% occupies the n = 2 state. At the same temper-
ature, equation (422) gives that for a redshift value of z = 1

we have % =2.2x107%, for z = 2 we have % =5.8x%x1073,

and for z = 5 we have % =0.15.

The conclusions drawn from the current and the previ-
ous paragraph demand a reexamination of the conclusions we
have drawn from the observation of the electromagnetic spec-
trum of distant astronomical objects.

Ny gn

e 422
N g (422)
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For very large distances, that is, in the very distant past,
equation (419) gives

X, (r—>00)=X,(1-A). (423)

This equation informs us that the very early Universe was

ionized at some stage [33]. The ionization energies of the

atoms had very small values. We can reach the same conclu-

sion if we substitute into equation (420) very large values of

the variable z, or if in equation (421) we replace the energy
X, with X, (1 — A).

7.10 On the fine structure constant

In the preceding paragraphs we saw that due to the manifes-
tation of the selfvariations, energy, momentum, angular mo-
mentum and electric charge flow from the material particles
to the surrounding spacetime. The first consequence of the
selfvariations is the potential to transfer energy, momentum,
angular momentum and electric charge from one material par-
ticle to another, i.e. the interaction between the material par-
ticles. The gravitational and electromagnetic interactions de-
termine the starting point for the quantitative determination of
the selfvariations. Because of this, we supposed that the rest
masses and the electric charges, and not any other physical
quantity, vary with the passage of time. We offer this remark
since, at cosmological scales, equation (365) justifies all of
the cosmological observational data we possess, and it could
be supposed that the electric charge remains constant. Such
an assumption cannot hold within the framework of the the-
ory of selfvariations, where the selfvariations of the electric
charge are responsible for the electromagnetic field.

By analyzing the electromagnetic spectra reaching Earth
from distant quasars from distances up to 6 x 10°ly [34-36],
the value of the fine structure constant o remains constant.
More precisely, there are indications of a very slight variation
of the parameter .

The parameter o depends on the electron charge ¢, as
given in

a= 7 .
dregch

(424)

Therefore, this parameter is not constant. We have

@) _ (g0
a \q |~

Using equation (375) we also have

2

1-B
k
1- Bexp(—i)
C

From this equation it can be inferred that the parameter
a(r) (essentially the electric chargeq (r)), remains constant

2
al) _ (M) = (425)

@ q
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for large distances r when the constant k; or the parameter B
acquire extremely small values. According to relation (408)
we have that

q(r— o) —q(l-B).

This relation can be written as
a(r = o) > a(l - B)>.

Therefore, the value of the electric charge and of the pa-
rameter « in the very early Universe are only determined by
the value of the parameter B. Hence, the parameter B has a
very small value, independently of the value of constant k.

For very small values of the parameter B we see that

q(r— o) - qg(l-B)—>q.

This prediction does not cause any problems at the initial
state of the Universe, since the electric charge exists in cou-
ples of opposite physical quantities. Such a relation cannot
hold for the case of the rest mass, and indeed we know that

z

— <A<
1+z

mo(r = o00) > my (1 —A) — 0.

From equation (376) we obtain B > 0. Thus, we arrive at
the conclusion that the parameterB acquires extremely small
positive values.

The extremely small value of the parameter B assures the
stability of the value of the parameter « for large distances
r. Hence, we turn our attention not to the arithmetic value
(which is likely to be extremely small, as is the case for the
constant k = 1‘TAH), but to the sign of the constant k.

For k; > 0 we obtain successively that

k1>0
_kr

<0
C

exp(—ki) <1, (B>0)
C
Bexp(—m) <B

C

—-Bexp (—]ﬂ) > -B
c

l—Bexp(—m)>l—B, (I—Bexp(—m)>0)
c c

1-B

k
1 - Bexp (—ﬁ)
c

From equation (425) we have that

< 1.

2
)<1 k1>0.
a q
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Therefore, for k; > 0 we will measure a slight decrease of
the parameter « at large distances. Similarly, it turns out that
for k; < 0 we will measure a slight increase of the parameter
a at large distances [37]

2
)>1, ky <O.
@ q

Based on the observational data we currently have, mea-
surements of the variation of the parameter a have to be con-
ducted for distances greater than 6 x 10° ly. The extremely
small value of the (positive) parameter B renders these mea-
surements difficult, in both cases.

7.11 The large structures in the Universe

The increase of the rest masses with the passage of time
strengthens the gravitational interaction and accumulates
matter towards various directions. The consequences of the
accumulation of matter depend upon the quantity of the ac-
cumulated matter, as well as on the volume it occupies. In
all cases, the total initial energy of the accumulated matter is
zero, according to relation (407).

At large scales, at distances of order of magnitude 10° ly,
the distribution of matter must have been determined by a
large-scale destruction of the absolute homogeneity of the
vacuum in the very early Universe. This explains the colossal
webs of matter through vast expances of empty space that we
observe with the modern observational instruments.

At smaller scales, within the dimensions of a galaxy, the
accumulation of matter increases the temperature, as a result
of the conversion of the gravitational potential energy into
heat. A percentage of the particles of matter accumulates in
a first central core of high temperature, while the remaining
percentage remains distributed in the surrounding space dur-
ing the period of accumulation. The slow rate at which the
selfvariations occur, strengthens, also at a slow rate, the mag-
nitude of the gravitational interaction, and allows a consider-
able percentage of the particles to remain in the surrounding
space.

A further accumulation of the first core will lead to the
formation of a second, more centralized core, until the tem-
perature reaches the point where nuclear fusion starts. The
initiation of nuclear fusion prevents the further accumulation
of matter.

We separated the process of the accumulation into two
phases, and we mentioned two cores for the following rea-
son: The initial percentage of matter which remained outside
the initial central core concerns the initial phase of the accu-
mulation and is at a low temperature, slightly above 0K [38].
However, the percentage of matter which stays outside the
second, and real central core, already has a high temperature.
If we take into account the very high value of the Reynolds
coefficient in this region, turbulent vortices will be generated.
Therefore, the formation of stars should occur in this region.
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In the final central core, the density of matter should be larger
than in the rest of the galaxy. Clusters of galaxies are formed
through similar processes.

Rough calculations give an equation correlating the mass
and the volume of a galaxy [39-42]. This relation is con-
sistent with the data we possess about galaxies (and galaxy
clusters). But in reality, the process of accumulation is not
separated into phases, but evolves in a continuous manner,
from its beginning up to the formation of a galaxy. There-
fore, we can only reach safe conclusions on the issue through
computer simulations.

7.12 The origin of matter and the arrow of time

The equations of the theory of selfvariations predict at the
limit, in the very distant past, that the beginning of the Uni-
verse was the vacuum. Therefore, we cannot consider a point
to be the beginning of the universe, as proposed by the Stan-
dard Cosmological Model. All the points within the Universe
are equivalent. The Universe originates “from everywhere”,
exactly as the cosmic microwave background radiation does
(paragraph 7.8). Which physical mechanism can lead to such
a result?

The theory of selfvariations predicts that the generalized
particle can behave in such a way. The correlation of the
vacuum with the condition dS> = 0 leads to such an
interpretation, as we analyzed it in paragraph 5.9 and in para-
graph 6.

What happens at the microcosm is a repetition at a local
level, in a region of spacetime, of the condition that dom-
inated throughout the spacetime occupied by the Universe
during its emergence from the vacuum. That is how the slight
perturbations of enormous spatial dimensions emerged within
the initial homogeneity of the vacuum.

These perturbations were recorded on the cosmic micro-
wave background radiation that followed (2.74 K) and which
also originates from the whole Universe, as discussed in para-
graph 7.8. Moreover, these perturbations are responsible for
the large-scale distribution of matter in the Universe (para-
graph 7.11).

The theory of selfvariations solves a fundamental prob-
lem of physical reality, which the physical theories of the last
century are unable to solve. The equations of the theory of
selfvariations include the arrow of time. The Universe origi-
nates from the vacuum and evolves towards a particular direc-
tion, which is determined by the selfvariations. The selfvari-
ations continuously “distance” the Universe from the state of
vacuum, but the Universe remains consistent with its origin:

The origin of matter from the vacuum, combined with the
principles of conservation, has as a consequence that the en-
ergy content of the Universe is zero.

In the laboratory, the internality of the Universe to the pro-
cess of measurement apparently “freezes” the time evolution
of the selfvariations. On the contrary, the consequences of
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the selfvariations are directly imprinted on the observations
we conduct at large distances. The Universe we observe to-
day, and the complex processes taking place in Nature, are the
results of the evolution of the selfvariations with the passage
of time.

7.13 The future evolution of the Universe

The range of values parameter A takes is given by inequality

(387)

= <A<l
1+z

Furthermore, equation (371) informs us that the parame-
ter A approaches unity at an exceptionally slow rate, due to
the extremely small value of the constant k = %H .

The parameter A appears in all of the equations we have
stated. Because of this, the evolution of this parameter
through time also determines the future evolution of the Uni-
verse, at least in the observations we will conduct in the far
future.

From equation (388) we have that

H:kA(l—A)+AA
(1-A)»>

Using equation (371) we obtain

kA
= k——>5
(I-4)
1 kA Y
TAll-A
o1,
H=—H.
A
ForA ~ 1,H = 60X =2 x 10718 ¢!

sMpc
H=4x107%72

The Hubble parameter varies at an extremely slow rate.
We shall now see how the redshift z varies with the pas-
sage of time. From equation (382) we get

1 —Aexp (—Iz)
c

S A |
. 1-A

il )

For the same distance r we have that
._( A )' | — _kr
“=\1za i
=l )
= ———|1-exp|——]|)

a-ar\ TP

(426)
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Using equation (371) we see that

e )
Z_(I—A)2 p ~ -

Considering equation (426) we obtain

.k

Z—l_AZ
.1 kA
Z—ZI_AZ.

Through equation (388) we arrive at

H
z= e (427)
For H=2x10"8s71 =63 x 107"'year ' and A ~ 1 we
obtain
z=2-63x10""year " (428)

The rate of increase of the redshift z is a measure with
which to evaluate the future evolution of the Universe.

8 The Topographic Theorem

For a material point particle, the velocity v of the selfvaria-
tions is defined by equation (6)

v="Sr. (429)
r
This equation refers solely to the material point particle.

On the contrary, equation (33)

v cos o
— =| sindcosw (430)
¢ sin é sin w

has more general validity. The velocity in equation (430) sat-
isfies the relation ||v|| = ¢, without necessarily having the
form (429). Therefore, we have to study the properties of the
velocity v, as they follow from equation (430). The differ-
entiation between the two equations occurs in equations (43)
and (44)

Vo=1,2 +KB+ Ly
C

Vo =12+ MB+ Ny
C

which take the form

00 v

Vo = —7—+Kﬁ+l/y
cot ¢ 431)
ow v

Vw=—-——+MB+Ny.
cot ¢

We will mention the general properties of the velocity v,
without citing the relevant proofs.

The coefficients %, K, L, %, M, N are not independent
from each other, but are constrained by the following com-
patibility equations:

06
E(L—Msin6)+(KM+LN)cos6—y~VK+
c

+B-VL=0

P
T2 (L~ Msing) + (M? + N*)cos 6 —y - VM+
cot

+8-VN =0

0K

_+U.VK=—C(K2+LMsin6)

ot

oL .

n +v-VL = —cL(K + Nsin o) (432)
oM

E.}_U.VM:—CM(K-FNSHI&)

ON

_+U.VN:—C(LM+N2SiIl5)

ot

9 (% +v-V 95 ——K(%—Lsindaw
o\ cor cot) ot ot
0 (Ow Ow ) . Ow
E(E)_FU.V(E)——ME—NSIHé‘E.

These equations are valid in every inertial frame of refer-

ence.

For the inertial reference frames S and S’, as we defined

them in paragraph 3, the following Lorentz-Einstein transfor-
mations hold

90" 96 +u Ksind
ot cot Cl—zcosé
c
K , L
K = ——— L = ———
y(l——cosé) y(l——cosé)
c c
ow . , Ow | u . sind
cor sino’ = C_ﬁt sino — ;MSIH(SI_Z—C()Sé (433)
c
M sin 6
Wrsing = — M9
y(l——cosé)
c
. Nsind
N’sinéd’ =

7(1 Y cos 6)-
c
We define the vector
t=VoxsinoVw =12+ + 81y =
= (KN'sin§ — LM sin 6) §+
+ (%N siné — L% sin 6),8 @34

0 96
+ (KC—;; sind — ﬁMsiné)'y.
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The topography of the generalized photon is defined by
the following theorem:

Theorem 5. The Topographic Theorem. For every inertial
frame of reference and for every generalized photon, the fol-
lowing hold:

1. Ifitis (t1,t,13) # (0,0,0), then the generalized photon
is of one spatial dimension. The material points of the
generalized photon are arranged on a curve. At each
point of the curve the vector t is tangent on the curve.

2. The generalized photon can have two spatial dimen-
sions, with its material points arranged on a surface.
Then at each point of the surface, the vector n, vertical

Vo Vw

to the surface, is given by n = ™ol = Vel

3. If the material points of the generalized photon are ar-
ranged in the three-dimensional space, then it is K =

L=Msind=Nsind =2 = jng=0.

For the material point particle and for the velocity vector
(429), we obtain from equations (51) and (34)

00 u-fB
cot ( U'")
cr|l — —
2
1
K=- L=0
r
cot ( v-u)
cr|l — ——
c2
. . 1
Msind =0 Nsind = —.
r
Thus, we get

ty = KNsind — LM siné = % 0
and, therefore, it is ¢ # (0,0,0). Consequently, in the case
of equation (429) the generalized photon is of one spatial
dimension. Therefore, the trajectory representation theorem
emerges, as we saw in paragraph 2.4.
The topographic theorem permits the study of the self-
variations for non-point material particles.
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On the Uniform Dimension System. |s There the Necessity for Coulomb?

Anatoly V. Belyakov
E-mail: belyakov.lih@gmail.com

The dimensions of electrical units (Ampere, Coulomb, etarg surplus. It is shown
that the most appropriate is to replace the electric chaitiethe ultimate momentum
of the electron. Then all the dimensions of electrical andmesic values get simplified
and assume physically obvious form.

Although electric and magnetic dimensions in systems CGSE Therefore, the most appropriate is to replace the elec-

and CGSM are expressed in the terms of mass, length, &i@charge in formulae Coulomb and Ampere with the ulti-

time units (in Sl units Ampere was added), they seem stramgate momentum of the electran.c. Then all the dimen-

and bizarre. The exception is a unit of capacity in the systeinns of electrical and magnetic values get strikingly dimp

CGSE whose dimension (centimeters) looks convincing. f¥d and assume sensible and physically obvious form. So, in

course, the dimensions are relative; however, it causes in8l units: current becomes force — [kgga@] or [N], the po-

nal resistance, misunderstanding, anfliclilties in the per- tential becomes velocity — [fsec], capacity becomes mass

ception of the relevant areas of physics, especially for stf the electrons accumulated on the plates of the capacitor

dents. Is there need of having electrical values properneabe—[kg], conductivity becomes mass velocity — [kgc], in-

all Ampere (or Coulomb)? ductance becomes the reciprocal value of mass acceleration
Indeed, the basic formulae (the electrical force between [sed/kg], the magnitude of the solenoid magnetic field

the charges and the magnetic force between current-cgrrjiecomes the number of turns per unit of solenoid length —

conductors) can be represented with a single dimensiocal fan1], etc.

tor of force. Only the number of electric charges mean- The numerical values of the expressions for the electrical

ingful for the force of electrical and magnetic interaction and magnetic forces, written in a “Coulombless” form with

the Coulomb formula a unit of the charge can be expressbd charge replaced by the ultimate momentum of the elec-

through the electron mass and the classical electron radiugron, coincide with these values based on standard expres-

re. Then Coulomb formula can be obtained as: sions at the following conditions:
5 5 — the value #eo, which in Sl units is 11110710
Fe= MeC (E) 22, Faradmetre, is replaced by a new electric constant
fre \r Me/re = 3.23<10716 [kg/m];

wherer, ¢, z, 2, are, respectively, the distance between the— Mmagnetic constanko, which in SI units is 4-107'
charges, the velocity of light, and the number of the electri ~ Henrymetre, is replaced by a new magnetic constant
charges. Ho = 1/e0C? = 0.0344 [N'1].

Here dimensional cdicient mec?/re is the centrifugal Thus, the electric constaag makes sense the linear den-
force that occurs when an electron moves with the light vsity of the vortex tube current, and the magnetic constant
locity c of the radiuge. This force is equivalent to the forcemakes sense the reciprocal value of the interaction foree be
acting between two elementary charges by the given distatween two elementary charges.
and its numerical value is a very ordinary magnitude equal With such mechanistic interpretation Wheeler's scheme
29.06 N. numerical values of the electric charge and radiation con-

In what units electric charge should be measured? Astants were successfully obtained [2]. In such system value
cording to John A. Wheeler’ idea, the charged micropauicl®87mec [kgm/sec] is the momentum of the vortical tube cur-
are special points in the three-dimensional spatial sarédc rent the whole, it numerically corresponds to the electron
our world, connected to each other through “wormholes” €hargesy = 1.6021071° Coulomb; at the same time the value
vortical tubes analogous to the lines of current working amec [kgm/sec] corresponds to the “point-like” electron
cording to the “input-output” (“source-drain”) principleut charge. The value of 587 [fsec] corresponds to one Volt in
in an additional dimension of space (but that does not me&inunits, the value of /5872 = 3.6x107° [kg] corresponds
that it is necessary to add a fourth spatial dimension [1]). to one Farad in Sl units etc. Thus there would be no need
this model the electric charge is not a special kind of mdior the systems of CGSE units, CGSM units and the Gaus-
ter: the electric charge only manifests the degree of the nsian units. Replacing the dimensions and introducing new
equilibrium state of physical vacuum; it is proportionatie electromagnetic constants is a purely technical problém, a
momentum of physical vacuum in its motion along the cothough it is hardly practicable today. It is more importdrattt
tour of the vortical current tube. mechanistic interpretation of the electromagnetic patarse
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reveals theirs physical meaning and gives help understgndi
the nature of phenomena.

For example, the electrical capacity of a sphere of radius
R = 1[m]is equal to 23107 [kg], which corresponds
to 3.5<10" electrons distributed over its surface and be re-
sponsible for the movement of the charges, while the average
distance between the charges is 7 VRre = 1.67-107" [m].

The capacitor charge is proportional to the potential, and
it is easy to determine the satiation potengiayhen the num-
ber of electric charges becomes equal with the number of
electrons carrying the charges. Since the “point-like’tele
tron cannot carries momentum owegc, for an only charge:
¢ = MmeC/me = ¢ [m/sec] or, in Sl unitsc/587 = 511000
Volts. If this potential is exceeded the mentioned magni-
tude, the charge is spontaneously flowing into the surround-
ing space.

In these examples (and in others) quite reasonable values
have been obtained, which could not be if all above-stated
would be wrong. Of course, such associations of electrical
and magnetic values with mechanical ones do not yet mean
reduction of electromagnetic phenomenato mechanical ones
The question immediately arises, how does the electron be
able to carry momentum which exceeds many times your own
one? However, this question implicitly always existed be-
cause the term “charge” is, in fact, the delicate symbol @f no
properly understood electricity essence. To some exteat, t
response has been received in this article, as well as irf.[2, 3
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Further Problems with Integral Spin Charged Particles
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The structure of the Lagrangian density of quantum theories of electrically charged
particles is analyzed. It is pointed out that a well known and self-consistent expression
exists for the electromagnetic interactions of a spin-1/2 Dirac particle. On the other
hand, using the Noether theorem, it is shown that no such expression exists for the spin-0
Klein-Gordon charged particle as well as for the W* spin-1 particle. It is also explained
why effective expressions used in practical analysis of collider data cannot be a part of
a self-consistent theory. The results cast doubt on the validity of the electroweak theory.

1 Introduction

Since its very beginning, quantum theory has provided ex-
pressions describing electromagnetic interactions. In partic-
ular, the Dirac equation of spin-1/2 charged particle takes a
covariant form [1, see pp. 16-24]. As is well known, elec-
tromagnetic interactions of a Dirac particle have an extraor-
dinary experimental support. Later, a quantum theory of a
spin-0 Klein-Gordon (KG) charged particle was published [2,
see pp. 188-205]. In the electroweak theory which was con-
structed several decades later, the W* spin-1 charged boson
plays a cardinal role. The discussion presented in this work
examines the Lagrangian density of quantum theories. As
is well known, the electromagnetic interaction term of these
theories depends on a contraction of the charged particle’s 4-
current and the external 4-potential j,A*. Thus, the Noether
theorem is used for deriving expressions for the charged par-
ticle’s 4-current. In this way the analysis proves that electro-
magnetic theories of spin-0 and spin-1 particles contain in-
herent contradictions.

Units where 7 = ¢ = 1 are used in this work. Hence,
only one dimension is required and it is the length, denoted
by [L]. For example, mass, energy and momentum have the
dimension [L™'], etc. Greek indices run from 0 to 3 and the
diagonal metric used is g,, = (1,—1,-1,—1). The symbol
v denotes the partial differentiation with respect to x”. The
summation convention is used for Greek indices. The second
section presents theoretical elements that are used in the dis-
cussion. The third section contains a proof showing that elec-
tromagnetic interactions cannot be a part of a self-consistent
theory of spin-0 and of spin-1 quantum particles. Concluding
remarks can be found in the last section.

2 The theoretical basis of the analysis

The following discussion examines the structure of a quan-
tum theory of an electrically charged particle and its interac-
tion with electromagnetic fields. The need for a Lagrangian
density as basis for a relativistic quantum theory has become
a common practice. This issue can be derived from the fact
that the phase is an argument of an exponent. Thus, the power
series expansion of the argument proves that the phase must
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be a dimensionless Lorentz scalar. This requirement is sat-
isfied if the action (divided by #) is used for the phase and
the Lagrangian density is a Lorentz scalar whose dimension
is [L‘4]. Indeed, in this case, the action

5 = f £d' (1)
is a dimensionless Lorentz scalar.
The form of the required Lagrangian density is
L@, 0], 0,d,, A% F"), 2

where @ denotes the function of the charged quantum par-
ticle and A*, F*” denote the electromagnetic 4-potential and
its fields, respectively. In the discussion presented herein the
quantum function @ represents either scalar, spinor or vec-
tor particle. In specific cases the notation ¢ represents a KG
charged particle,  denotes a Dirac particle and W* denotes
the W* particles. Evidently, (1) and (2) prove that the func-
tion @ has dimension.

Maxwellian electrodynamics is derived from the follow-
ing Lagrangian density [3, see pp. 71-81]

1
L= 16
where j* denotes the charge’s 4-current and the last term of
(3) represents the electromagnetic interaction.

This expression demonstrates the crucial role of the 4-
current in a self-consistent theory of an electrically charged
particle. As is well known, the charge 4-current must satisfy
the continuity equation

vaﬂv - ij”» (3)

Fu=0. 4)

The standard method used for constructing such a 4-current
relies on Noether’s theorem [4, see p. 20]. Thus, in the present
case, the expression for the 4-current boils down to the fol-
lowing form

s

J=i O -
i
oD’

(OX
5 5)

(Note that due to the opposite phase sign of ®' and ®, cor-
responding terms derived from these functions have opposite
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sign.) Thus, in the case of a charged particle, the Noether 4-
current (5) is multiplied by the electric charge e. Relying on
(5), one concludes that the 4-current is derived from terms of
the Lagrangian density that contain a derivative of the field
function with respect to the coordinates x*. The 0-component
of (5) represents the particle’s density. Hence, the dimension
of j#is [L73].

A standard method used for the introduction of electro-
magnetic interaction is to substitute the following transforma-
tion in the free Lagrangian density of the particle (see e.g. [1,

p- 10])
.0 , v
Bl —eA,(x").
Later, this substitution is called the standard form of elec-
tromagnetic interaction. This form as well as other forms of

electromagnetic interactions are discussed in the next section.

(6)

3 Quantum charged particles

The Dirac Lagrangian density of a free spin-1/2 particle is [4,
see p. 54]
L=y [Yio,—mly. (N

This expression is linear in the mass. Hence, the dimension
[L~*] of the Lagrangian density means that the dimension of
the Dirac function i is [L™/?]. An application of the Noether
relation (5) for a construction of the 4-current yields the well
known Dirac expression [1, see pp.23-24] which is written
below in the standard notation

J'=euyty. ®

The dimension [L™%/2] of the Dirac function iy shows that (8)
has the required dimension.

The case of the KG and of the W Lagrangian density is
different. Here the mass term takes the form (see [4, p.26]
and [5, p. 309], respectively)

—m*®' . )
Different numerical factors of (9) are not mentioned and the
same is true for the contraction of the 4 components of the
W function. Relationship (9) means that the dimension of the
KG and of the W functions is [L™']. Thus, in order to sat-
isfy the [L™*] dimension of the Lagrangian density of these
particle, it must contain terms that are bilinear in derivatives
with respect to the space-time coordinates x*. Applying the
Noether relation for the 4-current (5), one finds that the 4-
current of the KG and of the W particles contains a derivative
with respect to x*. This property means that utilizing of the
standard form of the introduction of electromagnetic interac-
tions (6), one finds that the 4-current of the KG and of the
W particles depends linearly on the 4-potential of the elec-
tromagnetic fields. (This is certainly inconsistent with gauge
invariance, because here a gauge transformation alters charge
density and the associated field values as well. However, this

E. Comay. Further Problems with Integral Spin Charged Particles

matter is not discussed in the present work.) The dependence
of the charged KG 4-current on the external electromagnetic
4-potential has already been shown a long time ago [2, see
p- 199].

Let us turn to the electromagnetic fields. The interaction
term of the Maxwellian Lagrangian density (3) is j,A*. Now,
if the 4-current j* of the KG and of the W particles depends
linearly on the 4-potential of electromagnetic fields then there
is a quadratic term of the 4-potential in the expression for the
interaction term in the Maxwellian Lagrangian density (3).
This is a contradiction because in Maxwellian electrodynam-
ics the interaction term must be linear in the 4-potential [3, see
pp. 78-79].

The foregoing discussion proves that there is no theoreti-
cally valid expression for the electromagnetic interaction of a
KG particle and of the W boson as well. Thus, in the case of
the W boson people resort to a phenomenological expression
that goes by the name effective Lagrangian density [6,7]. Us-
ing standard notation for the W field, one of the nonvanishing
electromagnetic interaction terms of the effective Lagrangian
density is

Lin = —ie (W), WFA” — WIWHA,). (10)
The articles [6,7] have been cited many times and (10) is still
used in a collider data analysis [8, see eq. (1)] [9, see eq. (3)].

The following argument proves that (10) is indeed an ef-
fective expression which cannot be justified theoretically. Let
us assume that (10) is a term in a theoretically justifiable La-
grangian density. In this case the following expression

J = —ie (W)Wt — wiwe) (11)
represents the electric 4-current of the W boson. But (11) con-
tains the factors W™ and W, and by the definition W, =
0,W, — 6,W,, each of which is a derivative with respect to
x*. Therefore, due to the Noether theorem (5), the interaction
term (10) alters the 4-current of the W boson and adds to it a
troublesome term that is proportional the the external electro-
magnetic 4-potential A¥. Hence, contrary to the assumption
examined herein, (11) does not represent the 4-current of the
W boson. This contradiction substantiates the proof.

A second electromagnetic term which is introduced into
the effective Lagrangian density of the W is [6-9]

Lin = ie WiW,F*. (12)
This term is certainly inconsistent with electromagnetic in-
teractions because these interactions are proportional to the
4-current of the charged particle and the dimension of the 4-
current is [L™2]. On the other hand, it is proved above that
the dimension of the W function is [L™'] and that of W, W, is
[L72]. Therefore, (12) cannot represent a consistent electro-
magnetic interaction.
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4 Conclusions

The solid mathematical structure of the spin-1/2 Dirac equa-
tion and its successful experimental status are pointed out
above. Here a self-consistent relativistically covariant elec-
tromagnetic interaction exists. Thus, nobody finds the need
to resort to “effective Lagrangian density”.

A different situation holds for the cases of spin-0 and spin-
1 elementary particles. It is proved in this work that for these
particles the standard methods used for constructing electro-
magnetic interactions fail. Furthermore, it is proved above
that the authors of [6, 7] are right in their description of the
W boson electromagnetic interaction (10) as an effective ex-
pression. However, a proof presented in the previous sec-
tion shows that (10) cannot be a part of a theoretically self-
consistent Lagrangian density. This outcome means that the
W boson cannot carry an electric charge. Now, the W boson
takes a vital part in the unification of electrodynamics with
weak interaction which is called electroweak theory. There-
fore, the results cast doubt on the validity of the electroweak
theory.

Another result of the discussion presented above is that
the experimentally detected W boson cannot be an elemen-
tary particle described by a field function that takes the form
W*(x"). Indeed, a dependence on a single set of space-time
coordinates x* is a property of a structureless pointlike ele-
mentary particle like the electron etc. Thus, the actual W*
particles must be composite particles and it looks plausible to
regard them as a combination of mesons of the top quark and
either of the d, s, b antiquarks or vice versa. It turns out that
the conclusions of this work provide an independent support
to similar conclusions that have been published earlier [10].
It should also be noted that the results of this work are consis-
tent with Dirac’s lifelong objection to the KG equation [11].
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The paper presents the results of studies on pulsed signplotocurrent (PCC-2 in-
strument), in the 565-nm LED spectrum, and in the atmospheriith spectrum (342.5
nm). According to the results of statistical analysis obdaeasurements for the period
from 24.04.04 till 01.02.06 a correlation between the terapdistribution of pulsed
signals in photocurrent PCC-2 and CA F10.7 cm (2800 MHz)xrated the total solar
radiation (TSI) was established. In the course of the pelnaleasurements of photocur-
rent in PCC-2 and fluctuations in the spectra frequencidseof ED and the atmosphere
zenith, based on the average daily values of the standaratidey the identical trend in
the photocurrent pulse signals (PCC-2) and the fluctuato®®20-nm LED spectrum
and 342.5-nm atmosphere zenith spectrum was detectedf@ea3048 spectrometer).

1 Introduction

The way towards recognition of the role of unknown cogE

clusion about the advanced (4-6 days lead time) increasést’
corynebacteria sensitivity to the emergence of active or
tions on the surface of the Sun made by A. L. Chizhevsky a
S.T. Velkhover [1] should be mentioned. It may be only ags
sumeday be tions ioned that these formations are linkedg
perturbations in the deep spheres of the Sun and are accf®
panied by the topography changes in its gravitational fie
At least, this is supported by the existence of lead time p
nomenon undetected by other methods. \ .
The applied research of the cosmophysical radiation a= 9
its impact on physical systems started with the works
N. A. Kozyrev [2], who had registered with a telescopic syy’
tem the &ect of unknown factor of high penetrating power*
Due to the fact that the optical entrance of the telescope was Fig. 1: Photoelectric concentration colorimeter (PCC-2).
overlaid with a metal screen, a non-electromagnetic ogin
the registered radiation may be suggested. The resultsReeording device of the instrumentis M 907-10 microamme-
ceived by N. A. Kozyrev were confirmed later, in the experier with digitized scale for cdicients of transmission and
ments of the workgroup headed by M. M. Lavrentiev, Felloaptical density. Power supply 222 V, 5060+ 0.5 Hz.
Russian Academy [3]. Valuable results were obtained at thiee source of radiation — KGM 6.3—15 small-size halogen
recent stage of research [4-8]. lamp. The range of readings that characterizes randonserror
does not exceed 0.3%.
2 Studies _of pulsed signals in photocurrent measure-  The normal running conditions for PCC-2 are: temper-
ments with PCC-2 ature (20+ 5)°C, relative humidity 45-80%, mains voltage
Technical characteristics of PCC-2 instrument: Photaegtec 220 + 4.4V, 50 Hz.
concentration colorimeter (PCC-2) is designed for meaguri  In the course of the Antarctic expedition to Mirny sta-
codficients of transmission and optical density of solutiorti®n, 1996-1997, during measurements of the dynamics rate
in the range of 315-980 nm (a set of optical light filters), a$ biochemical reactions [9], sharp microammeter deflestio
well as to determine the concentration of substances in sa@n PCC-2 panel were recorded, which corresponded to the in-
tion by constructing calibration curves. Radiation dedext creased optical density of the reaction under study. Simee t
F-26 photocell for operating in 315-540 nm range and Fbursts are uncharacteristic of the instrument propertigs a
7K photodiode for operating in 590-980 nm range (Fig. 1gdmissible estimates under the experimental proceduvasit

S. N. Shapovalov, O. A. Troshichev, V. I. Povazhny, and |. ¥sivin. High Precision Experiments in Antarctica. 147



Volume 3 PROGRESS IN PHYSICS July, 2013

suggested that the reason for the observed bursts might 450
associated with non-trivial fluctuations (pulsed sign§ls),

11]. The general characteristics of pulsed signals is as f
lows: 0.070 [rosim et

0.075

— The polarity of pulsed signals corresponded to the d
crease of photocurrent magnitude;

— Pulsed signals were observed at any time of the di
including around midnight;

— The duration of bursts was less than one second;

0.065

0.060

ma (PCC-2)

0.055

0.050

0.045

— Bursts were registered under various shielded coni
tions in the laboratory building coated with duralumit 0.040
. . . . 83000 83100 83200 83300 83400 83500
sheets (Antarctica); in ship-board space, multiple
shielded by steel deck grillage (RSV “Akademik Fe
dorov’); and in a cast-concrete building (AARI, Fig.2: Sample registration of pulsed signals in photocurre
St.Petersburg). The intensity of pulsed signals in (PCC-2)

Antarctica was  considerably  higher than
in St.Petersburg; — Coil dimensions: width of turn-0.07 m,

diameter—0.11 m;

Serial number of the measurement

— Pulsed signals have no geographic restrictions, they

were recorded both in the Southern and Northern — Number of turns: 17;
hemispheres, from 78 (Antarctica, 2000) to 2. Self-contained DC power source: storage battery 24 V,
86°N (Arctic, 2000). 75 Axhour;

Since the receiving unit in the instrument is represented 3. Dropping resistor R= 2 Ohms;
by a photocell, where the photocurrent is recorded with a4 “Mmastech” M-832 digital multimeter;
micro-ammeter, variation recording on the instrument pane 5. Stationary recording magnetometer at Novolazarev-
was transformed through the recording of photocurrent val- skaya station:
ues in the absence of working substance. Testing of phetocur ' )
rent measurements was performed in a cast-concrete hyiildin - PCC-2 photocurrent recording system:
(AARI, St. Petersburg) in automatic mode via the COM- — PCC-2 microphotocolorimeter;

port of a PC, using DM3600 digital multimeter. The ex- — M3850D digital multimeter (with RS-232 cable
periment was supplemented by PCC-2 thermal stabilization outlet);

20°C (+1). Uninterrupted power supply to the entire sys- . .
tem was ensured by UPS-525 bt. In the course of measure- Power supply unit for multimeter.
ments, abrupt changes of photocurrent in the form of a pulsed The magnetic field was excited by a pulsed current with-
signal, in the direction of its decrease, was recorded. Sawnt a dropping resistor. The protocol of PCC-2 testiffgas
ple registration of pulsed signals in photocurrent is showsprovided in Table 1.
in Fig. 2. o

The practice of geophysical observation involves methods.  Measurements of the magnetic field generated by
of testing the &ects of artificial electromagnetic interference e coil
on the recording systems. Testing may be valid if the expavieasurements of the magnetic field induced by coil were
ment s placed away from the metropolis, to minimize the irlonducted with stationary recording magnetometer (SRM) at
pact of anthropogenic factors. Following these requires)erNovolazarevskaya station. The magnetic field was excited by
photocurrent measurements with PCC-2 were conductedh gulsed current without a dropping resistor, and by a caohsta

Novolazarevskaya station (Antarctica) in 2004. current with a dropping resistor (R2 Ohms). Generation of
_ _ _ _ DC magnetic field for longer than 1 second without limiting
3 Checking the integrity of the experiment resistance was not possible, because the strength of turren

Atthe primary stage of automated measurements, PCC-2 $&tlld be as high as 100A against the resistance of-coil
sitivity to the efects of artificial electromagnetic field®hms. For this case, the magnetic field of coil was measured
(AEMF) was tested. The following instruments were usédlditionally with dropping resistor included in the circui

in the experiment. 3.2 Measurement results

1. Coil-to generate an electromagnetic field: . . .
9 g Since the three-component magnetic variometer can not be

— Radius of turn: 0.055 m; considered as a point-source instrument at a distance of 1 me
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Time (GMT) | The distance to the PCC-2 The position of the coil| The mode of influence Vector magnitude of induction
of a magnetic field (nT)

16:16:30 15m vertical a single pulse 450 - 900
pulse duration~ 0.2 ¢

16:17:00 15m vertical a single pulse 450 -900
pulse duration~ 0.2 ¢

16:17:35 15m vertical a single pulse 450 — 900
pulse duration~ 0.2 ¢

16:18:20 15m horizontal E-W a single pulse 450 — 900
pulse duration~ 0.2 ¢

16:18:30 15m horizontal E-W a single pulse 450 — 900
pulse duration~ 0.2 ¢

16:18:40 15m horizontal E-W a single pulse 450 — 900
pulse duration~ 0.2 ¢

16:19:30 15m horizontal N-S a single pulse 450 — 900
pulse duration~ 0.2 ¢

16:19:45 15m horizontal N-S a single pulse 450 - 900
pulse duration~ 0.2 ¢

16:20:00 15m horizontal N-S a single pulse 450 —900
pulse duration~ 0.2 ¢

16:20:15 15m horizontal N-S a single pulse 450 — 900
pulse duration~ 0.2 ¢

16:21:30 19m vertical a single pulse 250 - 500
pulse duration~ 0.2 ¢

16:21:40 19m vertical a single pulse 250 - 500
pulse duration~ 0.2 ¢

16:21:45 19m vertical a single pulse 250 - 500
pulse duration~ 0.2 ¢

16:22:00 19m horizontal E-W a single pulse 250 - 500
pulse duration~ 0.2 ¢

16:22:10 19m horizontal E-W a single pulse 250 - 500
pulse duration~ 0.2 ¢

16:22:15 19m horizontal E-W a single pulse 250 - 500
pulse duration~ 0.2 ¢

16:23:00 19m horizontal N-S a single pulse 250 - 500
pulse duration~ 0.2 ¢

16:23:10 19m horizontal N-S a single pulse 250 - 500
pulse duration~ 0.2 ¢

16:23:15 19m horizontal N-S a single pulse 250 - 500
pulse duration~ 0.2 ¢
Table 1: Results of AEMF testingfects on PCC-2.
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ter (three sensors located along a straight line, at a distah (~ 500m). The signal reflected from the ice cap was fixed
16 cm), the numeric value (module of vector) of magnetim the radar screen. The signal reflected from the rocks was
induction in the coil with current could be calculated onpy a within the measurement error, due to time delay arising from
proximately, based on the data from three variometers- Vdhe proximity to the transmitter. Emission series undargra
ations in 3 components of the magnetic field were registeraitter power 300W: a) from 2251™ till 22" 56", at @ ver-

— D (WE), H (SN), and Z (vertical). Module of the vector Tical deviation b) from 22 56™ till 22" 59™, at +1° vertical

was calculated by the equation: deviation c) from 22 59™ till 23" 02, at 1° vertical devia-
tion.
- 2 2 2
T = VAD? + AH? + AZ?. (1) The experimental result proved that photocurrentreadings
The results of calculations are presented in Table 2. are undfected by PCC-2 exposure to the high-frequency elec-

Given that the value of coil resistance,Requaled 0.2 tromagnetic field.
Ohms and in dropping resistor 2 Ohms, it could be expected
that the magnetic field in the coil carrying current would b4 Data analysis and search of driving factor
~10 times higher with the switched dropping resistance tth . .
: ) . . ata processing and analysis of photocurrent measurements
without it. However, we did not account for the internal re- . o S .
. . ere carried out with “Statistica” software using the fallo
sistance of the battery, which depends both on the currentw L )
L . |qg statistical methods:
guency (essential in case of a current pulse) and its stieng _ S
Table 2 demonstrates that other conditions being equall a co— Calculation of the parameters of the distribution (stan-
powered by the same battery creates a magnetic field, which dard error, standard deviation, variance);
is 4-5 times greater under dropping resistor, as compared to
the field generated without it. This ratio is probably even 1 <
S= =27 D (- X7
n-1+

(@)

more, due to the low frequency of ADC sampling used in
measurements of pulsed fields.

As is known, the maximum and minimum values of mag-
netic induction vector dier two-fold exactly, if measured
equidistant from the center of the magnetic dipole. The coil
size being~ 0.1 m, the field of the coil can be regarded with L ) ) )
good accuracy as a dipole field, at a distance above 1 m frorm— Ident|f|cat|qn of the time series model (trend anaIyS|s).,
its center. Thus, when the coil is powered by a battery in a  and analysis of the inadequacy of the model (analysis

— Spectral (Fourier) analysis (periodograms, estimate of
the spectral density), cross-analysis, the value of coher-
ence;

pulsed mode, magnetic induction measured at Hithe coil of residuals)g = (yi — yi — haf);
center ranges from 1500 nT (in the plane perpendicular to the— Parabolic polynomial interpolation of the best approxi-
coil axis) to 3000 nT (on its axis). The findings of the ex-  mationy = by + byx + X2 + bax® + ... + bpx™;

periment showed that the photocurrent readings in PCC-2 are__
not afected by pulsed electromagnetic field with the magnetic
componentvalue 6000 nT, which is greater by 2—3 orders of
magnitude than the maximum amplitude of geomagnetic pul-
sations at 0.1-0.001 Hz frequencies, and several timeghigh During the period of photocurrent measurements with
than the intensity of the strongest magnetic storms. The sB€C-2 at Novolazarevskaya station, from 24.04.2004 till
ond experiment on theffiects on PCC-2 was conducted witl®1.02.2006, over 20,000 events of pulsed signals were reg-
high-frequency transmitter (1782 MHz), ACS-1 radiosondgtered. The average daily number of signals comprisD
aerological service at Novolazarevskaya station. Chariget events, with a minimum of about 80 and a maximum of 580
tics of the transmitter: — Operating frequency 1#2P MHz events. All registered signals are characterized by tharpol
— Pulse recurrence frequency 45¥(B2 Hz — Pulse dura- ity in the direction of decreasing photocurrent, 30-50%, on
tion 1 mcs — Transmitter power 2 W300 W The distance average. The long-period variations of about one year du-
between the PCC-2 location “geophysicists’ premises”) aration may be distinguished in the general distribution pat
the aerological service was measured with a GPS receiver sard of pulsed signals (Fig. 3). The figure also reveals that
made 14515) m along a straight line.fEects of ACS-1 were broad maxima correspond to the end periods of the polar night
estimated through sessions, of 18 minutes total duratiod, i(July—August). Hence, the number of signals (intensityslo
W and 300 W modes. not depend on the influx of solar radiation. In search for the
Emission series under transmitter power 2W: a) frorh 22onnection of these variations with cosmophysical fagtatrs
34M till 22" at 37 m, at 0 vertical deviation b) from 2237™ tention was given to the annual Earth motion along the orbit
till 22" 39™, at +1° vertical deviation c) from 2239™ till  (the ecliptic). As is known, the equation of time [12] is the
22" 43", at +3° vertical deviation, aimed to receive the sigsum of two following components. These are #eeentricity
nal reflected from the adjacent rocks%0 m) and the ice cap equationand theecliptic inclination equatiorfthe declination

Selection of the filtering method, use of the moving av-
erage (from 3 to 23 points);

Cross-correlation, correlation factam (
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Time (GMT) The distance to the SRM The position of the coil| The mode of influencel Vector magnitude of induction
of a magnetic field (nT)
15.07.2006 2m horizontal E-W a single pulse ~ 200 nT
14:03:10-14:03:16 pulse duration~ 0.2 ¢
15.07.2006 1.5m horizontal E-W a single pulse ~700nT
14:06:33-14:06:34 pulse duration~ 0.2 ¢
15.07.2006 im vertical a single pulse ~ 2500 nT
14:09:42-14:09:51 pulse duration~ 0.2 ¢
20.07.2006 1m vertical constant field ~ 600 nT
10:43:30-10:44:00
20.07.2006 1m vertical constant field ~ 650 nT
10:51:00-10:51:35
20.07.2006 im vertical constant field ~ 550 nT
10:53:45-10:54:15
20.07.2006 1m horizontal E-W constant field ~ 360 nT
10:56:45-10:57:15

Table 2: Results of AEMF testingfects on SRM.

of the Sun). While the bonding of the connection of the siglectronic board and is further transferred from the detect
nals and thecliptic inclination equationwe obtained a cor- matrix to PC via USBERS-232.
relation whose cd#icientis close to ~ 0.7. Fig. 3 (a, b) gives  The task of the second experiment was to conduct “PCC-
the comparision of the numerical values of the daily impulge-AvaSPec—2048" parallel measurements referenced to GPS
signals in the photocurrent (KFK-2) and the numerical valugniversal time. The measurements were performed from
of the Sun’s declination during 24.04.2004-01.02.2006. 16.05.05 till 01.11.05, with spatial separation of the rinst

In general distribution of the signals, variations offéli- ments up to 5 m distance, in a continuous automatic mode.
ent duration are traced. Their behavior was identified by-col¥hen processing fluctuations irfidirent LED (565nm) spec-
paring the total signal distribution with the indices ofadc- tral lines, the 520 nm line was selected, where the observed
tivity and the total solar radiation (TSI), as well as withdlis pulsed signals had the same specifics as in PCC-2. Fig. 9
of solar cosmic rays and geomagnetic activity indices. €heshows an example of the registration. The first estimates of
comparisons revealed that the changes of the daily valueflwdtuations comparing the two methods were obtained for the
signals best correspond to the SA F10.7 cm index changesiod from 31.05.04 till 08.09.04. Figure 10 shows the tem-
and the average daily standard deviation of energy TSI (Spdral comparisons for daily values of bursts in photocurren
Standard deviation (SD) shows the variance of the rand&B-7K and energy fluctuations the wavelength 520 nm con-
variable values, with respect to its statistical expectati.e., verted into the average daily standard deviation (SD).
the rate of within-group variability of a given indicatoro@®-

parisons of the series are shown in Figs. 4-5 (a, b). The Igssparallel measurements of photocurrent (PCC-2) and

pronounced relationship is viewed in case of K-index (F)g. 6 flyctuations within the 339.5-346 nm range of the at-
and the SCR fluxes (Fig. 7). Figure 7 demonstrates good mosphere zenith (AvaSpec—2048)

matching in the value’s trends starting from 425 days (late ) o
June 2005). Measurements of fluctuations within the 339.5-346 nm range

of the atmosphere zenith were conducted with fiber optic
spectrometer AvaSpec—2048. The data acquisition chart on
spectral zenith observations of solar UV-radiation
is presented in Fig. 11.

The measurements were performed during the polar sum-
mer, in accordance with the methodology of zenith observa-
Assuming that theféects in PCC-2 photocurrentwere causetbns on the ozone content, at the Sun angl. Data were
by heliophysical impact, similarfiects should be expected inecorded in the files in automatic mode, with a sampling in-
the readings of other instruments. terval of 2—3 seconds. Observations were accompanied by

AvaSpec-2048 (www.avantes.com) is a multifunctiontime corrections from GPS. The initial phase of observation
fiber optic spectrometer intended for a wide range of studeimed at the search of non-instrumental fluctuations atihe f
(Fig. 8). The spectrometer is designed on AvaBench-75 plathge of frequencies, within 297-780 nm range. At 0.3 nm
form with symmetric optical bench (Czerny-Turner). The etesolution of difraction grating, more than 1,300 spectrum
emental profile of spectral distribution is read by the ofta lines were analyzed. To conduct parallel measurements with

5 The parallel measurements of the photocurrent
(KFK-2) and the fluctuations at the 520 nm
wavelength, in the light-emitting diode 565 nm
(AvaSpec-2048).
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b) (Novolazarevskaya station).

where h = Planck’s constant.62606876& 104 ¢ = velocity
of light, 2.998x 10° mys; 1 = wavelength in meters.

The average estimates of pulsed signals of energy within
the 339.5-346 nm range were as follows:

Emin (346nm)= 3.583 (eVVphotons)
Emean(3425nm) = 3.619 (eV/photons)
Emax(3395nm) = 3.652 (eV/photons)

250

200

Amount pulsed signal
degrees (declension Sun )

150 Comparison of fluctuations within the tested ranges with

pulsed signals in PCC-2 showed an ambiguous correlation.

The most consistent changes in PCC-2 pulsed signals were

100 %0 observed within a 339.5-346 nm range. Comparison of the
o oo 200 800 den oS00 e 700 series for the period from 25.09.07 till 17.12.07 illusésathis

Serial number of the day (24/04/2004 - 01/02/2006) ) A
“... Pulsed signals —— Declension Sun examp|e n F|g. 13.

Fig. 3: the comparison of the distributions of the daily nuiced val- 7 Prognostic functionalities of the observed fects

ues of the impulse signals of KFK-2 and the general number-po - . .
nomial b) and the ecliptic inclination (the declination dktSun) ln addition to the obtained results, the general distrdouti

during 24.04.2004—01.02.2006 (Novolazarevskaya station pattern was detected in the daily values of pulsed signads me
sured with PCC-2, which corresponded~®00-day cycle.

the spectrometer and PCC-2, four ranges of the atmospr;lt-er}les .perlod was revealed through thg comparison of the an
; nual intervals of the general series, with &e&lience of about
zenith spectrum were selected (303—-305 nm, 331-332.5 M : i
) two months. The second interval was compared to the first
329.5-334 nm, 339.5-346 nm), for which the standard devi-_. .
against the dference minus: 60 days from the start of the

ation of energy (SB) exceeded the instrumental fluctuatlonI stinterval. For example, the top graph in Figure 14 (a, b)

by an prder, or aboye [1.3’ 14]. Figure 12 shows a sam Sows the intervals comparison for 24.04.2004-23.04.2005
recording of fluctuations in the range of 339.5-346 nm. The .

: . . ; and 21.02.2005-01.02.2006. On the bottom figure, the cross-
profile demonstrates bipolar fluctuations reaching 339.5 nm

. orrelation function of two series by logs, with correspimgd
and 346 nm levels, measured in the center of 342.5-nm f(r:e- . . y'og p 4
quency range correlation factors, is shown. It can be seen that the maximu

. . correlation value reaches- 0.7. Assuming all the above re-
The energy estimates (gyhoton) of pulsed signals WEr& i nshins b Ised sianal d variati £ th
defined. For example, according to the formula: lationships between pulsed signals and variations of the SA
' ' ' index and TSI, a 300-day cycle was also detected in the F10.7
h cm index and TSI. A comparison of F10.7 cm and TSI dis-
photon energy E(1) = 2 () tribution patterns within the annual intervals is providad
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Fig. 5: Comparison of temporal changes in energy TSI, and b)
Comparison of the daily average standard deviation TSI (Bi})

distribution of the daily values of pulsed signals in PCJe2,the 5210
period from 24.04.2004 till 01.02.2006 (Novolazarevskstgion).
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‘g Fig. 9: Sample recording of pulsed signals at 520-nm frequen
(8 in 565-nm LED spectrum (AvaSpec—2048) (Novolazarevskéga s
tion).
0 e 0 Comparison is presented upon the unfiltered values (with-
0 100 200 300 400 500 600 . . .
Serial number of the day (24.04.2004 - 01/02/2006) out leveling). Unlike F10.7 cm, the daily average standard

deviation of the energy TSI reveal matching of variations in
Fig. 6: Comparison of temporal changes in K-index variatiwith the same phase character but if applying the moving average
distribution of the daily values of pulsed signals in PCQe#,the filter to 21 pts. The maximum amplitude in SD (TSI) is asso-
period from 24.04.2004 till 01.02.2006 (Novolazarevskataion). ciated with a solar flare.

As regards the contribution of geomagnetic factors to the

Fig. 15 (a, b): 24.04.2004-24.04.2005 and 24.02.200830-day period, its manifestation was traced in the ingerpl
01.02.2006. Figure 15 (a) indicates the matching of F1@fary magnetic field component (By). Figure 16 shows the
cm index variation in phase opposition of variations. comparison of By values for the intervals 01.01.2003—-

S. N. Shapovalov, O. A. Troshichev, V. I. Povazhny, and |. ¥sivin. High Precision Experiments in Antarctica. 153



Volume 3 PROGRESS IN PHYSICS July, 2013

—— Pulsed signals (PCC-2) 520nm (AvaSpec-2048) 2.0 25
SD (339.5 - 346 nm)
600 0.05 . ——mkA (PCC-2)
g 16 29
500 2 g
0.07 £ g
a
o 12 33E
T 400 £ -
(=] — ~
3 AT V A 0.09 E o §
el
b 300 / M \J ] e ¥
& | LAV 8 w0 [
2 [ f \/ b e g <
< [[Yo11a 8 <
3 200 / @ 04 sE
£ | 2
<
0.13
100 0.0 45
1 6 11 16 21 26 31 36 41 46 51 56
o 015 Serial number of the day (23.09.07 r. - 20.11.07 r.)

0 15 30 45 60 75 90 105 120 135 150 165
Serial number of the day (15.05.2005 - 01.11.2005)

Fig. 13: Comparison of the daily average standard deviatidiuc-
] . . . . tuations in energy (SP) within the 339.5-346 nm range (AvaSpec-
Fig. 10: Comparison of daily values of bursts in photocureith  2048) in the atmosphere zenith and PCC-2 pulsed signalshéor

the average daily standard deviation (SD) of fluctuatiort8@520 period from 23.09.07 to 20.11.07 (Novolazarevskaya statio
nm wavelength (AvaSpec—2048), for the period from 15.08d5

. 500
01.11.05 (Novolazarevskaya station).
Zenith
400
E
' 2 300
Fiber 3
GPS Optic -
§ 200
€
<
100
PC 0
0 100 200 300 400
E—— AvaSpec -2048 Serial number of the day
USB . Pulsed signals (7 pt.mov.aver.) 24.04.2004 - 23.04.2005
1 2VDC — Pulsed signals (7 pt.mov.aver.) 21.02.2005 - 01.02.2006

CrossCorrelation Function
First : Pulsed signals (7 pt.mov.aver.) 24.04.2004 - 23.04.2005 b)
. e ) . Lagged: Pulsed signals (7 pt.mov.aver.) 21.02.2005 - 01.02.2006
Fig. 11: Data acquisition chart on spectral zenith obs@watof —1as  corr. s.:.

15 .6006 .0555 .
solar UV-radiation in the atmosphere zenith (Novolazdaya sta- 17 -2 0% 1
. -12 .6234  .0552 i ]
tion). -11  .6309 .0551 ‘ ]
-10 L6379 .0550 : ]
348 -9 .6447 .0550 : ]
-8 .6517 .0549 : ]
Emean(342.5nm) = 3.619(eV/photons) -7 .6588 .0548 ; ]
346 -6 .6654 .0547 : ]
-5 .6717 .0546 ]
-4 .6770 .0546 4 ]
-3 .6814 .0545 ;
344 -2 .6841 .0544
-1 .6853 .0543
E 0 .6843 .0542 H
1 .6744 .0543 H ]
€ 34z | ! i 2 (6631 0341 ]
3 .6512 .0545 ]
4 .6374 .0546 + ]
340 HL 5 (6226 0546 : ]
6 .6063 .0547 : ]
7 .5880 .0548 H ]
338 8 .5685 .0549 ]
9 .5482 .0550 | ]
10 .5275 .0550 H ]
336 L L * 11 5062 .0351 : ]
0 6000 12000 18000 24000 30000 36000 12 .4838 .0552 : ]
13 .4603 .0553 H ]
. 14 .4367 .0554 H W77zzzzz22z222221
time, sec 15 L4125 .0555 777777777777
. . . . . 0
Fig. 12: Sample registration of fluctuations in 339.5-346range 40 08 06 04 02 00 02 04 06 08 10

(AvaSpec—2048), at clear atmosphere zenith, frofQ@? till 17"

) Fig. 14: Comparison of PCC-2 daily values of pulsed signals
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within the intervals 24.04.2004-24.04.2005 (a) and 22@2%5—
01.02.2006 (b) (Novolazarevskaya station).

01.01.2004 and 27.10.2003-27.10.2004. The identity iR vastrated in Figure 16, is the most indicative of the existence
ations and the phase convergence of the series, as dembthe 300-day cycle. As in the case with F10.7 cm, unfil-
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on the established correlations between the detectorsand S
0,08 the author established a temporal range of the lead coypling
g & from 42 to 280 days.
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o ) In our assumptions on the source of pulsed signals, the impac
0.06 of cosmic particles fluxes and their secondary radiatioo-(pr
tons and products of their interaction with atmospherideiuc
— positrons, muons, pi-mesons, K-mesons, electron pairs,
0,05 0,05 . .
0 50 100 w0 200 260 W 380 gamma ray quanta, atmospheric neutrines;.) should be
Serial number of the day first considered. In determining the relation of the observe
SD (TSl) (24/04/2004 - 24/04/2005) . .
— SD (TSI) (24102/2005 - 01/02/2006) pulsed &ects to the secondary cosmic rays, a comparison of

distribution of pulse signals with variations of atmospber
Fig. 15: Comparison of F10.7 cm and TSI distribution paergosmic rays of geomagnetic, solar and galactic origin would
within the intervals 24.04.2004-24.04.2005 (a) and 22025~ pe quite sdicient. Assuming that similar pattern in temporal
01.02.2006 (b). variations of the compared series would persist for a lang ti
interval (within months), the penetrating component stoul

tered series were compared. This convincing fact is not et identified, since pulses are observed in shielded condi-
explained through the known mechanisms of solar-teredsttions. The penetrating component of cosmic rays can be de-
relationships. fined by the type of interaction of cosmic rays with the sub-

Thus, pulsed signals bear prognostic characteristics astance.
ciated, in our opinion, with the unknown heliophysical fact  For instance, among those well-known are: the nuclear-

Similar results were obtained under extensive laborateigtive component, soft component of secondary cosmic rays,
experiments conducted by Sergey Korotaev at Geoelectiectron-photon showers and the penetrating component of
magnetic Research Institute RAS (Troitsk, Moscow Regidie secondary radiation — muons and neutrinos. Of the above
Russia) [6]. mentioned, muons are the most likely source, as the muon

His publication considers the phenomenon of non-localityix represents a penetrating component and, against a rela-
and correlation of isolated dissipative processes, as agelitively moderate energy power{0 GeV), can easily enter the
description of the experiment and the results of investiggtmosphere and penetrate the shielding conditions of PCC-2
tions. Using two types of detectors based on the link betwdgawever, this version contradicts with the significarftet-
the entropy and the potential barrier height U, reliable cances between the diurnal statistics of muons and neutrinos
relations were established between: lead variations d dand pulsed signals. E.g., according to the observationgin N
current and temporal events in the atmospheric pressure @ neutrino telescope located at a depth of 1100-1200 m
73 days), variations of geomagnetic activity (Dst-inde33 ( in the Baikal Lake, the daily number of atmospheric muons
days) and variations of the F10.7 cm index (42 days). Basedches-1,000,000 and for atmospheric neutrinos — one oc-
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currence in two days, on average.

The hypothetical factor of heliophysical origin that casise
simultaneousfects in photocurrent, the LED spectrum, and
the zenith spectrum of the atmosphere, remains unknown.
the one hand, a good coincidence between the number of sig-
nals and variations in F10.7cm and TSI is observed, which
may be regarded as conclusive indication of their solar ori-
gin. On the other hand, signals are registered, regardfess o
the shielding conditions, which is indicative of a high pen10.
etration capacity of the heliophysical factor. Further,rae
liable evidence of a link between pulsed signals, cosmic ra
fluxes and geomagnetic activity is revealed. It is as well ob-"
vious that the known mechanisms of the solar-terrestrial re
lationships do not represent direct implications of tifeas
observed in the experiment. An especially characterigtci 12.
cator of the signal intensity is the statistical correlatioith  13.
the declination of the Sun, i.e., the position of the Eartlthen
orbit (the ecliptic). We do not exclude the assumption about
the directed impact of this “hypothetical” factor in theiptt
plane.

According to the results demonstrated in figures 14-16,
it is evident that the studied pulsed signals in photocurren
have 60-65 days lead time, on average, compared to the so-
lar events. If such pattern is scaled against the 11-year cy-
cle of the solar activity (SA), we should expect that solar
variations, recurrent in 300 days, would return to the start
ing point in 5.5 years (in our case, the measurement starting
point was 24.04.2004), which makes approximately a half of
the 11-year SA cycle. This presents a point of interest. The
solar cycles are known to have a progression: 11-year, 22-
year, 44-year, 88-year, etc. According to our results, we ca
not exclude the possibility of declining values of the SA cy-
cles, down to 5.5 years, or less. Possibly, the 300-day cycle
refers to the initial cycles in this progression. Its phgsic
component may be determined by the processes occurring in
the central zone of the Sun.

7.

14.
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Is Space-Time Curved?

Benjamin Prather
E-mail: benjamin.prather@gmail.com

This paper considers the possibility of a teleparallel apipnation of general relativity
where the underlying space-time of a compact massive stretated to the isotropic
coordinate chart rather than the geometric chart. Thislteegua 20 percent reduc-
tion of the expected shadow radius of compact objects. Tkerghtion of the shadow
radius of Sagittarius A* should be possible in the near fitusing VLBI. The theo-
retical reduction is within the uncertainty of the expecséa@dow radius, however any
observation less than a critical radius would indicate tiravity is not the result of
space-time curvature alone. If space-time curvature doeagat alone it is simpler to
adopt the teleparallel view, with the tetrad field represgnthe index of refraction of
the required material field in a flat space-time.

Introduction These detractors, near or beyond the fringe of sciencey ofte
General relativity is highly successful in explaining thesti lack the mathematical knowledge needed to properly discuss

order corrective terms to Newtonian gravity observed in ﬂqeneral relativity in a rigorous setting. Indeed, many esth

. . . objections stem from a rejection of the abstract mathematic
classical solar system test known at the time of its proposal

Further, it has predicted higher ordeffaets not originally required for general relativity or perceived errors in gahe

anticipated such as the orbital decay of binary pulsars. Ar@atlvny arsing from subtle misunderstandings of thage
vanced notions.

competing theory of gravity must agree with general relativ Thed q ¢ Kantiani h .

ity in these predictions. The bounds on these measurements te escen (ejm;so n;ato— anélamsm a;sgrtt at slg)lace-_tlme

have significantly improved since the introduction of gmercurva ure caused by matter and energy 1S Impossible, since

relativity [1]. matter and energy already require the concepts of space and

The central tenant of general relativity is that gravit itéme. A Galilean space-time is also claimed by these critics
9 Y 9 Y ' be necessary to form an understanding of the world [3].

a pseudo-force due to the curvature of space-time. This pro-A Li h the Poi , ) I
duces a theory lacking an absolute sense of parallelism: G&Q S Lle groups, however, the Foncare group IS equally

eral relativity has been expressed as a teleparallel thimry stc_rlptlve aithe Ga_ll_leal? group. Thdesﬁfienclesfln sym-
restoring absolute parallelism [2]. metries can be empirically measured, strongly favouring a

. - Minkowskian space-time over a Galilean space-time. In both
The teleparallel equivalent of general relativity allove t L :
) S eometries it is almost always helpful to select a convenien
curvature of a metric to be rephrased as contorsion in a fat L AR
. ) : ixed frame to work within. General relativity, in its usual
space-time due to a tetrad field [2]. The geodesic equation . N
o ..~ presentation, breaks this Lie symmetry globally.
becomes non-inertial forces as a result of the variatiohén G | relativit Is0 b d el llel
local index of refraction and motion the tetrad field repre- eneral refalivity can aiso be EXpressec as a teleparafe
theory, restoring absolute parallelism by replacing theau
sents. ; , .
. . L ture of space with an embedded tetrad field. Tetrad fields can
This paper considers the implications of a teleparallel the . . . :
' : . e viewed as representing the flow and refractive properties
ory of gravity where the underlying space-time correspond

. . . . Sfa Lorentzian aether.
to a flattened version of the isotropic solutions rather than . . . .
In classical fluid mechanical one can use a Lagrangian

the usual geometric coordinates. This non-inertial flatign ; ) ith a fluid inertial Eulari
process produces pseudo-forces, which are taken to bd adf/§'ence Irame co-movingwith a fluid or an inértial Eularia
reference frame. In a relativistic aether, using the Levit€

forces due to the presence of a material field. . . 2 X .
connection produces the Lagrangian description whilegusin

Glopally, space-nm_e IS I|ke_ly to be _closer to a Des'.tt%be Weitzenbodck connection produces the Eulerian descrip
space-time than the Minkowski space-time used in the limjt-

) . . N 0
ing behaviour here. In this sense, space-time is demorh)strab
curved. The issue here is the local nature of space—timcein{[g
presence of strong gravitational fields.

The geodesic equation then becomes changing speed due
an index of refraction, bending due to Huygens’ princi-
ple and frame dragging due to advection. In the teleparallel
equivalent of general relativity this tetrad field existaasn-
dependent structure. This can be viewed as a flowing index
Despite its broad empirical success, and lack of any vidble@f refraction emerging in the absence of a refractive medium
ternatives, general relativity continues to generateagédrs This theory can be bashed into a flat model using a non-
who raise philosophical objections to its core proposgiorinertial transformation. The use of a non-inertial refegn

1 Is space-time curved?
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frame introduces pseudo-forces to the equations of moti@. Optical shadow, General Relativity
Interpreting these forces as originating from a materiebdifieA
creates a flat th_eory ofgraery while smultaneo_usly pravid cluding the event horizon, photon sphere and optical shadow
a material medium responsible for the tetrad field. e -
o T ) _|sg|ven in Figure 1.
Itis in this sense that the question is raised, is space-tim
curved?

n image showing the neighbourhood of the singularity, in-

2 Flat teleparallel approximation

In general relativity, the gravity of a compact, spherigall
symmetric, uncharged, acceleration-free and isolateds m
generates can be described by the well known Schwarzscl
metric in spherical coordinates.

_ 2GM
rs— Cz

> (1) Fig. 1: Singularity Neighbourhood. The neighbourhood obane
" Foy-l pact gravitational source is shown, with the Schwarzscoldtion
G = diag((l - _S)CZ’ (1 - _5) , 12, r2sir? 9)' (2 t the left and the flattened version to the rlght. The c_emmtk
r r circle represents the event horizon, with a white circlenshg the
) S ) location of the singularity. This is surrounded by a thirckdrrep-
This solution implies that the speed of light depends @&senting the photon sphere. The outermost circle repiesea
the angle of inclination of the trajectory relative to theoto optical shadow of the black hole, which is shown extendintheo
dinate chart. It is possible to transform the radial commbnéeft using a tangent line approximation.
to a new chart where the speed of light is isotropic [4].
The depicted shadow region is a right circular cylinder
rs ) , r(l rs 1 (1 rs)] 3) with the singularity on its axis. The optical radius can be

r=r’(1+
r

4r’ 2 ar " Va2 defined as the largest radius such that no unbound trajectory
can have both an infinite length within the depicted shadow

rs \* . [(4r —rg)? ) region and avoid the event horizon. In general relativig, t
Gij = (1+ 4:/) d|ag(—(4r/ n rz)ﬁ ¢ 1, 1%, r?sif6). (4) optical radius iS¢t = 3 V3rs[5].

A flat teleparallel approximation of general relativity cad  Optical shadow, flat teleparallel approximation
o 4 ) .
be made by eliminating ﬂ(d+ 4r—r) codficient. This results |n the flat teleparallel approximation, the dynamics are ex-

in a flat space-time with an index of refraction. pected to be identical except for a rescaling of the radias ne
, ) the singularity.
g = diaQ(M c, 1, r?, r?sir? 9)_ (5) Almost all of the shadowingfgect occurs near the singu-
(4r" +715) larity. An estimate of the asymptotic trajectory can be made

- . . usjng a tangent line to a circle about the singularity with a
Determining the pseudo-forces caused by this non-inertial,. . S .

. ) radius ofrit. The radius of this circle is transformed by (3).
transformation, much less the fields needed to generate them

is beyond the scope of this paper. All that is of interest here

is that a model should exist with this geometry in the limit of ;7 . — . 11 i 1 (1_ 2 ) ~ 0.8 (6)
. . . crit crit 2 4 -Olcrit -

the Schwarzschild metric, and has an event horizon a quarter 63 33

the size of general relativity. ) o o .

Bashing the Schwarzschild metric into a flat teleparallel This reduction in radius is accomplished by the forces
theory may be a convenient way to get a model that agrgg@erated by a material component of the gravitational.field
with observation, but is a very ad hoc way to approach the
problem. A far better approach would be to build a teleparar1— VLBI measurements
lel theory from the ground up based on first principles. On&xpected advances in submillimetre very long baseline-inte
the numerous obstacles are overcome, any resulting theferpmetry are expected to be able to soon resolve the optical
will agree with general relativity in the weak field limit. shadow of the compact radio source Sagittarius A*, based on

This would require dferences in the strong field limit tothe size expected by general relativity [5]. The factor &fi6.
distinguish between theories. Given the significant chamgeclose enough to unity that the flat teleparallel approxiorati
event horizon radius, the optical shadow radius of a compakbuld produce a visible shadow under similar assumptions.
object should provide a useful parameter to compare patenti Observing the optical shadow is confounded by several
theories in the strong field limit. known issues, much less measuring the radius. The optical
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properties of the medium surrounding Sagittarius A*, the ZReferences
percent uncertainty in the mass of "fmd distance to Sagi$tari ;. will c. M. 2006 Confrontation between GR and experimdriting
A* and the 10 percent uncertainty introduced by the depen- Rev. Relativity, 2006, v.9(3), (cited on/6/2013:
dency on the optical shadow on the rotation of Sagittarius A* http//relativity.livingreviews.orgArticles/Irr-2006-3)
are three significant issues [5]. 2. Aldrovandi R., Pereira J.G. An Introduction to TelepllaGravity.
A successful imaging of the shadow could help to deter- SPinger New York, 2013 N
mine some of these uncertainties aIIowing a determination 3. D.H. et al. 2013 Criticism of the theory of relativit\Mkipedia (cited
) . on §5/2013, oldid-551162068)
be made between general relativity and any potential telepa _ . s
lel th includi ial . | field 4. Buchdahl H. A. Isotropic coordinates and Schwarzschigdrin Int. J.
allel t eory including a material gravitationa ield. Theor. Phys., 1985, v.24, 731-739.
While other ﬁe.Cts can accour.]t.for an op.tlcal ShadOWS. Falcke H., Melia F., Agol E., Viewing the Shadow of the Bladole at
larger thanri; within general relativity, an optical shadow  the Galactic CenteAstrophys. J., 2000, v.528, L13-L16.
less tharrqi: = 30+ 7uas cannot be reconciled with general
relativity [5].

6 Conclusion

Given that the event horizon in the flat teleparallel approxi
mation is a quarter of that predicted by general relatititg,
reduction in optical shadow of 20 percentis a disappoitging
small change. This is less than the expected uncertainty in
the optical shadow of Sagittarius A* due to its uncertain snas
and possible rotation.

This also means that the same assumptions for observing
the shadow expected for general relativity using VLBI can be
applied to the flat teleparallel approximation. Such measur
ments can be expected on the order of years, not centuries.

This reduction would vary for dierent models of the ma-
terial gravitational field, possibly resulting in a smalbgtical
radius. This would confound the ability to observe the atic
shadow but simplify the ability to distinguish the predicts
of general relativity and the model in question.

While other dfects can account for an optical shadow
larger thanrqi; within general relativity, an optical shadow
less tham it would indicate that gravity is not determined by
space-time curvature alone.

The teleparallel equivalent of general relativity phrases
the dfects of gravity as due to an index of refraction in a flat
space-time. If this is not acting alone, it is simpler to vi&ig
index of refraction as a property of the material field regdir
to explain the super compact optical shadow.

If a super compact optical shadow is demonstrated, space-
time curvature should then be abandoned in favour of a ma-
terial, refractive gravitational field in a flat or DeSittgraze-
time.

Submitted on June 19, 2012\ccepted on June 20, 2013
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Comment on N. A. Kozyrev's “Possibility of Experimental Study
of the Properties of Time”

Joseph C. Hafele
Retired Physicist; Home fiice: 618 S. 24th St., Laramie, WY, USA
E-mail: cahafele@bresnan.net

More than 60 years ago, N. A. Kozyrev predicted the need farcarsd universal ve-
locity, one that is associated with rotational motion, iwli&idn to the well-known first
universal velocity, the velocity of light, which is assdeid with linear motion. Kozyrev
predicted that there should be additional forces which lacigathe axis of rotation and
are on the order of 10 or 10°° of the applied forces. For the neoclassical causal theory
(Hafele J. Czelm. Journ., 2012, v. 5, 134), the values for the ratios for the Moon are in
order of magnitude consistent with Kozyrev’s predictedbsat

The neoclassical causal version for Newtonian gravitaiom/g, = 4-107° [1, p.169]. A better comparison with Kozy-
theory requires a hypothetical induction fidig and a cor- rev’s theory is obtained by using the case for the Moon, where
responding induction speed [1]. The purpose of this letter the orbital motion is nearly circular [1, p.172]. L&t be the
is to indicate that, more than 60 years ago, N. A. Kozyrev darbital speed for an equivalent circular orbit. Then
veloped a similar concept for rotational motion in claskica
Newtonian theory [2]. veo = 1x10% s, Yoo 141072,

The experimental verification of Kozyrev's theoretical C2
concepts started in the winter of 1951-1952. Kozyrev stighich is within one order of magnitude of Kozyrewsc,.
ulates: 1) the Velocity of I|ght is a universal VelOCity that Let <gtrt> be the RMS average value for the time-retarded
to be associated with linear motion, and 2) there should fpgnsverse field for the Moon, and I€E,) be the RMS
a second universal velocity that is associated with ratalio ayerage value for the induction field. Then
motion. In his notationg; is the known speed of light, are

is an unknown rotational universal speed. (gr) = 110 ys, (F)) = 1.410 ¥ s,
The following is a direct quote from page 199 of Kozy-
o ot . (Fo _ 3
rev’s article [2]: —— =1.4<10"".
(gt

“Now, utilizing the Plank constant in any scalar univer-
sal constant, itis necessary to obtain a value having thigese results show that the relative ratios for the secgndar
dimensionality of velocity. It is easy to establish thatelds are close to the same order of magnitude as they are for

the expression Kozyrev's theory.
a More than 60 years ago, N.A.Kozyrev could not have
C2 = —— = ax350 kmfsec () known about recently discovered flyby anomalies and a lu-

nar orbit anomaly, but he did have an uncanny insight that

comprises a unique combination of this type. He Tas now been brought to fruition. If more attention had been
e equals the charge of an elementary particle and

S . paid to Kozyrev's theory, it may have preempted the neo-
equals a certain dimensionless factor. Then, based IO . .
(6), atu = 100 nys, the additional forces will be of the’ assical causal theory. It may also be helpful in design-

order of 10 or 10°5 (at a considerable-value) from ing a ground-based mstrt_Jm_ent for_ detecting the Earth’'stim
. " retarded transverse gravitational field.
the applied forces.

Kozyrev defineau to be the linear velocity of the rotat- Submitted on: April 10, 2018Accepted on April 24, 2013
ing object. He finds that the value far= 2, and the value
for ¢, = 7-10° m/s= 2.3-10-3¢; [2, p. 203]. He predicts that a References
small additional force is proportional tg/c, = ;|_00/7x105 ~ 1. Hafele J.C. Earth flyby anomalies explained by a timerdeth causal
~1.4x104 [2' p.198], which is the basis for his “of the order version of Newtonian gravitational theorfhe Abraham Zelmanov

. . Journal, 2012, v. 5, 134-187.
of 10 or 10°%". (The numerical value fo€?/h, 350 knys, is o _ _
2. Kozyrev N.A. Possibility of experimental study of the pesties of

calculated according. to CGS system of units.)_ time. The Abraham Zelmanov Journal, 2012, v. 5, 188-220.
For the neoclassical causal theory, the ratio of the trans-

verse to the radial field for the NEAR flyby at perigee,

Joseph C. Hafele. Comment on N. A. Kozyrev's “PossibilitfEaperimental Study of the Properties of Time” L1
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Commentary Relativeto the Emission Spectrum of the Solar Atmosphere:
Further Evidencefor a Distinct Solar Surface

Pierre-Marie Robitaille
Department of Radiology, The Ohio State University, 395 2thlAve, Columbus, Ohio 43210, USA.
robitaille.1@osu.edu
The chromosphere and corona of the Sun represent tenudaegeghich are charac-
terized by numerous optically thin emission lines in theaviblet and X-ray bands.
When observed from the center of the solar disk outwardetleesission lines experi-
ence modest brightening as the limb is approached. Thesityesf many ultraviolet
and X-ray emission lines nearly doubles when observatiextisnded just beyond the
edge of the disk. These findings indicate that the solar b®dpaque in this frequency
range and that an approximately two fold greater region@§tilar atmosphere is being
sampled outside the limb. These observations provide gtsapport for the presence
of a distinct solar surface. Therefore, the behavior of thnéssion lines in this fre-

guency range constitutes the twenty fifth line of evideneg the Sun is comprised of
condensed matter.

Every body has a surface. the U.S. Naval Research Laboratory, Baum, Johnson, Oberly,
St. Thomas Aquinas [1] Rockwood, Strain and Tousey [19] obtained the first measure-
ments of the Sun’s ultraviolet spectrum using a V2 rocket. A

Observationally, the chromosphere of the Sun represemisry of activity in this area soon followed [20-25] and the
a rarefied region located immediately above the solar seirfaftraviolet spectrum of the Sun has now become a field of
[2-5]. In 1877, Father Angelo Secchi described the chromgreat scientific interest [26—28].
sphere in detail including, most notably, a descriptiontsf i
spicules [6, p. 31-36]. For just a few seconds prior to and fol
lowing the onset of totality during solar eclipses, the ‘ffas
emission spectrum of the chromosphere can be detected. Typ-
ically, such studies focus on the visible and ultraviolgioas
of the electromagnetic spectrum.

The existence of the visible “flash” spectrum has been
known since the early days of spectral analysis. In fact, the
famous D3 line, first observed in a prominence during an
eclipse, would lead to the discovery of helium on the Sun
by Pierre Jules César Janssen and Joseph Norman Lockyer
[7,8]. Since then, great attention has been given to iden-
tifying the lines which are contained within the flash spec-
trum of the chromosphere, particularly through tHeoes
of astronomers like John Evershed [9, 10] and Donald Men-

zel [11,12]. In 1909, George Ellery Hale and Walter Adanfég' 1: Schematic representation of path lengths preserhwine

. . outer atmosphere (area outlined by dashes) of the Sun (haghay)
photographed the flash spectrum outside of eclipse Coq Viewed from the Earth. Paths 1 and 2 terminate on the sofar s

tions, opening up new avenues for the_StUdY O_f the_ Ch'fg_ée. Just beyond the limb, path 3 samples the front and haelot

mosphere [13, 14]. Today, spectroscopic emission linesii solar atmosphere, resulting in a two fold increase i iiten-

the visible spectrum of the chromosphere and corona c@fy. This figure is an adaptation based on Fig. 2.4 in [28].

tinue to be relevant and spectacular images of the solar at-

mosphere have now been obtained using spectroscopic linesAn elementary observation constitutes the focus of this

from highly ionized iron (e.g. FeX-FeXIV) [15-18]. work: the intensity of ultraviolet and X-ray emission lines
Photographing the chromosphere is slightly more comnereases dramatically, as observations are moved from the

plex in the ultraviolet range, since UV light is absorbed hyenter of the solar disk to the limb of the Sun. The problem

the Earth’s atmosphere. As a result, that spectral regitimeof s illustrated in Figure 1. Harold Zirin describes the assoc

flash spectrum could not be sampled until the launch of sciested findings as follows:The case in the UV is dferent,

tific rockets after World War 11 [3, p. 180]. In 1946, while abecause the spectrum lines are optically thin. Therefor on

- N W

-
-
e
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would expect limb brightening even in the absence of temt. Menzel D.H. A Study of the Solar Chromosphe®eblications of the
perature increase' S|mp|y due to the secant increase of path Lick ObservatoryUniversity of California Press, Berkeley, CA, v.17,
length. Although the intensity doubles at the limb, where we 1931 o S
see the back side, the limb brightening inside the limb is mif2- Menzel D.H. and Cillié G.G. Hydrogen emission in thearhosphere.
. L. . . . . . Astrophys. J.1937, v. 85, 88-106.
imal ... Similarly, X-ray images show limb brightening S|m—13 Hale G.E. and Adams W.S. Phot v of the “flash with

. .. . . ) . Hale G.E. an ams W.S. Photography of the “flash” spetiwith-
ply due to mqreased path Iengtt{29.]. This situation is ob out an eclipseAstrophys. 11909, v. 30, 222-230.
served both in the ultraviolet and in the X-ray spectrum of

. . 14. Adams W.S. and Burwell C.G. The flash spectrum withoutcipse
the Sun which sample processes in the chromosphere and theegion 14800-16600. Astrophys. 3.1915, v. 41, 116-146.

corona [28, p.38-39]. An exquisite image of thieet has 15. Wood B.E., Karovska M., Cook J.W., Brueckner G.E., Ha\&rA.,

been published [28, p. 38].
Though this simple observation appears almost trivial as
a source of scientific comment, it nonetheless demands atten

tion; for it provides strong evidence that the body of the Sutf-
is not gaseous in nature. If the Sun is gaseous, then these

Korendyke C.M. and Socker D.G. Search for brightness vaniatin
FeXIV coronagraph observations of the quiescent solamaoistro-
phys. J, 1998, v. 505, 432-442.

Habbal S.R., Druckmiiller M., Morgan H., Daw A., JohnsonDing
A., Arndt M., Esser R., Rusin V. and Scholl I. Mapping thetdigition
of electron temperature and Fe charge states in the cordhatatal

effects should not be visible as sampling extends beyond the sojar eclipse observationastrophys. J.2010, v. 708, 1650-1662.

solar limb. As such, this observation constitutes the twenj;

fifth line of evidence that the Sun is comprised of condensed
matter (see [30-32] and references therein for the others).

18.
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The continuous spectrum of the solar photosphere stantie gmtamount observation
with regard to the condensed nature of the solar body. Studiative to Kirchh@’s
law of thermal emission (e.g. Robitaille P.-M. Kirchfie law of thermal emission:
150 yearsProgr. Phys, 2009, v. 4, 3-13.) and a detailed analysis of the stellacigpa
problem (Robitaille P.M. Stellar opacity: The Achilles'déef the gaseous Sulrogr.
Phys, 2011, v. 3, 93-99) have revealed that gaseous models remabte to properly
account for the generation of this spectrum. Thereforeqritloe stated with certainty
that the photosphere is comprised of condensed matter.rBeye solar surface, the
chromospheric layer of the Sun also generates a weak consrapectrum in the visible
region. This emission exposes the presence of materiakicdhdensed state. As a
result, above the level of the photosphere, matter exidtstin gaseous and condensed
forms, much like within the atmosphere of the Earth. The iomous visible spectrum
associated with the chromosphere provides the twenti-$itx¢ of evidence that the
Sun is condensed matter.

In order to explain the occurrence of the dark lines

in the solar spectrum, we must assume that the solar
atmosphere incloses a luminous nucleus, producing
a continuous spectrum, the brightness of which ex-
ceeds a certain limit. The most probable supposi-

properly account for the thermal spectrum. The generafion o
a continuous solar spectrum has become an insurmountable
hurdle for these models [7]. Though gaseous opacity calcu-
lations have been used in an attempt to account for the Sun’s

tion which can be made respecting the Sun's consti-  €Mmission, such calculations are of no value in mirroring the
tution is, that it consists of a solid or liquid nucleus, simple graphitic spectrum on Earth, which the s_olar spectru
heated to a temperature of the brightest whiteness, strongly emulates. Therefore, gaseous opacity calculgtio
surrounded by an atmosphere of somewhat lower cannot have any lasting merit in generating the continuous
temperature. spectrum of the Sun [7]. The emission of a thermal spectrum

Gustav Robert Kirchf, 1862 [1] o4 ires an underlying thermal mechanism, not a large sum

When Gustav Kirchhfi was contemplating the origin ofof non-thermal processes [7]. Condensed matter is required
the solar spectrum [1], he was probably unaware that str@g-lllustrated by earthly black bodies (see [3,4] and refege
tures beyond the photosphere also had the ability to emit c8ierein). In fact, the continuous spectrum of the Sun acts as
tinuous spectra. Still, he understood that continuoushhér the most important line of evidence that the Sun is condensed
emission was a property of the condensed state [1]. Gagwiter (see [8-14] and references therein). This was recog-
emit in bands [2] and even compressed gases cannot prodiiged long ago by Gustav Kirchifo gases cannot properly
the required thermal spectrum, outside the confines of an @gcount for the solar spectrum [1].
closure and in the absence of a perfect absorber [3, 4]. The presence of continuous thermal emission by the pho-

Despite these physical realities, over the course of ttesphere is complemented in the outer atmosphere of the Sun.
past 150 years, scientists have moved away from Kirfftdho The chromosphere also supports weak continuous emission.
realization that the solar surface must be comprised of cétence, an additional line of evidence that the Sun is com-
densed matter. Instead, gaseous solar models were adoptise¢d of condensed matter can be harvested by extending
(e.g. [5, 6]). Sadly, Kirchhff himself enabled this misstepKirchhoff’s insight to the solar atmosphere, above the pho-
through his erroneous formulation of the law of thermal emitospheric surface.
sion (see [3,4] and references therein). Discounting eirobl The weak continuous spectrum of the chromosphere [15—
with the law of emission [3, 4], it can be said that the gaseol] has drawn the attention of solar observers for over 100
models have been based on a false premise: that the thegymats [19-22]. The great astronomer, Donald Howard Men-
spectrum of the Sun could be generated using a vast corzli-[23], commented as follows on its naturé:.we as-
nation of non-thermal processes [7]. The solar opacity pratumed that the distribution in the continuous chromosgheri
lem [7] reflects the fact that the gaseous models can nesgectrum is the same as that of a black body at 8786d
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that the continuous spectrum from the extreme edge is thatins weak, it demonstrates the presence of condensed mat-
of a black body at 4700 There is evidence in favor of ater within a gaseous matrix, much like drops of water can
lower temperature at the extreme limb in the observatioasist within the gaseous atmosphere of the Earth. In this re-
by Abbot, Fowle, and Aldrich of the darkening towards thgard, the intensity of the chromospheric emission spectrum
limb of the Sun[22]. From early days, the continuous chroean provide some sense of material densities in this layer.
mospheric spectrum was known to vary in temperature wiflhe presence of a continuous visible thermal spectrum in the
height [24-27]. Consequently, solar observers rapidly ichromosphere thereby constitutes the twenty-sixth lirevef
troduced temperature variations with increasing heigttd iridence (and the sixth Planckian proof [34]) that the Sun is
their atmospheric models (e.g. [17, p. 187-213]; [18, p27tomprised of condensed matter (see [8-14] and references
352]; [24-31]). therein for the others).

Atthe same time, problems remained surrounding the for-
mation of the weak continuous chromospheric spectrum. Tgdication

layer of the Sun, in the context of the modern gaseous mqthis work is dedicated to Marge Marrone, for her friendship
els, had an average density of orlg0'? g/cm® [32, p. 32]. and example in leading a joyous life.
In fact, as one proceeds out from the photosphere to the top of
the chromosphere, the density was hypothesized to be chang- Submitted on: MafChF,”’ Zogﬁczpte? on: Man;Ch 2103 2;%113;
ing from ~10~7 g/cm? to ~10-15 g/cm?, respectively [33]. It Irst published online on: May 13,
was known that in the chromosphére. the intensity of the
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The K-corona, a significant portion of the solar atmosphdisplays a continuous spec-
trum which closely parallels photospheric emission, thougthout the presence of
overlying Fraunhofer lines. The E-corona exists in the saegéon and is character-
ized by weak emission lines from highly ionized atoms. Fetance, the famous green
emission line from coronium (FeXIV) is part of the E-coron&he F-corona exists
beyond the KE-corona and, like the photospheric spectrum, is chaiiaetéby Fraun-
hofer lines. The F-corona represents photospheric ligittesed by dust particles in the
interplanetary medium. Within the gaseous models of the 8ienK-corona is viewed
as photospheric radiation which has been scattered byvistit electrons. This scat-
tering is thought to broaden the Fraunhofer lines of thersspactrum such that they
can no longer be detected in the K-corona. Thus, the gaseodslsnof the Sun ac-
count for the appearance of the K-corona by distorting mpiteric light, since they
are unable to have recourse to condensed matter to directtjupe such radiation.
Conversely, it is now advanced that the continuous emissidhe K-corona and as-
sociated emission lines from the E-corona must be intexdras manifestations of the
same phenomenon: condensed matter exists in the coroaavetiiknown that the Sun
expels large amounts of material from its surface in the fofftares and coronal mass
ejections. Given a liquid metallic hydrogen model of the Stifs logical to assume
that such matter, which exists in the condensed state orothesirface, continues to
manifest its nature once expelled into the corona. Theeethie continuous spectrum
of the K-corona provides the twenty-seventh line of evidetiat the Sun is composed
of condensed matter.

In order to explain the occurrence of the dark lines

in the solar spectrum, we must assume that the solar
atmosphere incloses a luminous nucleus, producing
a continuous spectrum, the brightness of which ex-

the incandescent vapor of iror{3, p. 199]. Eventually, John
Evershed provided additional photographic evidence tiet t
corona displayed a continuous spectrum without Fraunhofer

ceeds a certain limit. The most probable supposi- lines and_ he established the wavelen_g_th of Harkness’ K1474
tion which can be made respecting the Sun’s consti- coronal line at 5303.3 A [4]. In addition, Evershed would
tution is, that it consists of a solid or liquid nucleus, document the presence of two other coronal spectral lines
heated to a temperature of the brightest whiteness, [2—-4]. Today, the gaseous models of the Sun do not support
surrounded by an atmosphere of somewhat lower the idea that the corona of the Sun is self-luminous. Rather,
temperature. it is currently believed that the continuous coronal speutr

Gustav Robert Kirchh®, 1862 [1] arises from the scattering of photospheric light by relativ
tic electrons in the outer solar atmosphere. In this work,
Providence has made of the pastoral State of lowa oneHafrkness’ conclusion will be re-evaluated, with the inteht
the most important locations in the history of solar physiademonstrating that the K-corona is indeed self-luminoss, a
From primitive observatories in Des Moines and Burlingtdirst postulated in 1869 [3, p. 196—205].
respectively, William Harkness and Charles Young mondore To begin understanding the corona, it is important to prop-
the total eclipse of August 7, 1869 [2, 3], an event whicht stérly classify the spectra which it produces. It was the spec-
has the power to redefine our understanding of the coronatrum of the inner corona, or K-corona, which was measured
From the heart of lowa, William Harkne$ebtained a long ago by Harkness, Young, and Evershed [2—4] and which
coronal spectrum that was continuous except for a sindias been the subject of several classic reports [5-10]. For
bright green line, later known as the coronal line K1474hearly one hundred years, the inner coronal spectrum was
on the Kirchhdr scale [3, p.199]. Harkness concluded th&nown to be polarized [6, 10]. According to Bernard Lyot,
the corona wasa highly rarefied self-luminous atmospherehis polarization did not extend beyord6’ from the limb,
surrounding the Sun, and, perhaps, principally composedintreased rapidly as observations were made towards the Sun
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and remained constant within 3’ of the solar surface [6]. duction of the photospheric continuum and does not change
Textbooks now state that the polarized K-corona can exteralor with height”[9]. Yet, Grotrian’s [5] and Ludenddi’s
to distances approaching 10 solar radiil60) [12, p. 187]. discovery (see [9]) théthe color of the corona is the same as
As Gustav Kirchhéf understood [1], Fraunhofer lines ar¢hat of the Sun'was not completely supported by Allen [8].
produced when light is absorbed by gaseous atoms locdtethct, Athay [9] was misquoting Allen [8]. The latter actu-
above the level of the solar surface where the continuous pally found that'microphotograms for solar distances varying
tospheric spectrum is emitted. The absorption of light ypm R=1.2s to R-2.6s show that the coronal radiation red-
these atoms superimposes dark lines onto the thermal sgiens slightly as the distance from the Sun is increagggl”
trum of the Sun. As a result, the photospheric spectrum is Allen’s measurements had extended farther above the pho-
ways characterized by the presence of Fraunhofer lines: Cmsphere than those of Crotrian and Ludetijdrelping to
versely, these dark lines are absent in the continuous spe@lain why his predecessors had not reported reddening [8,
trum of the inner corona [13—15]. This was certainly the fing- 140].
ing which convinced William Harkness that the corona was Reddening of the continuous spectrum implied that the
self-luminous [3]. For if the inner corona was simply scattecorona was cooling when one moved away from the solar sur-
ing light produced by the photosphere, the Fraunhofer linflese, as would be expected. The presence of emission lines
should be visible. This is the case in the outer corona, orflem highly ionized atoms in the E-corona appeared to be
corona, where photospheric light is being scattered by dostking the opposite point, the corona seemed to be much
particles contained in the interplanetary medium [13, . 33warmer than the photosphere. This issue will be addressed in
Within the gaseous models of the Sun, the absencedetail in a separate treatment [17]. For the time being, suf-
Fraunhofer lines in the K-corona is explained by scatterifige it to emphasize that the K-corona possesses a continuous
photospheric light with high energy electrons (see e.g, [bectrum which appears to be blackbody in nature and which
p.33] and [16]. The corona in these models has no meaeddens slightly with distance from the solar surface.
of directly generating a continuous spectrum. As a result, In the end, the simplest means of accounting for the con-
gaseous models must assume that the continuous compotirmbus emission observed in the K-corona, the absence of
of coronal emission originates at the level of the photospheoverlying Fraunhofer lines, and the presence of sharp emis-
Coronal electrons must then be used to broaden the Frasion lines in this same region of the solar atmosphere, is to
hofer lines, making them disappear from the spectrum moimvoke a condensed matter model of the Sun [18-20]. In
tored in the K-corona [13-16]. 1869, William Harkness had concluded that the corona was
Oddly, while the gaseous models invoke electron bassalf-luminous, precisely as expected should this layesgss
scattering of Fraunhofer lines, causing them to disappeacondensed matter.
the K-corona, scattering by dust particles preserves tiesli  In this regard, when the Sun is active, it is known to expel
of the F-corona. The situation is further complicated beeatenormous amounts of material into its corona in the form of
the K-corona is in the same physical space as the E-cordtaags and coronal mass ejections. Within the liquid metal-
which is producing emission lines, including the coron@tli lic hydrogen model of the Sun [18-20], the presence of con-
at 5303.3 A [13-16]. The Fraunhofer lines are being broadensed matter within the corona and the existence of an asso-
ened by electrons in the K-corona, but emission lines frasiated continuous spectrum presents littiidulty, as metal-
the same region of the solar atmosphere, namely in theliE-hydrogen has already been hypothesized to be metastable
corona, remain visible and sharp. Presumably, this ocairs (see [17] for a detailed discussion). As a result, once con-
cause only a small fraction of the photospheric light is beinlensed metallic hydrogen has been produced in the solar in-
scattered. By analogy, only a small fraction of the E-corotexior, it is expected that it could retain its condensedesta
should be scattered. Hence, it would not be expected thatuheer the lower pressures in the corona.
emission lines from the E-corona would be&ted in a no- The presence of condensed matter in the K-corona imme-
ticeable manner. diately accounts for the existence of a continuous spectrum
The corona is so tenuous, its emission~5—100 mil- from this region of the solar atmosphere.
lion times less intense than that of the photosphere [13,15] At the same time, the Fraunhofer lines are not visible be-
Still, the continuous nature of its emission, and the absemause insfiicient levels of gaseous atoms are present in the
of Fraunhofer lines in the inner corona has been well dod(~corona to significantly absorb coronal radiation. There-
mented [2-10]. fore, scattering by relativistic electrons does not neeldeo
Speaking of the continuous coronal spectrum, Athay iatoked to account for the presence of a continuous spectrum
al. would comment thatlt is well known (Grotrian 1931; in the K-corona devoid of Fraunhofer lines. Conversely, the
Allen 1946) that the coronal continuum is essentially a oeprF-corona is indeed produced by the scattering of photogpher
“When visualized from the Earth, the solar diameter cornedpdo light by dust particles I.n interplanetary space.
~32 or ~1920" [11]. One arc-second,’}, corresponds ta-700 km on As such, the continuous spectrum of the K-corona can
the Sun [12, p. 123]. be said to represent the twenty-seventh line of evidende tha
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the Sun is condensed matter and the seventh Planckian proofRobitaille P.M. Liquid metallic hydrogen II: A criticaissessment of

(see [21,22] and references therein for the others). current and primordial helium levels in SuRrogr. Phys, 2013, v. 2,
35-47.
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sunspots and faculae: Complimentary evidence of metaliabior on
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The solar corona and chromosphere are often marked by erugi@tures, such as
flares, prominences, loops, and coronal mass ejectionghwide above the photo-
spheric surface. Coronal streamers and plumes can alsacteidze the outer atmo-
sphere of the Sun. All of these structures, fascinating @ir textent and formation,
frequently emit continuous spectra and can usually be wbdarsing white-light coro-
nagraphs. This implies, at least in part, that they are c®grof condensed matter.
The continuous spectra associated with chromospheric armhal structures can be
viewed as representing the twenty-eighth line of evidears the eighth Planckian
proof, that the Sun is condensed matter. The existence bfahjects also suggests that
the density of the solar atmosphere rises to levels well gesx of current estimates
put forth by the gaseous models of the Sun. In this work, thesities of planetary
atmospheres are examined in order to gain insight relatitieet likely densities of the
solar chromosphere. Elevated densities in the solar atmosmare also supported by
coronal seismology studies, which can be viewed as cotistitthe twenty-ninth line
of evidence that the Sun is composed of condensed matter.

In order to explain the occurrence of the dark lines

in the solar spectrum, we must assume that the solar
atmosphere incloses a luminous nucleus, producing
a continuous spectrum, the brightness of which ex-
ceeds a certain limit. The most probable supposi-

Beyond solar flares, many coronal structures are associ-
ated with the emission of white-light. These include promi-
nences and coronal mass ejections [15-23], streamers [24—
26], plumes [27], and loops [28—30]. Indeed, coronal struc-

tion which can be made respecting the Sun’s consti- tures have long been observed with white-light coronagsaph
tution is, that it consists of a solid or liquid nucleus, [25, 26], an instrument invented by Bernard Lyot [31, 32].
heated to a temperature of the brightest whiteness, The existence of white-light in coronal structures present
surrounded by an atmosphere of somewhat lower a significant problem for the gaseous models of the Sun [10—
temperature. 14]. In these models, white-light at the photosphere is pro-

Gustav Robert Kirchh@, 1862 [1] duced by a vast sum of processes (bound-bound, bound-free,
free-free, and scattering) taking place within the Sunlfitse
Observation of a white-light flare was initially reported b{see [33] for a complete review of this topic). In order to gen
Richard Carrington in 1859 [2]. Though once considered ragate the thermal spectrum at the surface, this light masele
events [3,4], the production of such emission has now becotie hypothetically gaseous solar body through a photogpher
associated with many, if not all, flares [5]. It has been welkyer regarded as an ‘optical illusion’ created by a dramati
established that hard X-ray class flaresNi5) emit white- change in solar opacity [34]. The current solution is so cenv
light [3]. However, the mechanism for producing this lightuted that it has been described by the author as the Achilles
has remained elusive [6, 7], despite the prevalence of thell of gaseous solar models [33]. In no other instance is a
objects [3-5]. Devoid of condensed matter, a gaseous magleiple spectroscopic line, such as the thermal spectruheof t
has little means to account for the generation of whitetligun, produced by the extensive summation of vastly unilate
flares. In 2010, Watanabe et al. [8] proposed that the ennissspectroscopic processes [33]. Furthermore, the mechanism
generated by white-light flares was associated with elastr@ssociated with the generation of the solar spectrum are of
accelerated to half of the speed of light [9]. More than 15® value in explaining the thermal emission from graphite on
years after Carrington’s discovery, astrophysicists aded a Earth, material from which Planckian radiation was inigial
scenario through which white-light could be produced withstudied [33]. As a result, these approaches are not relevant
the theoretical constraints imposed by accepting the iflaa @ccounting for the thermal signature of the Sun [33].
gaseous Sun [10-14]. The observation of white-light in coronal structures only
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acts to accentuate this problem for the gaseous modelse Thes To get some sense of reasonable densities for the corona,
objects are fleeting and devoid of the long time-lines (il one can have recourse to the characteristic features of plan
of years) currently required by the gaseous models to pedetary atmospheres, with several important cautionarysnote
white-light from the center of the Sun. Moreover, thesecstrurirst, the temperatures around the Sun and the inner planets
tures lack the large complement of processes summed witliia not at all comparable. Second, the molecular weight of
the gaseous models of the Sun to generate the white-light@fterial around the Sun might be either much smaller, or in
the photosphere [33]. As a result, though some of the sathe case of condensed hydrogenych larger than found in
mechanisms are invoked [3, 4], scientists who adhere to thanetary atmospheres. Thirdly, the solar atmospheretmigh
gaseous models must now have recourse to addititiemits: have substantial local density fluctuations well beyond-any
the scattering of photospheric light [16] or the acceleratf thing observed in planetary atmospheres. This is espgciall
electrons to sub-relativistic velocities [8]. relevant since condensed matter is being expelled into-a par
In the end, the simplest means of accounting for the préiglly gaseous solar atmosphere. These factors will imihect
ence of white-light, both on the photosphere and within eoreomparisons that can be extracted.
nal structures, is to recognize that the Sun is comprised of Consider the known densities of the Earth’s atmosphere at
condensed matter [35-37]. The material found on the phosea level (1.229 kign® or 0.0012 gcm?® [41]) while taking into
sphere is being ejected into the solar atmosphere. Hencegitount that the SyBarth ratio of acceleration due to grav-
can be found within the corona. In fact, since photospheiti is a factor of 28 [42]. The simple product of these values
metallic hydrogen has been hypothesized to be metastdlgaoring temperaturefiects and assuming that the Sun’s at-
(see [35] and references therein), it is reasonable thatriaht mosphere is composed of particles of the same mean molecu-
ejected into the corona remains partially metallic in natum lar weight as in the Earth’s atmosphere (28.8Taje [43])),
time, sparse filaments of condensed metallic hydrogen miggsults in a density of 0.0336@n® near the solar surface.
come to constitute the framework for coronal streamersior iThis is well above current estimates for the solar atmospher
stance, helping to explain why these objects also emit white fact, the gaseous models of the Sun predict that, as one
light. As aresult, itis now advanced that the white-lighigm proceeds out from the photosphere to the top of the chromo-
sion of coronal structures constitutes the twenty-eighthdf sphere, the density drops frond0~" g/cm?® to ~1071° g/,
evidence (see [35-39] and references therein for the Qtheigspectively [44, p. 32].
and the eighth Planckian proof, that the Sun is comprised of In reality, the aforementioned assumption that the average
condensed mattér. molecular weight in the lower solar atmosphere is similar to
Unlike the gaseous models of the Sun [10-14], the metHle Earth’s cannot be correct. At the same time, temperature
lic hydrogen model [35-37] advances that the solar body efects should substantially raise the amount of materialdoun
a nearly uniform density throughout which approackds in the Sun’s atmosphere. The Sun is known to expel matter
g/cm® at the level of the photosphere. Thus, the preseriBto the corona and, if this is condensed matter, may have lo-
of condensed matter, expelled from the photosphere into @@ densities well beyond that found in the atmosphere of the
chromosphere and corona, strongly suggests that the igsnditarth at sea level. But even this simple calculation, based o
in these regions are not negligible. In sharp contrast,iwithhe characteristics of the Earth’s atmosphere, pointgtufsi
the context of a gaseous Sun and calculated electron de@git problems with current estimates of chromosphericidens
ties, the coronal solar atmosphere is said to possksssi- ties, inferred from gaseous solar model [44] which it exseed
ties which are many trillions times smaller than that of they a factor on the order of 2010'. Similar conclusions can
gas composing the Earth’s atmosphere; in fact, coronal ddve reached by considering Venus [45] or Mars [46].
sities are low enough to be considered an almost perfect vac- Though some may dislike such comparisons, as too many
uum in laboratories”[40, p. 284]. These statements are di@riables could alter the final result, the author is notnagte
rectly linked to the use of the gaseous equations of state [[@ to set a final density for the lower atmosphere of the
p. 130f] and the belief that the solar body retains most of ifsun. The discussion rests simply in highlighting that the cu
mass in its core [10-12]. As a result, the question must nat@ntly accepted solar values are well outside the bounds of
rally arise as to whether or not trillion fold decreases ingie reason, especially when considering that the Sun is mueh hot
ties, relative to the Earthly atmosphere, are reasonabtaéo ter than the inner planets and constantly expelling matter i
solar corona. This is especially concerning relative toréhe its corona. This implies that a much higher average molecu-
alization that the Sun is expelling condensed matter [3p—3@ weight for the solar atmosphere can be expected than one
into its outer atmosphere. based on the atomic weight of hydrogen. Unlike the Sun,
the inner planets do not eject much material into their atmo-
*The Planckian p_roofs are all relate_zd to the_rmal emissiomﬂﬂensed spheres. As a result, the atmosphere of the Sun is likely to
matter. They do not imply that the objects which are the sutgéthese ), os0qq great local variability in its densities. This mag a
proof necessarily display a perfect thermal spectrum. Tbefp are invoked . .
when the spectrum is continuous and when an objects eritisgvmost D€ true when comparing the atmosphere of the quiet Sun near
simply accounted for by invoking condensed matter. the solar poles with that above the equator, as a result of cor
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The chromosphere is the site of weak emission lines chaizioge the flash spectrum
observed for a few seconds during a total eclipse. This laféine solar atmosphere
is known to possess an opaque emission and a great number of spicules, which can
extend well above the photosphere. A stunning variety ofdyen emission lines have
been observed in this region. The production of these linsphovided the seventeenth
line of evidence that the Sun is comprised of condensed nm(&ubitaille P.M. Liquid
Metallic Hydrogen II: A critical assessment of current anihrdial helium levels
in Sun. Progr. Phys, 2013, v.2, 35-47). Contrary to the gaseous solar modeds, th
simplest mechanism for the production of emission linetiésevaporation of excited
atoms from condensed surfaces existing within the chrotreep as found in spicules.
This is reminiscent of the chemiluminescence which occurid the condensation of
silver clusters (Konig L., Rabin I., Schultze W., and ErtlGemiluminescence in the
Agglomeration of Metal ClustersSciencev. 274, no. 5291, 1353—-1355). The process
associated with spicule formation is an exothermic onejirg the transport of energy
away from the site of condensation. As atoms leave locakzefhces, their electrons
can occupy any energy level and, hence, a wide variety ofsomidines are produced.
In this regard, it is hypothesized that the presence of dgdron the Sun can also fa-
cilitate hydrogen condensation in the chromosphere. Teecited line emission from
main group and transition elements constitutes the tHirtiee of evidence that the Sun
is condensed matter. Condensation processes also helpamexhy spicules manifest
an apparently constant temperature over their entire terfgince the corona supports
magnetic field lines, the random orientations associatéuspicule formation suggests
that the hydrogen condensates in the chromosphere are talticia nature. Spicules
provide a means, not to heat the corona, but rather, for emedehydrogen to rejoin
the photospheric layer of the Sun. Spicular velocities ofmfation are known to be
essentially independent of gravitationélleets and highly supportive of the hypothesis
that true condensation processes are being observed. &benpe of spicules brings
into question established chromospheric densities andda® additional support for
condensation processes in the chromosphere, the seveaibf levidence that the Sun
is comprised of condensed matter.

In order to explain the occurrence of the dark lines cluded that the body of the Sun was gaseous, he believed that
in the solar spectrum, we must assume that the solar ., yenged matter was “suspended” within the photosphere
atmosphere incloses a luminous nucleus, producing . .
a continuous spectrum, the brightness of which ex- [3]. Secchlwquld commenton the appearance of spicules and
ceeds a certain limit. The most probable supposi- the outer p_ort|0n of the c_hromosphg‘rm general, the Chr_o-
tion which can be made respecting the Sun's consti- mosphere is poorly terminated and its external surface fs ga
tution iS, that it consists of a solid or ||qu|d nuc]eUS, n|Shed W|th fl‘lnges ... tis a|mOSt aIWayS COVered W|thd|tt
heated to a temperature of the brightest whiteness, nets terminated in a point and entirely similar to hair"Sec-
surrounded by an atmosphere of somewhat lower chi mentioned the tremendous variability in spicule orent
temperature. tion, their enormous size, and how these structures rerdinde
Gustav Robert Kirchh®, 1862 [1] him of flames present in a field wherein one burns grasses af-
_ _ ter the harvest . ‘It often happens, especially in the region
Nearly 150 years have now passed since Kir¢hivoote of sunspots, that the chromosphere presents an aspect of a
about the Sun [1] and Father Angelo Secchi illustrated chigsry active network whose surface, unequal and rough, seems

mospheric spicules for the first time [2, p. 32]. Secchi viewgomposed of brilliant clouds analogous to our cumulus; the
the chromospheric region as clearly defined on one side, like

the surface of a liquid layer [2, p.33]. Though he had con- *All translations from French were accomplished by the autho
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disposition of which resembles the beads of our rosary; a feame actually increase with elevation, rise in jerks, opsto
of which dilate in order to form little dfuse elevations onsuddenly upon reaching their maximum height [6, p. 45-60].
the sides”[2, p. 31-36]. He would emphasize tH#here is Spicules have been said texpand laterally or slit into two
thus no illusion to worry about, the phenomena that we hasemore strands after being ejectef?6]. Such behavior is
just exposed to the reader are not simple optical findings, mtrongly suggestive of a condensation process.
objects which really exist, faithfully represented to oye® Spicules are often associated with magnetic phenomena
using instruments employed to observe th¢2y’p. 35-36]. in the chromosphere [4-15]. They can be represented as ly-

The chromosphere is a region of intense magnetic aciivg above photospheric intergranular lanes. In so doirey, th
ity, but its nature, and in particular that of its mottles arskem to be experiencing lateral magnetic pressure from the
spicules [4—15], remains a mystery [16]. The low chromesaterial trapped within the field lines that originate in fize
sphere is dominated by emission lines from neutral atoms aadsurface, as displayed in Fig. 1.
rare earths, but near its upper boundary strong lines frolin Ca
and H are present [16]. Harold Zirin highlights tHdthe
chromosphere is the least-well understood layer of theSun’
atmosphere. .. Part of the problem is that it is so dynamic anc
transient. At this height an ill-defined magnetic field domi-
nates the gas and determines the structure. Since we do n
know the physical mechanisms, it is impossible to produce
realistic model. Since most of the models ignored much of th----
data, they generally contradict the observational datap-Ty
ical models ignore other constraints and just match only the
XUV data; this is not enough for a unique solution. It re-
minds one of the discovery of the sunspot cycle. While mo: Intergranular
of the great 18th century astronomers agreed that the sunspt Lane
occurrence was random, only Schwabe, an amateur, took the
trouble to track the number of sunspots, thereby discogeriRig. 1: Schematic representation of spicules overlyingritergran-
the 11-year cycle[16]. ular lane on the outer boundary of a supergranule and sudealioy

The struggle to understand the chromosphere is, in largagnetic field lines emanating from the solar surface. Tigé is
measure, a direct result of the adherence to gaseous n#dedaptation based on Fig. IV-13in [4, p. 162].
els of the Sun and a rejection of condensed matter [17-21].
The chromosphere is hypothesized to be only 2—-3,000 km Numerous magnetic field lines escape from the solar in-
thick [7, p.232]. Yet, chromospheric emission lines froigrior through the photospheric surface. These fields must
hydrogen, calcium, and helium can extend up to 10,000 kraverse the chromospheric material. As a result, most so-
above the solar surface [6, p. 8]. Zirin comments on the chtar observers believe that chromospheric structures aeg-n
mosphere as followsYears ago the journals were filled withently magnetic [4-15]. Spicules are though to be propelling
discussions of ‘the height of the chromosphere’. It wasrcle@atter upwards into the corona [27] and not gathering matter
that the apparent scale height of 1000 km far exceeded tHaough condensation, for rejoining the photosphere.
in hydrostatic equilibrium. In modern times, a conveniemts  However, given the appearance of chromospheric struc-
lution has been found — denial. Although anyone can meares, such as rosettes and mottles, and the somewhat random
sure its height with a ruler and find it extending to 5000 kmyientations of spicules [4—15], it seems unlikely thatsthe
most publications state that it becomes the corona at 2000 &hjects can be of magnetic origin. What is more probable is
above the surface. We cannot explain the great height or that, while non-metallic, chromospheric structures ariadpe
erroneous models... While models say 2000 km, the data&agfined by charged plasmas, or metallic hydrogen [17-21],

___— Spicules —
Corona

Chromosphere

Supergranule

5000’ [16]. flowing in conjunction with the solar magnetic fields lines,
Though the chromosphere contains bright floculi in the ®uch as illustrated in Fig. 1.
line of Ca Il, which coincide in position with &l rosettes [6, Since the gaseous models [22—-24] depend on excessive

p. 85-86], and though it is laced with brigtéark mottles and temperatures in order to explain emission lines, spicudes h
spicules, gaseous solar models [22—-24] have no direct mdagsn advanced as partly responsible for heating the corona
of accounting for such structures [25]. [27]. Two forms of spicules were postulated from observa-
It remains fascinating that spicule formation velocitips ations. Type | spicules can be viewed as classic spicules with
pear to be largely independent of gravitational forces f-1lifetimes on the order of 3—7 minutes [27]. Type Il spicules
though some féorts have been made to establish such a mgere believed to form rapidly, be short lived (10-150s) and
lationship [26]. In general, while most velocities of sg&si thin (<200 km), and capable of projecting material into the
formation seem to move at nearly uniform speeds [4, p. 6ihper chromosphere at great velocities [27]. Type | spgule
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were said to move up and down, while Type Il spicules fadedmplex things into simple onef29, p. 1].
[27]. Type Il spicules were claimed to be potentially impor- A condensed solar model provides elegant solutions to
tant in heating the outer atmosphere [27]. But recentlyy ththe most perplexing questions relative to the chromosphere
existence and role appears to have been soundly refuted [28]s is especially true relative to apparent heating, as$ bes
Though chromospheric observers remain intrigued witinderstood through the careful consideration of how chromo
structure [4-15, 26], they adhere to the gaseous solar mspheric emission lines are produced.
els [22-24], even though gases cannot exhibit true conden-Within gaseous models, line emission requires either pho-
sation. As a result, all chromospheric and coronal strestuton absorption, or electron collision, to excite the emdti
must be viewed as gasoues plasmas of exceedingly low deatim [4, p. 228]. This represents an attempt to explain spec-
ties [7]. Since they are not condensed matter in the confextra using random processes. In the condensed model [17-21]
the gaseous models [22—-24], the strange properties oflspiapectra are tied to the formation of chromospheric strastur
formation and the structures of rosettes and mottles, mmhine emission becomes inherently linked to understanding
an anomaly, rather than indicators of the nature of the chtbe very nature of the chromosphere.
mosphere. The quest for answers begins with the consideration of
In contrast, this work now advances that chromospheciecndensation processes in clusters, the smallest prestoso
structures represent solar material in the condensed $fate condensed matter [32—37]. Clusters can be super-stable and
21]. Matter in this region fluctuates between gaseous and cact as superatoms [38]. In addition, their most favorabte co
densed, as spicules and mottles form and dissipate [9-]L5, fiurations can be linked to highest electrdhirdty and not to
This is reminiscent of phenomena such as critical opal#éise energy of the ground state [39]. Condensation processes
cence [25]. The chromosphere appears to be a site of imyelusters have been known to be associated with light emis-
drogen condensation. The mystery lies only in how this caion [40,41] and are exothermic. Thus, the apparent heating
be achieved. of the chromosphere might best be understood by considering
In order to better understand the chromosphere, one tagse reactions.
revisit the classic work of Donald H. Menzel published 1931, In 1996, chemiluminescence was first reported to occur
“A Study of the Solar Chromospherg29]. Within this vol- during the agglomeration of silver clusters [40]. By nedgss
ume, three revelations continue to make their mark. Firhie reactions involved took place at low temperatw®0K),
there is an amazing prevalence of emission lines from a winlé the lessons learned directly translate to other caniti
variety of atoms within this layer of the Sun (see Table | [2Gerhart Ertl (Nobel Prize, Chemistry, 2007) and his team
p.18-113]). Second, the chromosphere contains an exteighlight: “Exothermic chemical reactions may be accompa-
sive group of emission lines from hydrogen (see Table 3 [28¢ed by chemiluminescence. In these reactions, the ralease
p.128]). Menzel lists more than twenty-three hydrogen emenergy is not adiabatically damped into the heat bath of the
sion lines in his Table 3 [29]. Along with Cillié, Menzel soo surrounding medium but rather is stored in an excited stéte o
observed Balmer series emission up to H31, with highersstatiee product; decay from this excited state to the groundestat
limited only by resolution [30]. Third, he outlines a hydeayg is associated with light emissiorj40].
abundance in the chromosphere which is 100 times more el-The reactions presented by Ertl [40], which are of inter-
evated than in the Sun (see Table 20 [29, p. 281]). Menze&l& relative to the chromosphere, are illustrated by the con
chromospheric hydrogen abundance was nearly 1,000 tirdessation of two silver fragments, resulting in an actiglate
more elevated [29, p. 275-281] than that which had been ckister species: M+ Mm — M;,,,. The activated clus-
ported by Henry Norris Russell from the Fraunhofer spectrusr returns to the ground state by ejecting an excited atom:
of the Sun itself just a few years before [31]. Miwn = Mmino1 + M. Finally, the excited silver atom is
While eighty years have passed sirfi8eStudy of the So- able to relax to the ground state by emitting light: M M +
lar Chromosphere'was published [29], much remains to bév. Consequently, since condensation processes are exothe
understood relative to this region of the Sun. P. Heinzetlesri mic, they are capable of producing excited atoms which re-
that“Moreover, the energy supply into these layers is largebult in emission. To extend these concepts to the solar chro-
unknown, we only know that the radiation is not the dommosphere, it is useful to consider the types of condensation
nant source of heating. The solar chromosphere is probabdactions which might be present in this region of the Sun.
the least understood part of the Sun, even compared to theln the chromosphere, it is possible to observe spectro-
solar interior on which helioseismology has focused duriregopic emission lines from atomic hydrogen corresponding t
last decades’8]. Much like other physical processes in théhe Lyman (n > 1 —»n; =1 [42]), Balmer (n > 2 ->n; =2
Sun, local heating is being tentatively attributed to maigne[30]), and Paschen series;(n 3 — n; =3 [43]).* Lyman
mechanisms. Yet, if the chromosphere remains a mystery, ¢éngission lines involve relaxation back to the ground statk a
cause rests on the insistence that the Sun must exist inthe N
. . Up to eleven separate Lyman emission lines have been ret¢mge?
gaseous state. Donald Menzel reminds‘Wiie province of ihough =17 [42, p. 47]), Balmer lines at least up te=81 [30], and at
the scientist is the untangling of mysteries, the rendeohgleast nine Paschen lines,&8 through n=16) [43]
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can directly be deduced to arise from the condensation of Ryzybilla and Buttler have already simulated the linewialth
drogen fragments, i+ Hy, — H;,,,,, relaxation of the resul- hydrogen emission lines in the chromosphere and reached the
tant condensation product through the ejection of an eXciwmonclusion that some of the linésouple tightly to the con-
hydrogen atom, K,,, - Hm.n-1 + H*, and finally the return tinuum” [53]. But within the context of the gaseous solar
to the ground state of the excited hydrogen atom with lighttodels, it is impossible t&couple tightly to the continuum”
emission, H — H + hv. as the latter merely represents an opacity change, not a phys
In reality, it is reasonable to postulate that reaction&@n tical structure [54]. It is for this reason that the emissioe$
chromosphere primarily involves the combination of molecof hydrogen have already been ascribed to the seventeenth
lar hydrogen with much larger condensed hydrogen strustuliae of evidence that the Sun is comprised of condensed mat-
or seeds, CHS, since this region of the Sun displays tangitde [19]. Line emission can be linked to condensation, as
signs of condensed matter in the form of spicules and m&ttl has already elegantly demonstrated [40, 41]. Morgover
tles [9-15, 26]. within the condensed models of the Sun, it would be natural
In this case, molecular hydrogeng Hnitially combines that hydrogen emission associated with condensation would
with these larger structures, CHH, — CHS-H,, resulting “couple tightly to the continuum”
in mass increase, CHS—H, and the subsequent line emissiorBefore closing the discussion of hydrogen, it is important
from the ejected hydrogen atom; H»> H + hv. Given the to digress slightly from addressing emission in order te dis
extensive quantities of hydrogen in the Sun, it would be esuss the hydrogen Fraunhofer absorption lines of the Balmer
pected that numerous such reactions could take place simuderies. These lines are known to be broad and, as first relporte
neously on any given CHS and result in the rapid appearabgeUnsold [55], their relative intensities do not decrease
of spicules and mottles in the solar atmosphere [9-15, 28le manner predicted from quantum mechanical considera-
Since these reactions dieot adiabatically dumped into the tions. This has already been discussed by the author [19].
heat bath of the surrounding mediunj0], condensation Therefore, Fraunhofer lines are not directly related to-con
processes could result in the emission of Balmer [30] addnsation processes. Isolated atoms, unlike diatomsthack
Paschen lines [43]. In fact, the first line of the Balmer sability to add protons to condensed structures, while at the
ries (n = 3 —» n1=2), known as the Hline, is responsible same time removing heat. It is unlikely that isolated atoms
for the reddish hue of the chromosphere [7, p. 232]. can condense onto larger structures. It is more probabie tha
The aforementioned reactions depend on the presencthef combine with one another to make a molecular species
molecular hydrogen in the chromosphere. Unfortunatedy, twhich, in turn, can condense. Hence, the broadening associ-
concentrations of molecular hydrogen are extremdiyadilt ated with the Balmer Fraunhofer lines can be linked to colli-
to estimate in astrophysics, even if this species is widety c sional processes whereby atoms are strongly interactiting wi
sidered to the most abundant molecule in the universe. The condensed matter which surrounds them, but not condens-
difficulty in establishing molecular hydrogen concentratioimsy. This represents, as previously mentioned, the sixeen
stems from the fact that all rotational-vibrational trdiosis line of evidence that the Sun is comprised of condensed mat-
from the ground electronic state of this diatom are forbiter [19].
den [44]. As aresult, astronomers typically use indiredfme  Returning to line emission, in addition to molecular hy-
ods to compute molecular hydrogen fractions in the galadkogen, the chromosphere may well possess other species
ies [44-47] and sunspot umbra where the molecule is thougfiich can facilitate the condensation of hydrogen atoms. In
to be abundant [48]. deed, many hydrides have been identified either on the solar
Nonetheless, molecular hydrogen has been directly alisk itself or within sunspots [56, 57], including CaH, MgH,
served in sunspots in the extreme ultra-violet, a regiohef tCH, OH, HO, NH, SH, SiH, AlH, CoH, CuH, and NiH. The
electromagnetic spectrum were the emission lines are rgleesence of CaH and MgH in the Sun have been known since
tively strong [49,50]. Furthermore, Jordan et al. [49] iepahe beginning of the 20th century [58]. In the laboratory hy-
a significant enhancement of the molecular hydrogen sigdades from the main group elements (Li, Na, K, Rb, Cs, Be,
when chromospheric material lies over the sunspot of intétg, Ca, St, Ba, B, Al, Ga, In, Tl, C, Si, Ge, Sn, N, P, As, Sb,
est. While these signals are generally weak on the quiet BinO, S, Se, Te, F, Cl, Br, and I) and many of the transition
and in the limb [51], the emission from flares [50] and chraoretals (including amongst others V, Fe, Co, Ni, Cu, Ag, Zn,
mospheric plages [52] can be rather strong. Given the difid Cd) are readily synthesized [59]. Hydrogen appears to
ficulty in observing molecular hydrogen in the ground stateave a great disposition to form hydrides of all kinds and thi
these findings are significant and highlight that this sgecie an important realization relative to understanding tveelr
should be available to support condensation reactionsan folar atmosphere.
chromosphere. Interestingly, the emission lines from Call and Mgll are
Therefore, it is likely that the hydrogen emission lines garticularly important in the chromosphere (e.g. [4, p-361
the chromospheric level are related to the growth of CHS aB@9]). The second ionization state is singly charged (&=
the recapture of hydrogen from the outer solar atmosphévig*). But, the inert gas structure of these ions would demand
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a doubly charged species, i.e."€and Mg. As such, why mit hydrogen to simply escape, without recovery, into extra
is it that the most important ions of calcium and magnesiwnolar space. Rather, molecular hydrogen and hydrides are
on the Sun are singly charged? The answer is likely to rékely to be participating in the continued recondensatibn
with their role in making hydrogen available for condensaydrogen within the chromosphere generating the observed
tion. emission lines. The resulting material appears to be non-

Consider the reactions for calcium. It should be possibigetallic since spicules can display orientations whichraxte
for CaH and a condensed hydrogen structure to create an actipled to the magnetic field lines of the Sun [9-15]. This
vated complex, CHS CaH— CHS-HCA4. This would then material may then rejoin the photosphere and travel into the
be followed by an exothermic step involving the expulsion gblar interior, perhaps using intergranular lanes [63].c©n
an activated Call ion, CHS—-HCa CHS-H+ Ca™, followed in the interior of the Sun, pressure would facilitate the re-
by the line emission from Cdil Ca™ — Ca* + hv. synthesis of metallic hydrogen.

An identical scenario could be advanced for all the mono- In summary, for the first time, it is advanced that com-
hydrides, resulting in the observed line emission fromrthgilex condensation reactions take place in the chromosphere
associated cations. Indeed, chromospheric emission lmesThese result in line-emission and provides a novel way to ex-
volving cations in modest oxidation states, are likely to lain both spectra and structures on the Sun. The chromo-
generated following a very similar mechanism. Some atorsphere appears to be rich in atomic and molecular hydrogen.
like oxygen or iron, may well exist as dihydride or higheffurthermore, a wide array of hydride based reactions seem
complexes of hydrogen. They should participate similamly to occur within the chromosphere and these provide a power-
condensation reactions, bringing in the process one or mhrdncentive to further the understanding of condensagiod
hydrogen atoms to the site of condensation. The metal lydride chemistry on Earth. In this respect, the presence of
drides thereby would constitute important building blogks metal hydrides [56-58] and the line emission of main group
the resynthesis of condensed forms of hydrogen. and transition elements in the chromosphere constitutes th

When molecular hydrogen delivers a single proton to tktartieth line of evidence that the Sun is comprised of con-
condensation reactions, it is also delivering a singletede¢c densed matter.
if a neutral hydrogen atom subsequently emits. The same
can be said for all hydrides wherein neutral atoms are ejecfscknowledgment
from the condensate to then produce emission lines. Atonig Robitaille is acknowledged for the figure preparation.
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The E-corona is the site of numerous emission lines assakiaith high ionization
states (i.e. FeXIV-FeXXV). Modern gaseous models of thei@gnire that these states
are produced by atomic irradiation, requiring the seqa¢némoval of electrons to in-
finity, without an associated electron acceptor. This cad te computed temperatures
in the corona which are unrealistic (i.e.30-100 MK contrasted to solar core values
of ~16 MK). In order to understand the emission lines of the Esnar it is vital to
recognize that they are superimposed upon the K-coronghvwinoduces a continuous
spectrum, devoid of Fraunhofer lines, arising from this saagion of the Sun. It has
been advanced that the K-corona harbors self-luminousectedl matter (Robitaille
P.M. The Liquid Metallic Hydrogen Model of the Sun and the @oAtmosphere Il.
Continuous Emission and Condensed Matter Within the Corémagr. Phys, 2013,
v. 3, L8-L10; Robitaille P.M. The Liquid Metallic Hydrogen ddel of the Sun and the
Solar Atmosphere Ill. Importance of Continuous Emissioe@a from Flares, Coro-
nal Mass Ejections, Prominences, and Other Coronal Stegt&rogr. Phys, 2013,
v.3, L11-L14). Condensed matter can possess elevatedogiefiinities which may
strip nearby atoms of their electrons. Such a scenario atsdar the high ionization
states observed in the corona: condensed matter acts tskagtectrons, ensuring the
electrical neutrality of the Sun, despite the flow of elestrand ions in the solar winds.
Elevated ionization states reflect the presence of madesiih high electron flinities
in the corona, which is likely to be a form of metallic hydrogeand does not translate
into elevated temperatures in this region of the solar gpime®. As a result, the many
mechanisms advanced to account for coronal heating in teoga models of the Sun
are superfluous, given that electrdfiraity, not temperature, governs the resulting spec-
tra. In this regard, the presence of highly ionized specighé corona constitutes the

thirty-first line of evidence that the Sun is composed of esdd matter.

In order to explain the occurrence of the dark lines
in the solar spectrum, we must assume that the solar
atmosphere incloses a luminous nucleus, producing
a continuous spectrum, the brightness of which ex-
ceeds a certain limit. The most probable supposi-
tion which can be made respecting the Sun’s consti-
tution is, that it consists of a solid or liquid nucleus,
heated to a temperature of the brightest whiteness,
surrounded by an atmosphere of somewhat lower
temperature.

Gustav Robert Kirchh, 1862 [1]

Milne’s account provides a key fact relative to coronium:
the formation of FeXIV requires energy in the soft X-ray
range of the electromagnetic spectrum [7], but the Sun emits
very few of these rays. As such, how does one produce ions
with such elevated ionization states in the corona?

Today, X-ray spectroscopy reveals that the Sun can pro-
duce emission lines from ions with ionization states as high
as FeXXV [9]. Within the context of the gaseous models
[10-12], the formation of such species calls for the removal
of electrons from electronic shells to infinity, requiringes-

Superimposed on the continuous spectrum of the inmgges associated with temperatures-80 MK [9, p. 26]. It has
K-corona are emission lines, including one at 5303.3 A, thtso been postulated that superhot thermal componeh€s (
famous line from coronium, first discovered by Harkness akg can be generated above the limb in association with some
Young [2, 3], photographed by Evershed [4], and eventuaflgres [13] and radio studies initially called for temperatu
identified as FeXIV by Bengt Edlén [5—7]. Walter Grotianf 10°~10'°K in the corona [14, p. 128].

suggested that this line originated from highly ionizechago

In 2000, the Bastille Day flare produced FeXIl lines, but

supported by early reports of similar findings from Bengtith a spine emmiting FeXXIV lines [9, p. 19]. If such find-
Edlén in such atoms [5-8]. The wonderful story of corangs are to be explained within the context of a gaseous solar
nium [5, 6], along with the roles played by Walter Grotiamodel [10-12], it is not surprising that extreme temperegur
and Bengt EdIén has been presented by Edward A. Milne [fust be invoked. A gaseous Sun has no other means of pro-
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ducing highly ionized species. of the Sun [19-23].

At the same time, the extreme temperatures currently as- In this regard, the continuous spectrum of the K-corona
sociated with the corona must be viewed with caution, giverust be regarded as genuine [17]. The slight reddening of
that the core of the Sun has been postulated to harbor temflex-K-corona, reported long ago by Allen [24], indicates tha
atures of only~16 MK [10, p.9]. In addition, it is claimed apparentcoronal temperatures are gently decreasing with in-
that the energy source driving such extremes in temperatoreasing distance above the solar surface. The corona seems
“must be magnetic since all the other possible sources d@mecontain condensed matter of the same nature as found on
completely inadequatd13]. Such statements, and the conthe photosphere, since the spectrum of the K-corona, though
puted temperatures from which they stem, directly refleet thevoid of Fraunhofer lines, is essentially identical td {va-
shortcomings of the gaseous solar models [10-12]. The needed by the solar surface [18]. This proposal is compelling
to explain the synthesis of highly ionized ions in the coromgven that the Sun is expelling material into its corona whic
within a gaseous context is so acute that numerous schemedso known to emit continuous visible spectra [25].
have been advanced to heat the chromosphere and corona[18By extensionapparentcoronal temperatures, which are
16]. Ulmschneider states thH8the chromosphere and coronalikely to represent vibrational lattice phenomena [26+28h
are thus characterized as layers which require large amsurte no greater than those found on the surface of the Sun.
of mechanical heating[15, p, 235] and furthetTo clarify Therefore, contrary to popular scientific belief [15, 16jet
the zoo of coronal heating processes much further work msrona of the Sun isot being heated. Rather, free atoms in
mains to be done[15, p. 278]. the corona are being stripped of their electrons, as they-int

Since the corona must be excessively hot to produce sachwith condensed matter which possesses much higher elec-
ions in a gaseous context, the continuous spectrum of thettén afinity. Neutral atoms have limited electroffiaities,
corona has been dismissed as a strange artifact, produmednolecules can have higher valielslowever, condensed
by electronic scattering of photospheric light [17]. Othematter can develop enormous attractive forces for elestron
wise, the coronal continuous spectrum would be indicating This lesson is well manifested on Earth, as lightning at-
thatapparent coronal temperatures are no warmer than thotmpts to equalize charge imbalance between separatesegio
of the photospherelt would be impossible for the gaseousf condensed matter [31-33]. Typically, lightning forms in
models [10-12] to account for the presence of highly ionizetbuds containing solid or liquid water particles. But ithca
species within the outer solar atmosphere. Consequently, slso occur‘above volcanoes, in sandstorms, and in nuclear
ficient electron densities are inferred to exist in the cartin explosions[33, p. 67]. Usually, lightning forms between dif-
support the idea that the spectrum of the K-corona is beifegent cloud regions, or between clouds and the Earth’s sur-
produced by the scattering of photospheric lighthe rea- face [31-33]. Lightning represents the longest standirg ex
son we see the corona in white, or integrated, light is that thmple of the power of electrorffmity in condensed matter.
photospheric light is scattered by coronal electrons: we sk this respect, while temperatures in the tens of thousahds
the light that does not get through but is scattered towardegrees could be inferred fronuHine analysis during light-
us. This scattered light is about 10as intense as the photo-ning activity scientists do not claim that the atmosphere of
spheric light, which means it has been scattered by &l@c- the Earth exists at these temperatures.
trons; these are distributed along a path about equal to the Thunderhead clouds can generate substantial steady elec-
diameter of the sun, or 1.4 x ¥ocm, so the average coronattric fields on the order of 100 kVnd [33, p. 494]. Such fields
density close to the surface must bé gectrongem?®™ [14, have have been associated with runaway electrons capable of
p.75]. Much like the solar surface [18], the relevance ofgenerating X-rays with energies of 100 KeV or more [33,
thermal spectrum in the K-corona has been rejected as liflle193-495]. Nonetheless, these energies are not tradslate
more than an optical illusion [17]. into associated temperatures, as values in excess % 10

In the end, all extreme temperatures obtained from lim@uld be derived. Still, for the purpose of this discussion,
emission should be dismissed as erroneous. Discoveryitdd important to note that the presence of condensed matter
FeXXV within X-ray flares suggests that we do not properiy the atmosphere of the Earth can lead to amazing phenom-
understand the formation of emission lines with high ionizana, when electric potentials are eliminated through @arg
tion levels in the corona. Current temperature estimates fxansfer.
flirting with violations of both the first and second laws of The author has advanced that the corona of the Sun is
thermodynamics: it is dlicult to conceive that localized tem+illed with sparse remnants of liquid metallic hydrogen [18]
peratures within flares and the corona could greatlgeed which have been expelled from the body of the Sun [25].
the temperature of the solar core. Such material is expected to have a highly conductive nature

Instead, line emission spectra from highly ionized ions— _ _ _
might best be viewed as direct evidence that materials v ' SeTent, chiere has e Nohes secttiy 1 3 021,
elevated electronfhinities exist within the corona. Such a7 5ev [30]
solution can be readily associated with the condensedeatur fPeak temperatures 635,000 K have been reported [33, p. 163]
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and could be used to harvest electrons from the corona, hédpaction, namely the temporary contact between atoms and
ing to ensure the continued neutrality of the solar body antallic hydrogen.
solar winds. The presence of metallic hydrogen in the corona The production of such ions in the gaseous models [10-
may then promote, through its elevated electrimiy, the 12] requires the repeated ejection of electrons from their o
creation of highly ionized species. bitals in a multistage process, whereby up to two dozen event
For instance, when iron comes in contact with metallioust logically follow one another. Studies indicate thesexi
hydrogen, MH, it could initially form an activated complextence of species such as® Fe''* and F&'® in the solar
MH-Fe, MH + Fe - MH-F¢". This excited complex thenwind [38, p. 114]. Such ions require multiple steps for pro-
relaxes by capturing electrons from the iron atom. Thisduction in a gaseous context [10-12] and would be the result
could be accomplished with the simultaneous ejection of afrandom processes.
activated iron species, F&, leading to the following reac-  Conversely, the synthesis of highly ionized atoms requires
tion: MH-Fe& - MH-ne+ Fe'™. The resulting excited iron but a single step in the liquid metallic hydrogen model [19—
could then relax back to the ground state through line em23]. The generation of such ions is no longer a random act,
sion, Fé™ — Fe™ + hv. Depending on the local electrorbut rather a direct manifestation of the function of the o@ro
affinity of metallic hydrogenn could range from single digitsfacilitation of electron capture in the outer atmosphereief
to ~25 [9] in the case of iron. A similar process could be irBun in order to preserve solar neutralitfhe production of
voked to create the other highly ionized species of the arohighly ionized species throughoutthe corona thereforsiton
In this regard, it is interesting to note that most of the iohs tutes the thirty-first line of evidence that the Sun is conguolbos
served in the soldiXUV spectrum are principally those with of condensed matter.
one or two valence electrong&émaining [14, 173]. o
In this scenario, the electroffimity of metallic hydrogen Dedication
in the outer atmosphere responds to charge imbalances;, eifedicated to the poor, who sleep, nearly forgotten, under th
in the corona itself or on the surface of the Sun, by capturilight of the Southern Cross.
electrons locally. Metallic hydrogen in the corona thereby
acts as a conductive medium surrounding the solar body, con- Submitted on: May 1, 201@\ccepted on: May 2, 2013
. . First published online on: May 13, 2013
stantly ensuring overall charge neutrality for the Sun. @he
rangement of coronal steamers is highly suggestive of SUCR&er ences
rOIPT from th‘?se objects, though all coronal structures mlgh1. Kirchhdf G. The physical constitution of the Sun. IResearches on
be involved in the recapture of electrons from the outerrsola  {he solar Spectrum and the Spectra of the Chemical Eleniératss-
atmosphere. lated by H.E. Roscoe, Macmillan and Co., Cambridge, 18623 p.
Outstanding images of the corona have been obtained us- Hufbauer K. Exploring the Sun: Solar Science since Galilée Johns
ing spectroscopic lines from highly ionized iron (e.g. FeX— Hopkins University Press, Baltimore, 1991, p. 112-114.
FeXIV) [34-37]. The presence of FeX—FeXIV throughout3. Dick S. Sky and Ocean Joined: The U.S. Naval ObservatoBp-18
the solar atmosphere strengthens the concept that iriteract ~ 2000- Cambridge University Press, Cambridge, 2003, p 2D%5-

between atoms and metallic hydrogen in the corona act tﬂ) Evershed J. Wave-length determinations and generatgeshtained
from a detailed examination of spectra photographed attfae sclipse

maintain neutrality on the Sun by producing highly ionized of January 22, 18982hil. Trans. Roy. Soc. Londp901, v. 197, 381—

atoms throughout this region. 413.
Moreover, flare studies indicate that coronal structures. Claridge G.C. CoroniumJ. Roy. Astron. Soc. Canadd937, v.31,
can display highly organized local electrdfimities. As men- no. 8, 337-346.

tioned earlier, the TRACE team has produced a flare imag& Unsigned. Origin of the coronium lineNature 1942, v. 150, no. 3817,
where central spine structures produce line emission from 726-759:

FeXXIV and CaXVIl, while the exterior of the flare emits 7. Milne A.E. Pr(?sidential Address — Award of the Gold MedaProfes-

in FexIl [9, p.19]. Such images would be nearly impossi- 0" Bengt EdiénMon. Not. Roy. Astron. Sod.945, v. 105, 138-145.

ble to explain in the context of a gaseous model of the Sur?.‘ Grotian W. Uber die intensitatsverteilung des korérlichen spek-

. - ) trums der inneren koron&eitschrift fur Astrophysik1931, v. 3, 199—
Instead, organized structures within the corona and itsscom 22,

ponents are strongly supportive of the idea that the Sun i§ philips K.J.H., Feldman U. and Landi E. Ultraviolet aneray Spec-

comprised of condensed matter. troscopy of the Solar Atmosphere. Cambridge Universitys®r&€am-
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[19-23] provides an elegant solution for the production ¢ Kippenhahn R. and Weigert A. Stellar structure and diaiu
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varying electron #iinity within the condensed structures that 5 4. 781-808.

comprise the corona. The complete, or signi_ficant, remO\_/fﬂ. Robitaille P.M. The solar photosphere: Evidence fodemsed matter.
of electrons from atoms can be explained using a single in- Progr. Phys, 2006, v. 2, 17-21.

L24 Pierre-Marie Robitaille. On the Nature of the Corona



July, 2013

PROGRESS IN PHYSICS Volume 3

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31
32.

33.

34.

35.

Priest E.R. Solar flare theory and the status of flare stateting.
High Energy Solar Physics: Anticipating HESSI (R. Ramatg &h
Mandzhavidze, Eds.), ASP Conf. S2@00, v. 206, 13-26.

Zirin H. The Solar Atmosphere. Blaisdell Publishing Giamy,
Waltham, M.A., 1966.

Ulmschneider P. The physics of the chromosphere andhaoha: Lec-
tures on Solar Physig#i.M. Antia, A. Bhatnagar and R. Ulmschneider,
Eds.), Springer, Berlin, 2003, p. 232-280.

Dwivedi B.N. The solar corona. Ir:ectures on Solar Physid$i.M.
Antia, A. Bhatnagar and R. Ulmschneider, Eds.), SpringeliB
2003, p. 281-298.

Robitaille P.M. The Liquid Metallic Hydrogen Model ofdatSun and
the Solar Atmosphere Il. Continuous Emission and Condelvster
Within the CoronaProgr. Phys, 2013, v. 3, L8-L10.

Robitaille P.M. On the Presence of a Distinct Solar Swarf& Reply to
Hervé FayeProgr. Phys, 2011, v. 3, 75-78.

Robitaille P.M. A high temperature liquid plasma modetre Sun.
Progr. Phys, 2007, v. 1, 70-81 (also in arXiv: astro/10075).

Robitaille P.M. Liquid Metallic Hydrogen: A Building Btk for the
Liquid Sun.Progr. Phys, 2011, v. 3, 60-74.

Robitaille P.M. Liquid Metallic Hydrogen II: A Criticahssessment of
Current and Primordial Helium Levels in Suprogr. Phys, 2013, v. 2,
35-47.

Robitaille J.C. and Robitaille P.M. Liquid Metallic Hyafen . Inter-
calation and Lattice Exclusion Versus Gravitational $ejthnd Their
Consequences Relative to Internal Structure, Surfaceictand So-
lar Winds in the SunProgr. Phys, 2013, v. 2, 87-97.

Robitaille P.M. Commentary on the liquid metallic hygem model of
the Sun. Insight relative to coronal holes, sunspots, atat sativity.
Progr. Phys, 2013, v. 2, L7-L9.

Allen C.W. The spectrum of the corona at the eclipse oD1@dtober
1. Mon. Not. Roy. Astron. Sqd. 946, v. 106, 137-150.

Robitaille P.M. The Liquid Metallic Hydrogen Model ofdatSun and
the Solar Atmosphere lIl. Importance of Continuous Emissipectra
from Flares, Coronal Mass Ejections, Prominences, andr@beonal
StructuresProgr. Phys, 2013, v. 3, L11-L14.

Robitaille P.M. On the validity of Kirchtis law of thermal emission.
IEEE Trans. Plasma S¢i2003, v. 31, no. 6, 1263-1267.

Robitaille P.M. A critical analysis of universality aidrchhoff’s law:
A return to Stewart’s law of thermal emissidArtog. Phys, 2008, v. 3,
30-35.; arXiv:0805.1625.

Robitaille P.M. Blackbody radiation and the carbon ipkt Progr.
Phys, 2008, v. 3, 36-55.

Robitaille P.M. Kirchh@i’s Law of Thermal Emission: 150 years.
Progr. Phys, 2009, v. 4, 3-13.

Hayes W.M (Editor-in-Chief), CRC Handbook of Chemistand
Physics, 93rd Edition, Internet version 2013, 10:147-62:1

Uman M.A. Lightning. Dover Publicatons. New York, N.Y984.

Uman M.A. The Lightning Discharge (International Geggibs Series
—\ol. 39), Academic Press, Inc., New York, N.Y., 1987.

Rakov V.A. and Uman M.A. Lightning: Physics andféets. Cam-
bridge University Press, Cambridge, U.K., 2003.

Wood B.E., Karovska M., Cook J.W., Brueckner G.E., Halh\@&rA.,
Korendyke C.M. and Socker D.G. Search for brightness vanatin
FeXIV coronagraph observations of the quiescent solamzorstro-
phys. J, 1998, v. 505, 432—-442.

Habbal S.R., Druckmdller M., Morgan H., Daw A., JohnsonDing
A., Arndt M., Esser R., Rusin V. and Scholl I. Mapping thetdizition
of electron temperature and Fe charge states in the cordhatatal
solar eclipse observation&strophys. J.2010, v. 708, 1650-1662.

Pierre-Marie Robitaille. On the Nature of the Corona

36. Habbal S.R., Druckmiiller M., Morgan H., Scholl I., Ru¥., Daw
A., Johnson J. and Arndt M. Total solar eclipse observatioihbot
prominence shroud#strophys. J.2010, v. 719, 1362-1369.

37. Habbal S.R., Morgan H. and Druckmiller M. A new view of@o
nal structures: Implications for the source and accetamatif the solar
wind — First Asia-Pacific Solar Physics MeetifS| Conf. Ser.2011,
v. 2, 259-269.

38. Gosling J.T. The solar wind iBncyclopedia of the Solar System, 2nd
Edition, (L.A. McFadden, P.R. Weissman and T.V. Johnson, Eds.); Aca
demic Press, San Diego, C.A., 2007, 99-116.

L25



Volume 3 PROGRESS IN PHYSICS July, 2013

LETTERS TO PROGRESS IN PHYSICS

TheLiquid Metallic Hydrogen M odel of the Sun and the Solar Atmosphere V1.

Helium in the Chromosphere

Pierre-Marie Robitaille

Department of Radiology, The Ohio State University, 395 2thlAve, Columbus, Ohio 43210, USA.
robitaille.1@osu.edu

Molecular hydrogen and hydrides have recently been addaasevital agents in the
generation of emission spectra in the chromosphere. Tlasrésult of the role they
play in the formation of condensed hydrogen structures (Gtithin the chromosphere
(P.M. Robitaille. The Liquid Metallic Hydrogen Model of ti&un and the Solar Atmo-
sphere IV. On the Nature of the Chromosphd?eogr. Phys, 2013, v. 3, 15-21). Next
to hydrogen, helium is perhaps the most intriguing compbimethis region of the Sun.
Much like other elements, which combine with hydrogen todpiee hydrides, helium
can form the well-known helium hydride molecular ion, Heldnd the excited neutral
helium hydride molecule, HeHWhile HeH' is hypothesized to be a key cosmological
molecule, its possible presence in the Sun, and that of dgeskneutral counterpart,
has not been considered. Still, these hydrides are likepfap a role in the synthesis
of CHS, as the Hel and He Il emission lines strongly suggesthis regard, the study
of helium emission spectra can provide insight into the emsdd nature of the Sun,
especially when considering the 10830 A line associatel thig 2P—23S triplet state
transition. This line is strong in solar prominences andlmaseen clearly on the disk.
The excessive population of helium triplet states cannadszjuately explained using
the gaseous models, since these states should be depdptatellisional processes.
Conversely, when He-based molecules are used to build CE$qnid metallic hydro-
gen model, an ever increasing population of tA8 and 2P states might be expected.
The overpopulation of these triplet states leads to thelosimn that these emission
lines are unlikely to be produced through random collisiamrgohoton excitation, as
required by the gaseous models. This provides a significamtién for these models.
Thus, the strong®P— 23S lines and the overpopulation of the helium triplet states p
vides the thirty-second line of evidence that the Sun is a@egd of condensed matter.

In order to explain the occurrence of the dark lines
in the solar spectrum, we must assume that the solar
atmosphere incloses a luminous nucleus, producing
a continuous spectrum, the brightness of which ex-
ceeds a certain limit. The most probable supposi-
tion which can be made respecting the Sun'’s consti-
tution is, that it consists of a solid or liquid nucleus,
heated to a temperature of the brightest whiteness,
surrounded by an atmosphere of somewhat lower
temperature.

Gustav Robert Kirchh, 1862 [1]

cosmology (see [7] for detailed discussion). As such, any at
tempt to alter accepted helium levels within the Sun hastgrea
implications throughout astrophysics.

Recently, the author has reviewed the determination of so-
lar helium abundances and reached the conclusion that these
levels are likely to have been overstated [7]. The most pru-
dent outlook remains that the Sun, like the visible universe
is composed primarily of hydrogen, as first outlined by Ce-
cilia Payne [8]. In this regard, Robitaille and Robitaillavie
highlighted that the solar body is apt to be excluding helium
from its interior [9]. It is well-known that this element che
expelled from the Sun during periods of elevated solar activ
ity with widely varying quantities observed in the assosiht

Estimates of solar helium abundances have varied wideblar wind [10-14]. As a result, it is unlikely that the Sun
over the years. For instanc@l fferent methods and gierent is harboring much helium [7,9]. Significant levels of helium
data sets give values ranging from%Qo 4 of the Sun’s above the photosphere merely represent eons of helium syn-
mass”[2, p. 381]. ‘Primordial’ helium levels strongly guidethesis in a hydrogen based Sun. It can be hypothesized that
all solar helium abundance determinations, as the amounsioice helium cannot re-enter the Sun once expelled, it glowl
helium in the stars is said to be closely correlated with teecumulates as a gas within the chromospheric region.
synthesis of this element soon after the Big Bang [3-6]. He- In his classic textbooKAstrophysics of the Sun™arold
lium abundances currently act as one of the “Great Pillafs” dirin emphasized that the helium D3 line can be enhanced
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more than 20 fold, as viewing moves from the center of theHeH* + CHS —— CHS-H-He** —— CHS-H + He**
solar disk to just beyond the limb, displayiteysharp spike”
[15, p. 199-200]. He outlined that this emissi@omes from 3\ /(

a low thin layer” [15, p.198]. Similarly, Zirin states that i He, He* hv
the triplet He | transition at 108304 is barely visible on the - Y ot el
disk, but almost as strong asiHt the limb [15, p. 199-200]. He singlet

Moreover, he adds that th640 line is known to increase in emission He*

intensity at least fifteen times near the limb, while linesnfr
neutral helium are enhanced 50 fold [15, p. 199-200]. Sinct
helium emission peaks at1200 km above the photosphere,
these findings strongly suggest that the element is floating i
a cloud lying several hundred kilometers above the surfaceHeH* + CHS —— CHS-H-He** —— CHS-H + He**

although He remains sparse over coronal holes [15, p. 198].
At the same time, though relatively faint, helium lines are \
present in the spicules [16]. Since chromospheric strastur H o

like spicules, have been hypothesized to be the site of hy He* Hel triplet

drogen condensation in the solar atmosphere, it is impbrtar. (ortho) emission

to understand why helium emission lines are associated with

such objects. Fig. 1: Schematic representation of possible pathwayslado

Based on the chemiluminescence observed when sily&fn the helium hydride ion, Hekior the excited helium hydride

clusters condense [17], the author has recently stated (gﬁgltecule, HeH, react with condensed hydrogen structures, CHS, in
&

. . AU e chromosphere of the Sun. The pathways presented camnacco
all emission lines originating in t.he flash_spect_rum aré a Gk ail emission lines observed from Hel and Hell. Note insthi
rect consequence of condensation in this region of the Qi Reme that excited helium, Hés being produced initially through
[18]. By necessity, these exothermic condensation re@etighe interaction of Hek with CHS. This excited helium, Heif it
involve the ejection of an excited atomic species from thgsumes the triplet state (orthohelium — electrons in theesari-
condensate which can then relax back to a lower energy lestghtion: spin ufup or dowridown), will then become trapped in
through the emission of a photon. For instance, the CaHé excited state. This triplet helium can then be used tedba
emission, which is so typical of the chromospheric spectruit cyclic fashion, to condense hydrogen atoms onto chrofersp
has been hypothesized to involve the reaction of CaH anégtiictures, CHS (as shown in the lower half of the figure) eila-
condensed hydrogen structure, CHS [18], to create an axcligely, if gxcited helium Heé i.s iniltially prgduceq in the.singlet state
complex, CHS+ CaH — CHS—HC4. This step is then fol- (pa_rahellum — electl_rons in ferent onenFatlon: spin ygown),
lowed by the exothermic expulsion of an excited Call joig 1ssion can immediately occur generating the singleslinem

. . He . This scheme accounts for the strong triplet He | tréomsiat
| _ yH*
CHS-HCa- CHS-H+ Ca™, and later by line emission fromlOSSOA observed in the flash spectrum of the chromosphere. Un

* i+ v Ho. H H
Call’, Ca* — Ca" + hy. Similar reactions have been Mike the situation in the gas models, random collisional botpn

voked for all the hydrides present on the Sun [18]. The mQgkitations are not invoked to excite the helium atoms. Assait,
significant of these take place using molecular hydrogeh, afe-excitation processes would also be absent, helpingstarenthe
this explains the prevalence of strong emission lines fim tbuildup of triplet state orthohelium in this model.

element in the chromosphere. In order to account for the He |

and He Il emission lines associated with the flash spectrum, a

directly analogous scenario must be invoked, which thig ti¥ithout the concerted transfer of an electron.

requires a helium hydride molecular species. In the chromosphere, the interaction between the helium
Many charged molecular ions of helium have been stuavdride ion, HeH, and condensed hydrogen structures, CHS

ied. The most famous, helium hydride, HgHs ubiquitous [18], could lead to an array of reactions as outlined in Fig. 1

in discharges containing hydrogen and heliufl®]. This The simple combination of HeHand CHS could form an

molecular cation was first discovered experimentally ingL92ctivated complex: CH$ HeH" — CHS-H-He". Exother-

by Hogness and Lunn [20]. It has been the focus of extensiué expulsion of an excited helium ion, He could follow

spectroscopic studies [21, 22] and also postulated to plawith full transfer of a proton and an electron to the conddnse

key role in chemical astrophysics [23-25]. Wolfgang Ké¢terhydrogen structure: CHS-HFe— CHS-H+ He™. The

(Nobel Prize, Physics, 2001) was the first to obtain its sp&esulting Hé* would be able to relax back to a lower energy

troscopic lines [26,27]. The molecule has a bond distargtate through emission, He— He" + hv, leading to the well

of 0.77A and a dissociation energy o#4.6 kcal mot! [19]. known He Il lines in the chromosphere (see Fig. 1).

Although it exists only in the gas phase, its Brgnsted agcidit Alternatively, when HeH reacts with CHS, it could lead

should be extremely powerful. As a result, the hydrogen hwitially to the same condensation adduct, CHS—H=tbut

dride cation should have a strong tendency to donate a protbis time, exothermic expulsion of an excited helium atom

Pierre-Marie Robitaille. Helium in the Chromosphere L27
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could follow (see Fig. 1). Since HeHshould be a strong 2°P—23S transition is associated with the strong triplet He |
Brgnsted acid, the transfer of a proton to the CHS could octine at 10830 A observed in the prominences and on the disk
without electron transfer: CHS—-HKe— CHS-H" + He*. of the Sun [30, p.95]. Alternatively, a®B—23S transition
This leads to several phenomena. produces the triplet Hel line at 3890 A [30, p. 95].

First, the relaxation of an excited helium atom, does not As illustrated in Fig. 1, once the doubly excited helium
involve the same processes which occur in the helium i@iom has partially relaxed to regenerate orthohelium, it ca
This is because the He possesses only a single electromeact once again with atomic hydrogen, leading to the re-
As such, the electron in He can simply relax back downnewed synthesis of excited helium hydride, HelA cyclic
to any lower energy level, including the ground state, gjvipathway has been created, wherein triplet hydrogen is pre-
the well-known He Il lines on the Sun. served and continuously working to assist in the resynshesi

Conversely, because an excited helium atom contains twfaccondensed hydrogen structures, as the Sun recaptures any
electrons, the possible fate of this species is more compliomic hydrogen lost to its atmosphere.
cated. Since one of the electrons has not been excited, it redmportantly, the entire process is being ‘primed’ through
mains in the lowest energy state, with a given spin, either U use of a single HeHmolecular ion and the intial trans-
or down. The excited electron is only allowed by selectidar of a single proton to the CHS. This feature is noteworthy,
rules to return to the ground state, if and only if, its spin &nce true condensation requires the transfer of elecands
opposed to that of the ground state electron. protons to the chromospheric structures. In this regael, th

If the ground state electron is ‘spin down’, then the egeneration of Call emission lines from analogous condensa-
cited electron can make the transition back to the ground stiéons of calcium hydride, involves the transfer of two elec-
if it is ‘spin up’. Helium in this case is known gsarahelium trons per hydrogen atom [18]. Such parallel reactions could
(or singlet helium), emphasizing that its two electronsehalielp to ensure that overall charge balance in the building of
spins with opposite orientation. The singlet*Heould sim- condensed hydrogen structures can be maintained.
ply relax back to the ground state, given rise to the emission In the end, this approach holds many advantages over the
lines from the neutral atom, He |, He> He + hv. Likewise, random processes invoked by the gaseous models of the Sun
if the ground state electron is ‘spin up’, the excited eleatrin order to account for line emission in the chromosphere.
must be ‘spin down’ to enable the transition,*He> He + All line emission in the chromosphere become directly asso-
hv, again producing the identical He | lines from singlet statéated with ordered reactions, whose product, CHS, aré vita
parahelium. to preserving the solar mass. The Sun does not simply eject

However, if the two electrons of Méave the same spinhydrogen into its atmosphere, without any hope of regaining
(both up or both down), then the excited electron cannot tBese atoms. Rather, in the chromosphere, hydrogen atoms
lax back to the ground state. It rematrappedin the excited are constantly being recaptured through hydride based reac
state. Helium in this case is known aghohelium(or triplet tions. The triplet state of orthohelium, so strongly mastiéel
state helium), emphasizing that its two electrons havesspirithin prominences and in the chromospheric emission spec-
with the same orientation. It is the reactions of orthohaliutrum, becomes not an incidental artifact, but rather, a nec-
which are of particular interest in this work, as their esigte essary and direct manifestation that organized chemieal re
is elegantly accounted for through the condensation ofdwydactions are taking place within the chromosphere. As such,
gen [18], as described below. the existence of this abundant orthohelium and the strong

Since orthohelium is trapped in the excited triplet state gmission lines which it produces can be said to constitie th
has an opportunity to once again react with hydrogen, as didrty-second line of evidence that the Sun is comprised of
played in the lower portion of Fig. 1. Wolfgang Ketterle hagondensed matter.
demonstrated that excited helium hydride also exists [@8, 2
Therefore, given a lack of relaxation, triplet Hmould capture
a hydrogen atom, forming neutral excited helium hydrideuc Robitaille is acknowledged for figure preparation.

He' + H — HeH'. This species could once again react with

CHS [18], but this time forming a doubly activated complexedication

CHS + HeH" — CHS-H-He". The net transfer of a hydro-pedicated to the poor, who sleep, nearly forgotten, under th
gen atom in this case leads to release from the CHS of dould¥t of the Southern Cross.

excited heliunt. When this occurs, the Fieatom is now able

to relax, as the excited electron which is now in the 2p or 3s
orbital, undergoes a transition down to the 2s orbital. The

“We can assume that the ground state electron remains sigtidout References
that the initially excited electron has now been transtétcean even higher 1. Kirchhdf G. The physical constitution of the Sun. IResearches on
atomic orbital. Alternatively, both electrons could be itedt, but this case the Solar Spectrum and the Spectra of the Chemical Elemerass-
will not be considered. lated by H.E. Roscoe, Macmillan and Co., Cambridge, 18623 p.
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In the liquid metallic hydrogen model of the Sun, the chropt@se is responsible for
the capture of atomic hydrogen in the solar atmosphere arel/@ntual re-entry onto
the photospheric surface (P.M. Robitaille. The Liquid Miadlydrogen Model of the
Sun and the Solar Atmosphere IV. On the Nature of the ChroherspProg. Phys.
2013, v. 3, L15-L.21). As for the corona, it representsfiude region containing both
gaseous plasma and condensed matter with elevated elefiiroty (P.M. Robitaille.
The Liquid Metallic Hydrogen Model of the Sun and the Solam&sphere V. On the
Nature of the CoronaProg. Phys. 2013, v. 3, L22-L25). Metallic hydrogen in the
corona is thought to enable the continual harvest of elestfiom the outer reaches
of the Sun, thereby preserving the neutrality of the solatybdThe rigid rotation of
the corona is fiered as the thirty-third line of evidence that the Sun is cagep of
condensed matter. Within the context of the gaseous moéigie &un, a 100 km thick
transition zone has been hypothesized to exist whereindehpes increase dramati-
cally from 10~1@ K. Such extreme transitional temperatures are not reatogalen
the trivial physical scale of the proposed transition zaneggion adopted to account
for the ultra-violet emission lines of ions such as C 1V, O#&vd SilV. In this work, it
will be argued that the transition zone does not exist. Rathe intermediate ionization
states observed in the solar atmosphere should be viewéa asdult of the simulta-
neous transfer of protons and electrons onto condenseddmslstructures, CHS. Line
emissions fromions such as C 1V, O IV, and SilV are likely tahe result of condensa-
tion reactions, manifesting the involvement of speciehagCH, SiHs, H;0" in the
synthesis of CHS in the chromosphere. In addition, giverptiesence of a true solar
surface at the level of the photosphere in the liquid methljidrogen model, it follows
that the great physical extent of the chromosphere is stggbdwy gas pressure, much
like the atmosphere of the Earth. This constitutes theytfiatirth line of evidence that
the Sun is comprised of condensed matter.

In order to explain the occurrence of the dark lines
in the solar spectrum, we must assume that the solar
atmosphere incloses a luminous nucleus, producing
a continuous spectrum, the brightness of which ex-
ceeds a certain limit. The most probable supposi-
tion which can be made respecting the Sun'’s consti-
tution is, that it consists of a solid or liquid nucleus,
heated to a temperature of the brightest whiteness,
surrounded by an atmosphere of somewhat lower
temperature.

Gustav Robert Kirchh, 1862 [1]

1 Introduction

Such extreme temperatures should have suggested long ago
that the methods utilized to infer coronal temperaturedccou
not be valid, given that the core of the Sun is believed to sus-
tain temperatures of only1.6x10” K [4, p. 9]. The claim that
temperatures in localized regions of the corona can be 1000
times higher than within the solar core, challenges reason.
Furthermore, by accepting elevated coronal temperatures,
proponents of the gaseous models must discount the contin-
uous emission of the K-corona as illusionary and produced
by the photosphere (see [2] for a completed discussion). The
continuous spectrum of the K-corona, devoid of Fraunhofer
lines, does closely replicate the emission of the photagphe
itself, but the spectrum reddens with elevation [2]. If this

If our current understanding of the solar atmosphere agpegfectrum was considered as generated by the corona, then the
strained, it is because the gaseous models of the Sen @pparent temperature of the outer solar atmosphere would be
no means, other than elevated temperatures, to accounfdpigher than that observed on the surface of the*Sun.

the presence of highly ionized ions in the corona [2].
a consequence, temperature values ranging from18! K

As

*Note that the apparent temperature of the photosph& 60 K), does
not manifest the true energy content of this region. Ratther,author has

have been inferred to exist in the solar atmosphere [3, §. 1 #Rimed that it reflects that amount of energy which is cariwithin the
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Should it be true that coronal apparent temperatures eneomosphere is a layer of only 2 or 3 thousand km thick-
no greater than photospheric values, then it is impossitiess which becomes visible near the start and end of a total
within the context of a gaseous Sun, to account for the preslipse. The chromosphere got its name from the prominent
ence of highly ionized ions (e.g. CaXVIl and FeXXIV [6yed emission of the &l line of neutral hydrogen at 6563
p.19]) in the corona. Devoid of condensed matter, the ofiyie chromosphere is a layer where the temperature rises from
possible means of generating such ions must rest on tempéwtospheric values of between 4000 and 6 000K to about
ature. As a result, despite the realization that the spectr@0 000K and where neutral hydrogen is still present. In the
of the K-corona implies that the corona is self-luminous amegion of a few 100 km thickness between the chromosphere
displays an apparent temperature no higher than that of &mel corona, called transition layer, hydrogen becomes ion-
photosphere [2], advocates of the gaseous models of the Bed and the temperature increases from 20000 to millions
have no choice but to postulate that coronal apparent tempéiK” [7, p. 232-233].
atures far exceed those of the solar surface. A. Bhatnagar outlines th&Between the upper layer of

Two problems come to the forefront relative to using el&e chromosphere and corona (although the demarcation is
vated temperatures to explain the presence of highly ionizet sharp) lies the ‘transition layer’, where the temperatu
species within the corona. First, extreme temperatures-(10ses very steeply, from about 25000 to 500000K in height
101K [3, p. 172]) must be assumed. Second, the continualigerence of just 1 000 kméxpanding the extent of the tran-
spectrum of the K-corona must be discounted as a byprodsition region by a factor of 10 [8, p. 32]. Conversely, Ppilj
of photospheric light which has been scattered in the sof@lman, and Landi emphasiZz®odel calculations indeed
atmosphere by relativistic electrons (see [2] for a conepletuggest that the transition zone is extremely thin, lesa tha
discussion). 100km”[6, p. 220].

Moreover, in order to account for the emission lines from Such dimensions on the Sun are essentially beyond the
ions such as CIV, OV, and SilV, gaseous models must #imit of reliable detection with current instrumentatiorhus,
corporate an extremely thin transition zone, whereby appiis interesting to highlight thatA growing corpus of obser-
ent temperatures rapidly rise from chromospheric to cdroiations, particularly those starting with the Skylab missi
values over the span of 100 km or less, as illustrated in Fig Shhowed that the transition zone has a much larger extent than

was indicated in the earlier models, leading to a revision of
107~ our ideas of its nature..[6, p. 210].

g Harold Zirin, in candid fashion, reminds his readers that
anyone with a ruler can establish that the chromosphere can
Corona attain elevations of at least 5000 km frona ldmissions [9].

He reports that, when viewed inal macrospicules can be
seen to extend to 20 000 km [9]. How can neutral hydrogen
be found at these heights, if the corona already reaches tem-
peratures of 19K just after the transition zone? If the corona
was at millions of degrees, neutral hydrogen should not be
104: found at 20 000 km, a region well within the coronal domain.
\/_/ The situation is aggravated by the realization thaj,H
C Chromosphere lines have been known to exist in the corona beyond 4.5R
103' T for more than fourty years [10]. This region extends beyond
102 10 10 10  the entire vertical range displayed in Fig. 1. Furthermore,
Height (km) Dermendjiev et al. report, from direct photographic visual
ization in Hy, that faint lines from neutral hydrogen can be
Fig. 1: Schematic representation of the temperature fiteiton in - observed far into the corona, causing the authors to pastula
the solar atmosphere displaying the pronounced increabe inan- how the corona could be ‘cooled’ to allow for the presence of
sition zone located at an elevation-a2 000 km (dashed line). Thisgch 3 line [11]. Yet, models of the solar atmosphere predict
figure is based on a discussion presented by Phillips, Feldaral ¢ eytral hydrogen should be absent at elevations beyond
Landi [6] and is an adaptation of their Fig. 1.1. 2000km, where temperatures approaching 10 000K already
result in the complete ionization of this element (see eay. T
o ble 4.6 in [12, p. 146-147]).
2 Temperature Stratification At the same time, highly ionized Fe lines (FeX—FeXIV)

In his chapter on the chromosphere and corona, P. UimschAéite been used to image the solar corona in great detail and

der states:While the corona extends to many solar radii théndicate that these species can be found at elevationsiwell i
ferior to the known locations of neutral hydrogen emission

vibrational degrees of freedom found in the photosphetticta[5]. lines [13-16]. Clearly, it is not possible for emission kne

—_
o

E
T T T 1T

Temperature (K)
3

Transition
Zone

Pierre-Marie Robitaille. Further Insights into the Chrapbere and Corona L31



Volume 3 PROGRESS IN PHYSICS July, 2013

which, according to the gaseous models of the Sun, requdceibe. While the truth of the hypothesis has come more and
millions of degrees for formation (FeX—FeXIV) to be juxtamore to be taken for granted, it seems to us that the evidence
posed with H lines which are unable to withstand such tenin its favor is rather slight and certainly ingfcient to allow
peratures. The only solution rests in recognizing that ¢ine fits uncritical acceptance. We have already ...suggestat th
mation of highly ionized emission lines in the corona stentise hypothesis may be invalid for analyzing widths of hydro-
not from extreme temperatures, but from electrfimay [2]. gen and helium lines in quiescent prominences; in this paper
It should not be inferred that the outer atmosphere of the Sua present evidence for its possible failure in active flgye
maintains a temperature stratification whiclcreaseswith  events’[19].

increased distance away from the solar body. Though the discussion by flleries and Orrall cannot be
cited in its entirety, the authors go on to make the point that
3 On The Validity of Temperature Measurements the use of line width analysis could, in fact, leadiegative

In order to support the gaseous models, coronal tempemtﬁ?g]peratures' Furthermore, they clearly discount the- exis
ce of temperatures in the 500 000—1 000 000K range [19].

have been estimated using four key methods [17, p. 178—1488]! _ _ oL
1) doppler broadening of emission lines, 2) density gradien Despite J&eries and Orrall [19], today itis commonplace
in the corona, 3) radio brightness, and 4) ionization eqlfinfer temperatures from line widths and ascribe exges-
librium. All of these methods provide slightly féiéring an- SvVe line shapg dlstprtlotu) velocity. That.IS, if the line shape
swers [3, p. 165-166], but they share a common overarchipglistorted, either in the low (red) or high (blue) frequgnc
result: coronal temperatures are thought to be extremgly hirange, net velocities will be added (e.g. see Eq. 2.30 in [6])

In the end, careful analysis reveals that each of these methhich can help account for the distortion. Examples can be
is problematic. found throughout the astrophysical literature (e.g. [20])

The situation is complicated by the realization that, in
3.1 Doppler Broadening of Emission Lines addition to thermal fects, the line widths of atoms can be

) o altered by pressure, Stark, and electron broadening mecha-
Doppler broadening of emission lines (e.g. [6, p. 41-43], [1nisms [21, p. 202-233]. However, the derivation of tempera-

p.178-180], [18, p. 90-94]) has been used extensively 10 §@Ls from line widths in the solar atmosphere is much more

coronal temperatures. The broadening of an emission liggscarious than these considerations or the discussions fr
in this case, is assumed to be thermal in nature. The pr§Bferies and Orrall [19] might suggest.

lems of assigning temperatures with such methods are numer-~

. . ollisional line broadening with condensed matter could
ous. Zirin [17, p.178-180] outlines how separate eleme g

'&Irseatly impact the line widths under observation. Such line

peratures ﬁan ?f derived from sugh metgods. Il add tantly, by the extent of the interaction between any given el
More than fifty years ago, #feries and Orrall addresseq, ot and such objects. Furthermore, tight coupling between
the problem of (_)btaln_mg prominence temperatures by €fkseous atoms and condensed matter could dramaticatly alte
ploying spectral line W'dths,' statingf the brloelldenlng ISSUP- jine shapes outside thefects of velocity. In light of the evi-
posed due to thermal motions of the emitting atoms, thenyig, e for the presence of condensed matter in the corona [2],

the extent that the profiles are Gaussian, the hydrogen liggtemperature measurements from line widths should be re-
widths imply temperatures of over a hundred thousand %nsidered

grees and the metals of over five million degred®]. How-
ever, it is not possible to have neutral hydrogen present aéé Density Gradi
temperature of over a hundred thousand degrees, given thiat ensity Gradients
the element has been modeled as fully ionized 2000 K Density gradient approaches rely on the use of the white-
(see e.g. Table 4.6 in [12, p. 146-147]). light continuous spectrum observed in the corona [17, p~178
Jeferies and Orrall continuéTo avoid the necessity of 180] or chromosphere [22, p. 170-228]. Modern theory as-
considering such unacceptably high and discordant tempsumes that this spectrum has been produced by scattering
atures, the hypothesis is frequently made that the linedrogphotospheric light through the action of relativistic ¢teos,
ening is due both to thermal motions of atoms and to mabsreby enabling a temperature for the corona to be inferred
motions of small prominence elements having a Maxwelliflv, p.111-121]. The diculty with such an approach lies
distribution of velocities. One may, on this basis, complage in the assumption that the corona is not self-luminous and
widths of lines from two ions of veryffiirent atomic weights that its spectrum arises from photospheric light which must
to find a hypothetical “temperature,” J and “mean veloc- be scattered. However, if the corona is indeed self-lunsnou
ity &y. If the hypothesis is wrong,qTand &y will, in gen- and cool [2], as implied by the presence of neutral hydrogen
eral, bear no obvious relationship to the kinetic temperatueven up to 1.5R[10], then this entire line of reasoning must
or mean random-velocity fields which they are intended to dee re-evaluated.
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3.3 Radio Measurements important in the corona, resulting in a calculated tempeeat

Of the four methods for determining coronal temperaturé:'se,alr 2MK [17,’ p.184].
In 1966, Zirin had hoped that more UV data would soon

the final two are perhaps the weakest [17, p.178-180].  In

the end, radio measurements [18, p. 242—-247] should be é&%fava_”able t(_)_ ”fF the cloud (_)f mystery which surrounded
sidered with great caution, even though Professor Zirin Hggization equilibrium calculations [17, P 181__185]' act,
stated that they arhe most dependable data we hav]. the new data_ only added furthgr confusion. Thlrt.y years late
Radio data are highly dependent on the input variables (g, Would write,"One would think that observations of the
electron and ion density) which must be modeled in order3g/ar ultraviolet would solve many of the problems. How-
obtain brightness temperatures (e.g. see Table I in [9], [iazer, the mtensny of the_se lines was very much Iower_than ex
p.133-141], and [23]). All determinations of solar brighPeCted and to _th's day Images with a_de_quate reso_lut!on have
ness temperatures are inherently linked firiori knowledge "Nt been obtained. While the UV mimics the radio images,
of electron densities [22, p. 265] which can only be estimiatBr9ntening in the network, it is impossible to tell if it com
using modeling. .. it is evident that the quantities Jh) from the spicules or the magnetic regions at their base. The
and To(h) are too inextricably mixed to be seperately deriJines show a deep minimum in intermediate |0n|zapon stages
able from radio observations along¢12, p. 137]. Since radio of C, N, and_ Q.. and the brightness temperature in _the_ex-
models cannot disentangle electron density from briglstn&§Me ultraviolet scarcely exceeds 4 000 degrees. Thisgive
temperatures, they are often guided by results obtaine@ugﬁmarkable contradiction. Lines are observed of high ianiz

optical density gradient methods [22, p.266]. Direct melion stages suchas carbon 4, neon 5, oxygen 5, which are only

surements of electron density remain unavailable and thfymed at temperatures of 100000 degrees or more but with
retical values may not be accurate. brightness temperatures 20 times lef3]’ Nearly forty years

Radio measurements of brightness temperatures are gggr Professor Z'“n p_rodl_Jced h'S.CI"?‘SS'C text .[17].' calon
mperatures from ionization equilibrium are still viewesl

highly dependent on wavelength and scattering processes

e.g. [12, p.133-141], [22, p. 261-271], and [23]). Widefp© low[3.p.165-166]. o
conflicting data can be obtained (e.g. temperatures of only Th€ Proper discussion of ionization equilibrium is best
300000 at 1.6R[23]). In fact, radio observations appear tgeserved for a full treatment. However,fBce to state that

be the source of the most extreme temperature valugs 1f€thods which depend on the ionization equations are com-
1019K [17, p.128], while scientists remain confronted witlp!€X (see [24] for a partial review), involving knowledge of

addressing values as low a< ¥0obtained with such methodsWhether or not the region of interest can be considered to be

(see e.g. [12, p. 133-141] and [23]). As a result, it would fja local thermal equilibrium (LTE). E.A. Milne highlighted

imprudent to place an emphasis on coronal or chromosph at the exterior regipns of the Sun cannot be considered _to
temperatures obtained from radio measurements. adhere to LTE conditions [25, p. 81-83]. Even chromospheric

ionization processes depend on non-equilibrium treatsnent
[18, p-194-198], even if LTE methods continue to be used
(see [26] for a brief discussion). Unfortunately, the fluxes
It has already been established that ionization calcuiatie- associated with such processes remain largely unknown and
sultin models of the solar atmosphere which greatly underggmerous assumptions will be involved in extracting temper
timates the presence of neutral hydrogen in the corona. Cgfirres with such methods.
sequently, itis evident that temperatures derived fronZ®n |, the end, none of the methods utilized to extract coronal
tion equilibrium must be regarded with caution.  emperatures are reliable. Rather, any perceived agréemen
As a rule, coronal temperatures derived from ionizatigptween approaches is likely to be the result of the desire to
equilibrium tend to be too low to accomodatg the gaseays 5 reasonable temperature for the cororBach method
models of the Sun [17, p. 181]We must admit, however, contains enough latitude to permit conformity by altering t

that the ionization theory not only gives the wrong tempgfajye of those input parameters which can only be obtained
ature, but fails to account for the many stages of ionizatigiym theory.

observed in the corona. It is possible that temperature-vari

a_mons explam that fa_ct, we can only _Walt_for better ob_serva}l The Corona Revisited

tions of the line profiles of intermediate ions to confirm the

existence of temperatureffiirences. It is more likely thatProfessor Harold Zirin had suspected that there is some-
there is something erroneous in our basic concept of hdling erroneous in our basic concept of how ionization takes
ionization takes place; but so far, we do not know what thidace” [17, p.183]. However, given the belief that the Sun
is” [17, p.183]. Immediately after writing these lines, Prowvas a gas, no other plausible mechanism of formation could
fessor Zirin dfers what he believes to be the answer: recotme advanced. Today, the situation has changed dramatically
bination, a process whereby a single electron is capturedasya great deal of evidence is building that the Sun is con-
an ion leaving it in double excited state, could be much matensed matter (see [2,24,27-30] and references therein).

3.4 lonization Equilibrium
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For instance, it is now understood that the corona pdsr the presence and extent of the chromosphere. Zirin high-
sesses. .. a radially rigid rotation of 27.5 days synodic pe-lights,“It was clear that the apparent scale height of 1 000 km
riod from 2.5 R to >15R,” [3, p. 116]. This finding by Lewis far exceeded that in hydrostatic equilibrium. In modernggm
et al. [31] provides the thirty-third line of evidence thhet a convenient solution has been found — denial ... We cannot
Sun is comprised of condensed matter. The rigid rotationedplain the great height or the erroneous models ... While
the corona is highly suggestive that it possesses condensedels place this at 2000km, the data say 50[®]" If it
matter whose associated magnetic field lines are anchoreid anpossible for the gaseous models to properly account for
the level of the photosphere. Such a structure, if endowteé great height of the chromosphere, the cause is simple to
with a elevated electrorfianity [2], would provide an elegantunderstand. It is not possible for a gas to support itselt Bu
network for channeling electrons from the outer reachesrefative to structural support, gas pressure has beepadiin
the solar atmosphere onto the photospheric surface. THeisyhodern solar theory to explain why a gaseous Sun does not
corona should be viewed as being in direct contact with tbellapse on itself. However, such arguments have been dis-
photosphere. counted, precisely because a gaseous object cannot possess

In order to understand ionization states it is importafitie surfaces [33]. Without a support mechanism, a gaseous
to recognize that condensed matter controls the behavioSgh cannot exist [33].
the Sun. As previously stated [2], within the solar atmo- Conversely, within the context of a condensed solar body
sphere, atoms and ions are being stripped of their electr@gj, the Sun does not collapse upon itself because liquids
by metallic hydrogen present in the corona. Such a procggs solids are essentially incompressible. Furthermare, u
can help ensure that the solar body remains electrically nfke the case with the gaseous Sun, the chromosphere can
tral, as electrons are continually conducted back ontodhe fow be easily supported using gas pressure. This same mech-
lar surface from the far reaches of the corona. It is knowh thism is responsible for the support of the Earth’s atmasphe
the electrical conductivity of the corona is extremely hi8h (see [33] for a larger discussion). When a gaseous atom en-
p.174]. This is in accord with a condensed solar state, whigbunters a real surface, it reverses its course creating a ne
extends into the corona, even if gases are also presensin giward force. Such a mechanism provides a genuine means

region. of supporting the chromosphere and thereby constitutes the
thirty-fourth line of evidence that the Sun is condensedenat
5 The Chromosphere Revisited (see [2,24,27-30, 33] and references therein for the gthers

The author has already addressed the chromosphere in detail
as a region of hydrogen re-condensation, superimposedaonéh
corona in the lower portion of the solar atmosphere [28, 29].
He has suggested, that unlike the corona, the chromosphgiiin the gaseous models of the Sun, a transition zone has
is not composed of hydrogen in the metallic state. RathBeen conceived in order to account for the existence of ions
in the chromosphere, atomic and ionic hydrogen is interagfith intermediatdevels of ionization. Species such as C1V,
ing with other atoms to form hydrides [28, 29] which can b@ IV, and SilV come to mind in this regard. Since the in-
used to build condensed hydrogen structures (CHS). CHS gasity of all transition zone lines are low, modern models
then bring the harvested hydrogen back onto the solar syrfagmply create an extremely narrow region of the solar atmo-
perhaps using intergrannular lanes [28]. As such, the chgphere to account for this lack of signal, as illustratedigm F
mosphere overlaps with the corona. The two regions containNonetheless, C1V, OV, and SilV remain interesting, as
different types of material: metallic in the corona [2] and nothey could be created by stripping hydrides such as,CH
metallic in the chromosphere [28, 29]. Chromospheric matesO*, and SiH, of their hydrogen [28]. The vibrational sig-
rial will regain metallic properties once it enters the safa natures of these molecules (the C-H, O-H, and Si-H strejches
terior, where increased pressures can be used to re-sizeth@gve been observed on the Sun [34]. The author has already
metallic hydrogen [30]. suggested that the chromosphere is a region of hydrogen re-

The tremendous height, 5000 to 10 000 km, of the chrmendensation where hydrides play an important role [28, 29]
mosphere has posed a longstanding problem for the gasdbresnains reasonable to conclude that the transition zoas d
models of the Sun [3, p, 140-142]. Early chromospheric maglt exist. Rather, the ions which are currently associaidd w
els inferred a density scale height of only 150km [3, p. 14this region of the solar atmosphere are simply involved in
142]. McCrea [32] attempted to build additional scale heigthe transfer of multiple protons and electrons onto the con-
by suggesting that turbulent motions might provide addalo densed hydrogen structures, CHS, which constitute the chro
support for the chromosphere [3, p. 140-142]. Modern maatosphere. This region of the solar atmosphere therefoys pla
els have extended the theoretical treatment of the scajdthea vital role in preserving the mass of the Sun and ensurirtg tha
problem (see [26] for a brief discussion). But, still today, metallic hydrogen can eventually be re-synthesized witkin
remains dificult for the gaseous models of the Sun to accoduinterior.

The Transition Zone Revisited
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7 Conclusion 2.

Through a recent series of publications (most notably [2, 28
29]), the author has endeavored to alter our understanding
of the solar atmosphere. Rather than a chaotic assembly of

Robitaille P.M. The Liquid Metallic Hydrogen Model of tf&un and
the Solar Atmosphere V. On the nature of the cordpingr. Phys,
2013, v. 3, L22-L25.

Bhatnagar A. and Livingston W. Fundamentals of Solar gxgimy
(World Scientific Series in Astronomy and Astrophysics - .\&)|

gaseous plasma, the chromosphere and corona become théVorld Scientific, New Jersey, 2005.

site of both structure and function in the Sun. Such struc#
ture is dismissed by the gaseous models, whose advocate
prefer to speak of visualizintforce balance” [26], rather 5
than real objects. At the same time, the history observaB—
tional solar physics is replete with scientists, like Fathe- '
gelo Secchi, who believed that they were seeing real struc-
tures on the Sun [35, 36]. In a parallel line of reasoning, the.
gaseous models provide no true function, either for the-chro
mosphere or the corona. Conversely, in the liquid metallic
model, the corona harnesses electrons [2], the chromcnsphé‘r
condenses hydrogen atoms [28, 29]. In the corona, highly
ionized ions are produced when their parent atoms, or iong,
come into contact with metallic hydrogen which possesses
an elevated electronffanity. They are thereby stripped of 10.
their electrons [2]. The metallic hydrogen which is present
in the corona has been projected into the solar atmosphere
from its site of formation below the surface of the Sun [2].
Since condensed matter appears likely to exist in the corona
it is not tremendously hot, but maintains an apparent tem-
perature which decreases with elevation from the solar body
In the chromosphere, where non-metallic condensed hyd#g-
gen structures are formed, the ionization states reveiatied
emission lines are linked to key hydride based chemical pr&*
cesses [28, 29]. The transition zone does not exist. It serve
a purpose only in the context of the gaseous solar models.
Much has been advanced recently relative to the condenged
nature of the Sun [2,24,27-30, 33] and much remains to be
considered. In the end, given the ever mounting evidence
for condensed matter (see [2, 24, 27-30, 33] and referen(igs
therein), eventually the elegance and simplicity of thesdm
els will surely come to be recognized.
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