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ABSTRACT. A rough set is a formal approximation of a crisp set which
gives lower and upper approximation of original set to deal with uncertain-
ties. The concept of neutrosophic set is a mathematical tool for handling
imprecise, indeterministic and inconsistent data. In this paper, we intro-
duce the concepts of neutrosophic rough Sets and investigate some of its
properties. Further as the characterisation of neutrosophic rough approxi-
mation operators, we introduce various notions of cut sets of neutrosophic
rough sets.
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1. INTRODUCTION

Rough set theory [9], is an extension of set theory for the study of intelligent
systems characterized by inexact, uncertain or insufficient information. Moreover,
it is a mathematical tool for machine learning, information sciences and expert sys-
tems and successfully applied in data analysis and data mining. There are two basic
elements in rough set theory, crisp set and equivalence relation, which constitute the
mathematical basis of rough set.In classical rough set theory partition or equivalence
relation is the basic concept. The theory of rough sets is based upon the classification
mechanism, from which the classification can be viewed as an equivalence relation
and knowledge blocks induced by it be a partition on universe. The basic idea of
rough set is based upon the approximation of sets by a pair of sets known as the
lower approximation and the upper approximation of a set . Any subset of a universe
can be characterized by two definable or observable subsets called lower and upper
approximations. Zadeh introduced the degree of membership/truth (t) in 1965 and
defined the fuzzy set. Now fuzzy sets are combined with rough sets in a fruitful way
and defined by rough fuzzy sets and fuzzy rough sets [6,7,8]. Atanassov|[1] introduced
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the degree of nonmembership/falsehood (f) and defined the intuitionistic fuzzy sets.
One of the interesting generalizations of the theory of fuzzy sets and intuitionistic
fuzzy sets is the theory of neutrosophic sets introduced by F. Smarandache[11,12]
which deals with the degree of indeterminacy/neutrality (i) as independent com-
ponent. Neutrosophy is a branch of philosphy that studies the origin, nature and
scope of neutralities, as well as their interactions with different ideational spectra.
The idea of neutrosophy is applied in many fields in order to solve problems related
to indeterminacy. Neutrosophic sets are described by three functions: Truth func-
tion, indeterminacy function and false function that are independently related. The
theories of neutrosophic set have achieved great success in various areas such as med-
ical diagnosis, database, topology, image processing, and decision making problem
[4,5,18,19]. While the neutrosophic set is a powerful tool to deal with indeterminate
and inconsistent data and the theory of rough sets is a powerful mathematical tool
to deal with incompleteness. Neutrosophic sets and rough sets are two different
topics, none conflicts the other. Recently many researchers had applied the notion
of neutrosophic sets to relations, group theory, ring theory, Soft set theory and so
on.

In this paper we combine the mathematical tools rough sets and neutrosophic sets
and introduce a new class of rough sets in neutrosophic approximation space.First
we review some basic notions related to rough sets and neutrosophic sets and then
we construct the neutrosophic rough approximation operators and introduce neu-
trosophic rough sets and discuss some of their interesting properties.

2. PRELIMINARIES

Definition 2.1 ([11]). A Neutrosophic set A on the universe of discourse X is de-
fined as A = {( z,Ta(x),Ia(x), Fa(z)),x € X} where T, F,I: X — [0,1] and
0<Ta(x)+ Ia(x)+ Fa(z)<3

Definition 2.2 ([ D. It A = {(z,Ta(x),1a(x),Fa(z)) /Jx € X} and B =
{{z,Tp(x),Ig(x), Fp(x)) /x € X} are any two neutrosophic sets of X then

(i) AC B & Ta(x) < Tp(x); Ia(z) < Ip(x) and Fa(z) > Fp(x)

(ii) A= B & Ta(x) =Tp(x); Ia(x) =1Ip(x) and Fu(x) = Fp(x) Vo € X

(i) ~ A = {{z, Fa(z), 1 — Ia(2), Ta(2)) /2 € X}

(iv) AN B = {(z, T(anp) (), Ianp)(2), Flanp)(z))/z € X} where

Tanp(z) =min{Ta(z),Tp(z)} ILanp(z) =min{la(z), Ip(z)}

Funp(x) = max{Fa(z), Fg(z)}

v) AUB = {(z,Taup)(x), Icausy(z), Flaupy(x))/z € X} where

Taon(z) = mas{Ta(x), Tp(2)}  Laus(z) = maz{La(z), Ip(x)}

Faup(z) = min{Fa(x), Fp(z)}

Definition 2.3 ([7]). Let R C U x U be a crisp binary relation on U. R is referred
to as reflexive if (z,z) € R for all x € U. R is referred to as symmetric if for all (x,y)
€ U, (x,y) € R implies (y,x) € R and R is referred to as transitive if for all x,y,z €
U, (x,y) € R and (y,2z) € R implies (x,z) € R.
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Definition 2.4 ([7]). Let U be a non empty universe of discourse and R C U x U,
an arbitrary crisp relation on U. Then 2R = {y € U/(x,y) € R}, U

where xR is called the R-after set of x (Bandler and kohout 1980) or successor
neighbourhood of x with respect to R (Yao 1998 b). The pair (U,R) is called a crisp
approximation space. For any A C U the upper and lower approximation of A with
respect to (U,R) denoted by R and R are respectively defined as follows
R={zcU/zRNA# p}

R={x€U/zR C A}

The pair (R(A), R(A)) is referred to as crisp rough set of A with respect to (U,R) and
R,R : p(U) — p(U) are referred to upper and lower crisp approximation operator
respectively.

The crisp approximation operator satisfies the following properties for all A, B €

p(U)

(L1) R(A) = R'(A) (U1)R= R(A)

(L2)B(U) =U (U)R p=¢ i
(L3) R(AN B) = R(A) N R(B) (Us)R(AN B) = R(A) U R(B)
(Ls) AC B = R(A) C R(B) (Us)AC B =R(A) C R(B)
(Ls) R(AUB) D R(A)U R(B) (Us)R(AN B) C R(A) N R(B)

Properties (L;)and(U;) show that the approximation operators R and R are dual
to each other. Properties with the same number may be considered as a dual prop-
erties. If R is equivalence relation in U then the pair (U,R) is called a Pawlak

approximation space and (R(A), R(A)) is a Pawlak rough set, in such a case the
approximation operators have additional properties.

3. NEUTROSOPHIC ROUGH SETS

In this section, we introduce neutrosophic approximation space and neutrosophic
approximation operators induced from the same. Further we define a new type of
set called neutrosophic rough set and investigate some of its properties.

Definition 3.1. A constant neutrosophic set is defined by («, 8,7) = { (=, e, 8,7 )/ x €
U} where 0 <a,8,7y<1and a+ 4+~ <3. and
We introduce a special Neutrosophic set ly for y € U as follows

1, if x=y
0, if z#y
0, if z=y
L if z#y
7 if r=vy
v 0, if w#y

0, if z=y
Il(u—(y)(x) = { 1 Zf T 7é Y
0

Tyy(x) = {

)

, if x=y
1, if x#y
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P _p L i e=y
W=D = 0, if z#y

Definition 3.2. A neutrosophic relation on U is a neutrosophic subset

R = {<£L’, y>7 TR(xa y)v IR(x» y)v FR(xa y)/l', y e U}

Tr:UxU—[0,1]; Ir:UxU —[0,1]; Fgr:U xU —[0,1] satisfies

0 < Tg(x,y) + Ir(z,y) + Fr(z,y) <3 forall (z,y) € U xU. We denote the
family of all neutrosophic relation on U by N(U x U).

Definition 3.3. Let U be a non empty universe of discourse. For an arbitrary
neutrosophic relation R over U x U the pair (U,R) is called neutrosophic approx-
imation space. For any A € N(U), we define the upper and lower approximations
with respect to (U, R), denoted by R(A) and R(A) respectively.

R(A) = {(2, T 4y (%), Iz (), Froay(2)) /2 € U}
R(A) = {(z, Tr(a)(x), Ir(a)(x), Frea)(z))/z € U}

VTVEZGE@ = V[ Tale.) ATa(9)
I () = y\G/U[ Ir(z,y) AMa(y) ]
Friay(x) = yé\U [ Fr(z,y) V Fa(y) |
Tra)(x) = yé\U[ Fr(z,y) vV Ta(y) |
Igay(z) = yé\U[ L —1Ig(w,y) vV Ia(y) |
Freay(z) = y\e/U [ Tr(z,y) A Fa(y) ]

The pair (R(A), R(A)) is called neutrosophic rough set of A with respect to (U,R)
and R, R : N(U) — N(U) are referred to as upper and lower neutrosophic rough
approximation operators respectively.

Remark 3.4. If R is an intuitionistic fuzzy relation on U then (U,R) is a intution-
istic fuzzy approximation space, neutrosophic rough operators are induced from a
intuitionistic fuzzy approximation space that is

R(A) = {{@, Trea) (@), I a) (@), FRay(2)) /2 €U} A€ N(U)
R(A) = {{z, Tr(a)(x), Ir(a) (%), Fr(a)(z))/z € U} A€ N(U)

%f;?(@ = y\E/U[ pr(,y) ATa(y) ]
Igay(2) = y\G/U[ 1= (ur(z,y) + vr(2,9)) AIr(Y)]
Fra)(@) = yé\U [Yr(z,y) V Fa(y) ]
Treay(z) = A [vr(z,y) VTal(y) ]

yeU
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Igay(x) = A [ (ur(z,y) +vr(7,9)) V 1a(y) ]

yeU

Fray(z) = V [pr(z,y) A Faly) ]

yeU

Remark 3.5. If R is a crisp binary relation on U and (U,R) is a crisp approxima-
tion space, then neutrosophic rough approximation operators are induced from crisp
approximation space, such that VA € N(U)

R(A) = {(z, Tg ) (2), I ) (), F () /2 € U}
R(A) = {(z, Tg(a)(2), Ip(4)(2), Fr(a)(2))/U € U}

where,

TE(A)(QT) = V Tay) IE(A)(l‘) = V la(y) FE(A)(m) = A Fa(y)

y€Elzlr yElz]r yE[z]r

Tray(x) = N Taly) Iray(@)= A 1aly) Fra(x)= V Faly)

yEla]r yEla]r yEl]r
Theorem 3.6. Let (U,R) be a neutrosophic approximation space. Then the lower
and upper neutrosophic rough approzimation operators induced from (U,R) satisfy
the following properties. ¥V A,B € N(U) ,V a,f8,v €[0,1] with a+8+~v < 3

(FNL1)R(A) =~ R(~ A), (FNUL)R(A) = ( ) =~ R(~ A)
(FNL2)R(AU(a, B,7)) = R(A)U(a, B,7), (FNU2)R(AN(a, B,7)) = R(A)N(a, B,7)
(FNL3)E(AN B) = R(A) N &(B), (FNU3)R (AUB) R(A)U R(B)
(FNL4)A C B = R(A) C R(B) (FNU4)A C B = R(A) C R(B)
(FNL5)E(A UB) D R(A) UR(B) (FNUS)R(AN B) C R(A ) N (B)

Proof. We only prove properties of the lower neutrocphic rough approximation op-
erator R(A). The upper rough neutrosophic approximation operator R(A) can be
proved similarly.
(FNL1)By Definition 3.3 , we have
~ R(~ A) = {{z, Fp(~a)(X), 1 = Ip(a)(u), Tr(~a) (u) /z € U}
= {{=, \G/U [ Tr(z,y) A Flaay(y) |, /\U [ 1—1Ir(z,y) VIay() ],

y

A [ Fr(z,y) vV Tiay(y) |}
yeU

={(z, V [Tr(z,y) NTaly) |, V [Ir(z,y) Na(y) ], N\ [ Fr(z,y)V Fa(y) |}

yeU yeU yeU

= {<$7T§(A)($):I§(A)($)a FE(A)(Z’»/J? € U} = R(A)

(FNL2) R(AN B) = {{z,Tr(anB) (%), Ir(anB)(T), Frianp) (®)|z € U)}
= {(=, /\ Tans)y(Y), /\ Ian)(y), \G/UF(AnB)(y)|$€ U)}

= {(z, /\( aly )/\TB( )) A Ta) NIs()), V (Faly)V Fp(y))le € U}

yelU yelU yelU
={(Tra) () NTr(B)(2), Ir(a)(x) A\ IR(B)(2), FR(A)(Z) \ FR(B)(2)|lx € U)}
= R(A) N R(B).
5
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(FNL3) It can be easily verified by definition of R(A).
(FNL4) It is straightforward.

Similarly we can prove the properties of the upper rough neutrosophic approxi-
mation operator. U

Remark 3.7. The properties (FNL1) and (FNU1) shows that neutrosophic rough
approximation operators R and R are dual to each other and the properties (FNL2)
and (FNU2) imply, following properties (FNL2)" and (FNU?2)’

(FNL2) R(U)=U (FNU2) =R(p) =¢

Example 3.8. Let (U,R) be a FN approximation space where U = {1, z2, 23} and
R e FNR(U x U) is defined as
R = {{(z1,21)0.8,0.7,0.1) ((z1,22),0.2,0.5,0.4) ((z1,23)0.6,0.5,0.7)

((22,21)0.4,0.6,0.3) ((22,22)0.7,0.8,0.1) ((22,23)0.5,0.3,0.1)

((%3,21)0.6,0.2,0.1) {(x3,22)0.7,0.8,0.1) ((z3,23)1,0.9,0.1)}
If a Fuzzy Neutrosophic set
A= {(£1,0.8,0.9,0.1) (22,0.5,0.4,0.3) (z3,0.5,0.4,0.7)}
we can calculate,

R(A) = {(21,0.8,0.7,0.1) (x,0.7,0.6,0.3) (z3,0.6,0.4,0.1)}
R(A) = {{21,0.5,0.5,0.4) (22,0.5,0.4,0.3) (x3,0.5,0.5,0.7)}

upper and lower approximations of A respectively.

Definition 3.9. Let A € N(U) and «, 8,7 € [0,1] with a4+ 8+~ < 3 and («, 5,7)
level set of A denoted by A@#Y) is defined as
AP = {3 € UJTa(x) > o, La(x) > B, Falx) <}
We define

Ay = {2 € U/Ta(x) > a} and Ayy = {z € U/Ta(z) > o} the a level cut and
strong « level cut of truth value function generated by A.

Ap ={x € U/Is(x) > BtandB+ = {x € U/I4(x) > B} the j level cut and strong
[ level cut of indeterminacy function generated by A and

AY = {x € U/Fa(z) <~} and A" = {x € U/Fa(z) < v} the 7 level cut and
strong v level cut of false value function generated by A.

Similarly, we can define the level cuts sets, such as

Al BH) = Lo c U/Ta(x) > o, Ia(x) > B, Fa(z) < v} is (a+, B+,7+) ,
ACEBD = fx € U/Ta(x) > o, La(x) > B, Fa(z) <7} is (a+, 8,7),
APt = Lo c U/Ta(z) > o, Ia(z) > B, Fa(z) <7} is (a, B+,7) and
A@BA) — [z € U/Ta(x) > a, Ia(2) > B, Fa(w) <7} is (o, B7+)

level cut set of A respaectively. Like wise other level cuts can also be defined.

6
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Theorem 3.10. The level cut sets of neutrosophic sets satisfy the following
properties: ¥ A,B € N({U), «o,0,v7 € [0,1] with a + 8+~ < 3, a1,b1,m €
[0,1] with cy + B1 + 71 < 3 and @z, 2,72 € [0,1] with as + B2+ 72 < 3

(1) AP = A, ABN AY

’

(2) (Ag=At (AN =A41-p+);(4) = AL

% (0 A) — (A

icJ icJ

(na)s=naos

icJ icJ
(iQJ Ai) V - ieJ(Al)7
w(Y), =Y.

ic€J

(5) (U Ai)(aﬂﬁ) O (A;) @B

icJ i€J
(a,8,7)
o (na) 2@
i€ i€
(7) Foran > az  B1 =P 71 <
Aoy CAays AP C APy AT C AP, Alenfion) € Al f22)

Proof. (1) and (3) follow directly from Definition 3.9

(2)/ Since A" = {(z, Fa(z),1 — Is(x), Ta(x))/z € U}
(A)a = {z € U/Fa(x) = o}
By definition,
At ={x e U/Fa(x) < a}
A'et = {z e U/Fa(z) > a}
= (A)q = (A)
Similarly we can prove,

’ ’

(4)8 = (A'(1 - B+)) and (4)7 = (4],).

7
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(1) N A= {<x, A (@), A La(2), V Fa(2))/x € U}

We e (QJ Ai)ij: {x c ;j AT (i) > a} o € U/Ta (@) 2 a) = (4
Similarly,

SégJAiBIB = {a: € U/ié\JIAi(JU) > ﬁ} = {rxecU/ls(z)>pVicJ} = iQJ(Ai)’B
(QJA%)AY = {95 € U/iyJFA } ={z €U/Fy,(z) <Wi€ J} = iDJ(Ai)B

We can conclude

()™ (14), (1) 0 (54) -pcamoiamoian

=N (A)@P)
ieJ
(5) We know
U ) = { @ V Ta @), V I a), A Faefo € U
€ i€J i€J ieJ

Z(LJJAOQZ {er/ V Tal@) Za}Z {%U/ V Ta(x) > a, az'eJ} = U (A)a
(}EJJAi>5= {UUEU/ V 1a,(z) > }—{er/IA( >B,vieJr= U (4)B

ieJ ic€J i€J
ieJ i€J

.
(Ua) ={ecv/ A Fu@ v} = (e evimn@ <7 vie sy = Uy
i€ ieJ ieJ

(6) For any = € A,, according to Definition 3.9 we have for Ty(x) > a1 > ag,
we obtain Ay, C Aqg,.

Similarly for 5y > 2 and 1 < 2 we obtain AB; C Afs and A" C A7z,

Hence we have, A(@1:61:m1) C Ale2.f2.72) O

Corollary 3.11. Assume that R is a neutrosophic relation in U,

Ra = {($,y) eU x U/TR(xay) > a}} Ra(m) = {y € U/TR(xay) > Oé},
Ra+ = {(xvy) eU x U/TR(xay) > a}7 Roz+(x) = {y € U/TR(xvy) > a};
RB = {(z,y) €U x U/Ir(z,y) > B}, RB(x) = {y € U/Ir(z,y) > B},
RS+ ={(z,y) € U x U/Ig(x,y) > B}, RB+(x) = {y € U/Ir(x,y) > B},
RY ={(2,y) € U x U/Fg(z,y) <7}, R (z) ={y € U/Fr(z,y) <~}
Rt ={(z,y) € U x U/Fr(z,y) <7}, R"*(z) = {y € U/Fgr(z,y) < a},
RPN = {(z,y) € U x U/Tr(x,y) > o, Ir(2,y) > B, Fr(z,y) <7},
RPN (z) = {y € U/Tr(x,y) > o, Ir(z,y) > B, Fr(z,y) <7}

Then for all Ry, Roy, RS, RB+, RY, R, R©@BY) gre crisp relation in U and
1) If R is reflexive then the above level cuts are reflexive.

2) If R is symmetric then the above level cuts are symmetric.

3) If R is transitive then the above level cuts are transitive.

8
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Proof. Since R is a crisp reflexive Vz € U, «, 3,7 € [0,1]

Take, Tr(z,x) =1 Ig(z,z)=1 Fgr(z,2)=0 V ze€U

Now, we have R,, is a crisp binary relation in U and z € U, (z,z) € R,,. Therefore R,
is reflexive. If R is symmetric then V z,y € U, we have (x,y) € Ry = (y,x) € R,.
ThereforeR,, is symmetry. Similarly we can prove R and R” are symmetric.

If R is transitive then Vz,y,z € U and «, 8,7 € [0, 1]

Tr(z,z) > Tr(x,y)NTr(y, 2), Ir(z,2) > Ir(z,y)NIr(y, 2) and Fr(z, z) < Fr(z,y)V
Fr(y, ) forany (z,y) € Ra , (y,2) € Ra, (z,y) €RB, (y,2) € RB, (z",y") € RY
and (y',z") € RY

(ie) Tr(z,y) > o, Tr(y,2) >a =Tr(z,2) >«

In(a',y) > B, Ir(y,2) 2B =Ip(z’,2)2p

Fr(z ,y )<v, Frly ,z )<y =Frlx,z)<y

Therefore Re, Rf3, RY are transitive and hence R(®#7) is transitive.

Similarly we can prove other level cuts sets are transitive. O

Theorem 3.12. Let (U,R) be a neutrosophic approzimation space and A € N(U),
then the upper neutrosophic approrimation operator can be represented as follows
VaxelU.

1) Tgay(x) = V [aAR.(A)(@)] = V [aARa(Aat)(2)]

aeﬁ),l] ae[(E]
- e\[{) ; [a A Ra+(Aa)(x)] = G\[é ; [a A Ra+(Aa+)(x)]
2) I a)(z) = \[{) ’ (@ A Ra(Aa)(z)] = \[é : [ A Ra(Aa+)(z)]
= E\[{) ; [a A Ra+(Aa)(z)] = \{) [ A Ra+(Aa+)(z)]
3)Pr (@) = e/[(\) . [a v R (A%)( } ! 0 , [a v R (A%H)( )}
= A JovETA@] = A [avR (4t (@)]
a€gl0,1] €lo,1

and more over for any « € [0, ]

#)[R(A)] ., € Rat(Aar) € Ra(Aa) C [R(A)],

5)[R(A)] a+ € Ra+(Aa+) € Ra(Aa) C [R(A)] «

6) [R(A)]"" € RoF(A°) C R (4%) C [R(4)]"

Proof. 1) For x € U, we have B
V  [aARo(Ax) ()] = Sup {a € [0,1]/z € Ra(Aa)}

a€l0,1]

9



C. Antony Crispin Sweety et al./Ann. Fuzzy Math. Inform. x (201y), No. x, xx—xx

= Sup{a €[0,1]/Ra(x) N Ay # }
= Sup{a €[0,1]/3y € U(y € Ra(z),y € Au)}
= Sup{a €[0,1]/3y € U[Tr(z,y) > a,Ta(y) > al}

= \G/U [Tr(z,y) ANTa(y)] = T (2)

(2) E\[{J ; [ A Ra(Aa)(z)] = Sup {a € [0,1]/z € Ra(Aa)}

= Sup{a € [0,1]/Ra(z) N Aa # ¢}
= Sup{a €10,1]/3y € U(y € Ra(z),y € Aa)}
= Supf{a €[0,1]/3y € Ullr(z,y) = a, 1ay) = ol}

= \e/U Lr(z,y) NMa(y)] = Iga) (@)

(3) V [anR(A°)@)] =inf{o € [0.1)/R(x) N A% £ o)

a€l0,1]
= inf{a €[0,1]/R*(z) N A® # o}

=inf{a€0,1]/3y € U(y € R*(z),y € A*)}
=inf{a€[0,1]/3y € UlFr(z,y) < o, Fa(y) < af}

= /\U [Fr(z,y) V Fa(y)] = Fra(2)
ye
Like wise we can conclude

Tr(ay(x) = €\[{) , [a A Ro(Aast)(2)]

= e\[{) | [O‘ /\Ra-&-(Aa)(x)} = 6% | [O‘ /\Ea+(Aa+)($)}
Ty () = e\[{) . [a A Ra(Aat) ()]
= \ [aARat(Aa)(z)] = [a A Ra+(Aa+)(z)]
ael0,1] ael0,1]
Fry@) = A [ovE @)
= A {a VR
a€l0,1] ag(0,1]

(4) Since EQJL(AM_ C Eg+(Aa) C E(Ag)
We prove only E%(A) a+ C Rot (Aay) and Ry (Ay) C [R(A)]a
]

-
For any z € [R(A)la+, Tgay > @ = V [Tr(z,y) ATaly)] > a 3 y eU >
yeU

TR(xay/) A TR(y ) >a = y, € Ra-i—(x) and y/ € Aa+ = Ra.g.(l') N Aa+ 7é 14
10
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From the definition of upper crisp approximation operator we have r € R (Aqy)

Hence [R(A)]a+ C Ro+(Aa+t)

Next, to prove Ry (Aq) C [R(A)]a

For any € Ry (As), Ra(As)(z) = 1,if 3 B, then Tga)(z) = \[/ | (BN Rs(Ap)(z)]
Bel0,1

> a A Ry(As)(z) = a. We obtain x € [R(A)]q Ra(As) C [R(A)]a

(5) Similar to (4) It is enough to prove Ra+(Aa+) C Ra+(Aa) C Ra(Ax)
Hence we prove the following

i)[R(A)]a+ C Ra+(Aa+)
ii)Ra(Aa) C [R(A)]a
i) For z € [R(A)]a+, Ig 4 () > a = \E/U Ir(z,y) Na(y)] > a

3y eUsIple,y)ANIaly) >«

(ie) Ir(z,y ) and Io(y)a =y € Ra+ (z) and y € Ao+

y € R(z) N Aa+ = Ra+ (z) N Aa+ # ¢
By the definition of crisp approximation operator we have x € Ra+(Aa-+) therefore
[R(A)]a+ C Ra+(Aa+). Next for any # € Ra(Aa), Ra(Aa)(z) = 1.

If there exists 3 then T4 (z) = V [BARs(Ap)(x)] > a A Ra(Aa)(z) = o
Be(0,1]

We obtain z € [R(A)]a therefore Ra(Aa) C [R(A)]a

(6) The proof of (6) is similar to (4) and (5) we need to prove only
[F(A))*+ C R (A™+) and TE(A%) C [F(A))".
For any = € [E(A)]a+,F§(A)(x) <a(ie) A\ [Fr(z,y)V Fa(y)] <oand3 ¢y €U >
yeU
Fr(x, Y )VWF4(y') < o. Hence Fr(z,y) < o, Ta(y') < a (ie)y € R*(x) and y €
Aot RoH(x) N AT # ¢ therefore, ¥ € ROT(A%T) and [R(A)]*T C Rt (AYT).
Next for any x € R*(A%) note R*(A%)(x) = 1 then we have
Faa@ = A |BVEP(A%)(@)] < aVRE(A%) (@) = o
pel0.1]

Thus z € [R(A)]*. Hence R*(A%) C [R(A)]~.
The proof of (7), (8), (9) can be obtained similar to (4), (5), (6). O

Theorem 3.13. Let (U,R) be neutrosophic approximation space and A € N(U)
then Vx € U

(WTray(@) = A laV(1-B2Aay)@)] = A [aV(l-R*(As)(2))]

a€l0,1] a€l0,1]
AoV B @) = A eV (L= B (A))
@)@ = A oV (1= R(L— a)(4a+)(2))| = AoV (1= R = a)(40)(@))

A [ovO-RO-ab)(ar)@)] = A lav(1-R(1-a+)(Aa)())

ael0,1] ael0,1]
11
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(3) Fraay() =V [an(1=Ra(A*N)(@)] = V [aA (1= Ra(A%)(2))]

a€el0,1] a€el0,1]
V aA(l—Rw(A“*)(w))} = V [aA(1—Ras(A%)(2))]
a€l0,1] a€l0,1]
and for o € [0,1]

(A)IBR(A)] 4 € B (Aay) € B2 (Aay) € R (Aa) C [R(A)]a

(5)[B(A)] a+ C Rl — a(Aa+) C Rl — a+(Aa+t) C Rl — a+(Aa) C [E(A)]a
(6)[R(A))"" C R,(A*") € Rat(A°) € Ray(A®) C [R(A)]"

(TIR(A)], € B*(Aar) € B2(Aa) € R (Aa) C [R(A)]a

(8)IR(A)] a+ € R1 — a(Aa+) € Ra(Aa) C R(1 — at)(Aa) C [R(A)]*

(9IR(A)*T C R, (A*) € Ro(A%) C Ras(A%) C [R(A)]"

Proof. (1) and (2). For any xzeU, by the duality of upper and lower crisp approxi-
mation operators and in terms of Theorem , we have

Trea)(@) = ¥1][QAE(AQ>(I>] Iga(@) =V [aARa(4a)(x)]

Fra(®) = ae{(}’”[a V R*(Aq) ()] , then TE(N:[(();; = ae}é’u[a A Rao(~ Ao)(2)]
= M}g’”[a A Ro(~ A%T)(2)]
= M}é’”[a A Ro (A7) (2)]
= ae}él}[a A (1= Ry~ A%F)(@))]

Inny(®) = V ael0, o A Ra(~ Ag)(z)]
= V [aARa(~ Al — a+)(z)]

ac0.1]
- aE}éﬂ[a A~ Ra(Al — a+)(x)]

- M}é’l][a A (1= Ra(~ Al — a+)(x))]
P (7)) = ae{&” [a v R (~ A%)(2)]
- ae{(}’”[a VRY(~ Agy) ()]

- ae{(}”[a Vi~ R*(Agy)(2)]

- aﬁ{(}”[a V(1= R(~ Agy)(2))]

Thus by fixing R(A) =~ R(~ A),
we conelude T a)(z) = Trogy(2) = A [0V (1~ Rol(~ A™H)(@))]
ael0,1]
12
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Iray) () = Igeoay(@) = A\ [V (1 - Ra(~ Al — a+)(z))

Fisoa) (@) = Figio (0) =[[v ]1][a AL~ B~ Aos) (@)

Likewise, we can prove

Tra) (@) = Trpoa) (@) = M{(}J][a V (1= Ra(~ A%)(2))] = Tgpn (@) = M[O’l][a v
(1 = Ras(~ AF)(2))] = Toay(2) = ae{(}’l}[a V(1 = Rag(~ A%)(2))]

Tr(a) (%) = I a)(@) = ae{gl][a V(1= Ra(~ Al = a)(x)) = Ig( 4 (2) = as{o\,u[a v
(1= Rat(~ AL = a4)(@)) = Freup(a) =\ [aV (L= Bat(~ AL = a)(a)
Friay(x) = Pr_a (@) = M}é’”[a A (1= R~ Aq)(2))] = Froa(@) = ae}é”[o‘ A
(1= R (~ Apy)(2))] = Frioa (@) = as}é)u[a A (1= R (~ Aa)(2))]

It is easy to prove that R®A,, C R*T A, C R*T A,. Now we tend to prove that
[R(A)],, € R*Asy and R*T A, C [R(A)], For any zeR* Ay , we have Tr(A)(z) >
« then we have A [ Fr(z,y)VTa(y) | > a then [ Fr(x,y)V Ta(y) | > « for any
yeU
yeU, that is if Fr(z,y) < a, then T4(y) > a.
Alternatively, for any yeU, if yeR*®(z), then yeA, . Therefore, R*(z) C Ay, then
by the definition of lower approximation operator we have xeR*(A,+). Thus we
conclude [R(A)],, € R*A,y Also, for any zeR**(A,) , we have R**(A, = 1.
Then,
Tp(z) = A [0 VR*T(A,)(2)]
o’ €[0,1]
= V [@ AR F(A,)(x)]
o’ €[0,1]
> a AR (AL)(z) =«
Hence ze [R(A)], and R*T A, C [R(A)],.

Similarly we can prove (5) and (6) and hence (7), (8) and (9) can be concluded. O
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