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#### Abstract

According to available estimates with WHO, cancers are the sixth leading cause of global human morbidity and mortality. Prostate Cancer is the fifth-ranked most lethal among various cancers, and hence it warrants serious, dedicated research for improving its early detection. The employed methodologies such as prostate-specific antigen test, Gleason Score, and T2 Staging lack precision and accuracy in conditions where information is scarring, vague and uncertain. Consequently, in the present study, the innovative use of neutrosophic cubic fuzzy sets (NCFS) is employed to improve prostate cancer detection in situations where basic information is vague, imprecise, and uncertain. Specific and critical similarity measures are defined for using NCFS methodology for the evaluation of prostate cancer. This methodology is found reasonably better compared to the existing benchmark methods for the detection and grading of prostate cancer.
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## 1. Introduction

Prostate cancer is a cancer of prostate glands found only in men and is the fifth largest cause of cancer-based deaths in males globally. The co-occurrence of high-grade depression further aggravates the condition, and hence a significantly increased rate of mortality is reported with prostate cancer [1]. A study reported from the UK found that more than 37,000 new cases of prostate cancer are registered in that country annually (Torre et al. [2]). This situation is further complicated as the age of men increases, i.e., with increased age, the risk of prostate cancer is increased (Jemal et al. [3]). Thus, for better management and effective treatment of prostate cancer, early-stage detection methodologies are very critical (Cartel et al. [4]), and improvements in the existing detection and staging methodologies are also the cry of the hour. In this context, Cao et al. [5] discuss several markers which are useful in the early stage detection of prostate cancer. A variety of methodologies and tests are used for early detection and staging of prostate cancer to determine whether metastasis has taken place or not. The prostate-specific antigen test for detection (Kelly et al. [6]) and Gleason Scoring System (Chan et al. [7]) for determination of Staging/grading prostate cancer are commonly employed approaches. The Gleason Score Range (from 2 to 10) helps stage prostate cancer and works based on tumor-nodes-metastasis (TNM) and is the standardized methodology recommended by the American Joint Committee on Cancer

Staging System (Edge et al. [8]). In this staging system, six to twelve T2 staging samples are harvested from the prostate gland to detect cancerous diffusions. The positive results are reflections from samples harvested from both lobes of the prostate gland with specific T2 staging Scores, Gleason Scores, and also the initial PSA test (Partin et al. [9-11]). Additional details are described elsewhere [12-16]. The real problem with these methods is when the information becomes scarred, uncertain, non-consistent, and diffuse. Thus, new methodologies and approaches are badly required in uncertain conditions for accuracy of results needed for proper decision-making where a suspected patient may have prostate cancer and warrants early and accurate detection. It is a foregone conclusion that early detection of prostate cancer is vital for proper management of the pathology and reduction of the rate of mortality with this disease. Fuzzy Sets methodology is applied where uncertainty exists. The studies reported by Serita et al. [17,18] make the use of fuzzy sets for the detection of prostate cancer. Similarly, Benecchi [19] reported neuro-fuzzy sets for early detection and staging of prostate cancer, whereas Seker et al. [20] described their method for early detection and staging of prostate cancer which is based upon fuzzy logic. Jing et al. [21] have also reported some improvements in methodology based upon the use of cubic-hesitant-fuzzy sets by measuring the similarities. More details about neutrosophic's theories can be seen in [22-25]. Fu et al. established a useful evaluation method of risk grades for prostate cancer using a similarity measure of cubic hesitant fuzzy sets [21]. Thai and Huh discussed optimizing techniques for patient transportation by applying cloud computing [26]. Fu et al. established an evaluation method of benign prostatic hyperplasia using cubic hesitant fuzzy sets [27]. Fu and Ye established a similarity measure with indeterminate parameters of cubic hesitant neutrosophic numbers and its risk grade assessment approach for prostate cancer patients [28]. Choi and Huh established useful techniques to reduce STD infections [29]. Ho and Thanh discussed a community interests approach to a topic model with time factor and clustering methods [30]. Kadian and Kumar established novel intuitionistic Renyi's-Tsallis discriminant information measure and discussed its applications in decision-making [31]. The contributions of different researchers using different versions of fuzzy sets can be seen in [32-36].

In the present study, we present a new innovative method, and the concept is based upon neutrosophic-cubic-hesitant-fuzzy sets (NCHFS) by making use of the Neutrosophic Theory of Smarandache [22]. The NCHFS combines the advantages of NCS and hesitant fuzzy set. This characteristic makes the NCHFS a powerful tool to deal with inconsistent data. Many multi attribute decision-making methods often ignore the uncertainty and hence yield the results that are not reliable. The NCHFS can efficiently handle the complex information in a decision-making problem. Our results show significant improvement concerning existing prostate cancer detection and staging methodologies in conditions where information is scarce, uncertain, and indeterminate.

## 2. Preliminaries

In this section, we have collected some helpful material from the existing literature.

Definition 1 ([22]). A neutrosophic set (NS) in a fixed non empty set $U$ is the structure of the form $\mathcal{N}=\left\{\left\langle\left(\mathcal{N}_{T}\right)(u),\left(\mathcal{N}_{I}\right)(u),\left(\mathcal{N}_{F}\right)(u) / u \in U\right\}\right.$ where $\mathcal{N}_{T}: U \longrightarrow[0,1]$ is called truth membership function $, \mathcal{N}_{I}: U \longrightarrow[0,1]$ is called indeterminate membership function, $\mathcal{N}_{F}: U \longrightarrow[0,1]$ is called false membership function, and $\mathcal{N}_{T}, \mathcal{N}_{I}$ and $\mathcal{N}_{F}$ are the single fuzzy valued in $[0,1]$.

Definition 2 ([25]). An interval neutrosophic set (INS) in a fixed non empty set $U$ is the structure of the form $\widetilde{\mathcal{N}}=\left\{\left\langle\widetilde{\mathcal{N}}_{T}(u), \widetilde{\mathcal{N}}_{I}(u), \widetilde{\mathcal{N}}_{F}(u)\right\rangle / u \in U\right\}$ where $\widetilde{\mathcal{N}}_{T}: U \longrightarrow D[0,1], \widetilde{\mathcal{N}}_{I}: U \longrightarrow$ $D[0,1]$ and $\widetilde{\mathcal{N}}_{F}: U \longrightarrow D[0,1]$ are respectively called interval-truth membership function, an interval-indeterminacy membership function and interval-falsity membership function, and it is denoted by $\widetilde{\mathcal{N}}_{T}=\left[\mathcal{N}^{-}, \mathcal{N}^{+}\right] \subseteq[0,1], \widetilde{\mathcal{N}}_{I}=\left[\mathcal{N}^{-}, \mathcal{N}^{+}\right] \subseteq[0,1]$ and $\widetilde{\mathcal{N}_{F}}=\left[\mathcal{N}^{-}, \mathcal{N}^{+}\right] \subseteq[0,1]$.

Definition 3 ([32]). A hesitant fuzzy set (HFS) in a fixed non empty set $U$, is of the form $\mathcal{H}=\{(h, f(u)) / u \in U$ and $f(h) \in[0,1]\}$ where $f(h)$ is a finite set of values in $[0,1]$.

Definition 4 ([33]). A cubic set (CS) in a fixed non empty set $U$ is the structure of the following form:C $=\{\langle\widetilde{\mathcal{A}}(u), \mathcal{A}(u)\rangle / u \in U\}$ where $\widetilde{\mathcal{A}}: U \longrightarrow D[0,1]$ is an interval-valued fuzzy set in $U$ and $\mathcal{A}: U \longrightarrow[0,1]$ is a fuzzy set in $U$.

Definition 5 ([21]). A cubic hesitant fuzzy set (CHFS) in a fixed non empty set $U$ is the structure of the form $\mathcal{C H}=\left\{\left\langle\widetilde{r}(u), r_{1}(u), r_{2}(u), r_{3}(u), \ldots, r_{n}(u)\right\rangle / u \in U\right\}$ where $\widetilde{r}: U \longrightarrow D[0,1]$ is an interval-valued fuzzy set and $r_{i}: U \longrightarrow[0,1]$ for $i=1,2, \ldots, n$ is a finite set of some different values in $[0,1]$.

Definition 6 ([23]). Let $U$ be a non-empty set. A neutrosophic hesitant fuzzy set (NHFS) in a fixed non empty set $U$ is the structure of the form

$$
\mathcal{N C H}=\left\{\left\langle\begin{array}{l}
\left\{\mathcal{N H}_{1}(u), \mathcal{N H}_{2}(u), \mathcal{N H}_{3}(u), \ldots, \mathcal{N H}_{n}(u)\right\}_{T^{\prime}} \\
\left\{\mathcal{N} \mathcal{H}_{1}(u), \mathcal{N H}_{2}(u), \mathcal{N H}_{3}(u), \ldots, \mathcal{N H}_{n}(u)\right\}_{I^{\prime}} \\
\left\{\mathcal{N} \mathcal{H}_{1}(u), \mathcal{N H}_{2}(u), \mathcal{N H}_{3}(u), \ldots, \mathcal{N H}_{n}(u)\right\}_{F}
\end{array}\right\rangle ; u \in U\right\}
$$

where $\mathcal{N} \mathcal{H}_{i}(u)_{T}, \mathcal{N H}_{i}(u)_{I}, \mathcal{N} \mathcal{H}_{i}(u)_{F} \in[0,1]$ for $i=1,2,3, \ldots, n$ are the finite set of values in $[0,1]$, called the truth hesitant membership function, indeterminacy hesitant membership function and falsity hesitant membership functions.

## 3. Neutrosophic Cubic Hesitant Fuzzy Sets (NCHFSs)

Before discussing the evaluation method for the risk grade of PC's patient, in this section, we provide the concept of the neutrosophic cubic hesitant fuzzy set, which is an extension of the cubic hesitant fuzzy set. We also define external and internal neutrosophic cubic hesitant fuzzy sets and discuss some basic properties.

Definition 7. Let $U$ be a non-empty set. A neutrosophic cubic hesitant fuzzy set (NCHFS) is a pair $\mathcal{N C H}=(\widetilde{\mathcal{M}}, \mathcal{M})$ where $\widetilde{\mathcal{M}}=\left\{\left\langle\widetilde{\mathcal{M}}_{T}(u), \widetilde{\mathcal{M}}_{I}(u), \widetilde{\mathcal{M}}_{F}(u)\right\rangle / u \in U\right\}$ as an interval neutrosopohic set (INS) in $U$ and

$$
\mathcal{M}=\left\{\left\langle\begin{array}{l}
\left\{\mathcal{M}_{1}(u), \mathcal{M}_{2}(u), \mathcal{M}_{3}(u), \ldots, \mathcal{M}_{n}(u)\right\}_{T^{\prime}} \\
\left\{\mathcal{M}_{1}(u), \mathcal{M}_{2}(u), \mathcal{M}_{3}(u), \ldots, \mathcal{M}_{n}(u)\right\}_{I^{\prime}} \\
\left\{\mathcal{M}_{1}(u), \mathcal{M}_{2}(u), \mathcal{M}_{3}(u), \ldots, \mathcal{M}_{n}(u)\right\}_{F}
\end{array}\right\rangle / u \in U\right\}
$$

as a neutrosopohic hesitant fuzzy set (NHFS) in $U$. Then, each element of $\mathcal{N C H}=(\widetilde{\mathcal{M}}, \mathcal{M})$ is simply denoted by $\widetilde{\mathcal{M}}=\left\langle\left[m_{1}^{*}, m_{2}^{* *}\right],\left[m_{3}^{*}, m_{4}^{* *}\right],\left[m_{5}^{*}, m_{6}^{* *}\right]\right\rangle$ and $\mathcal{M}=\left\langle\left(n_{1}^{*}, n_{2}^{*}, \ldots, n_{p}^{*}\right),\left(n_{1}^{* *}, n_{2}^{* *}, \ldots n_{p}^{* *}\right),\left(n_{1}^{* * *}, n_{2}^{* * *}, \ldots, n_{p}^{* * *}\right)\right\rangle$ or

$$
\mathcal{N C H}=\left\{\begin{array}{c}
{\left[m_{1}^{*}, m_{2}^{* *}\right],\left[m_{3}^{*}, m_{4}^{* *}\right],\left[m_{5}^{*}, m_{6}^{* *}\right],} \\
\left(n_{1}^{*}, n_{2}^{*}, \ldots, n_{p}^{*}\right),\left(n_{1}^{* *}, n_{2}^{* *}, \ldots n_{p}^{* *}\right),\left(n_{1}^{* * *}, n_{2}^{* * *}, \ldots, n_{p}^{* * *}\right),
\end{array}\right\}
$$

which is called neutrosophic cubic hesitant fuzzy number (NCHFN).
Definition 8. A neutrosophic cubic hesitant fuzzy number (NCHFNs) $\mathcal{N C H}=(\widetilde{\mathcal{M}}, \mathcal{M})$ is called

- Truth-internal neutrosophic cubic hesitant fuzzy number (T-internal) if the following inequality is satisfied $\left.(\forall u \in U)\left(m_{1}^{*}(u) \leq\left(n_{1}^{*}, n_{2}^{*}, \ldots, n_{p}^{*}\right)(u) \leq m_{2}^{* *}(u)\right)\right)$;
- Indeterminacy-internal neutrosophic cubic hesitant fuzzy number (I-internal) if the following inequality is satisfied $\left.(\forall u \in U)\left(m_{3}^{*}(u) \leq\left(n_{1}^{* *}, n_{2}^{* *}, \ldots n_{p}^{* *}\right)(u) \leq m_{4}^{* *}(u)\right)\right)$;
- Falsity-internal neutrosophic cubic hesitant fuzzy number (F-internal) if the following inequality is satisfied $(\forall u \in U)\left(m_{5}^{*}(u) \leq\left(n_{1}^{* * *}, n_{2}^{* * *}, \ldots, n_{p}^{* * *}\right)(u) \leq m_{6}^{* *}(u)\right)$;
- A neutrosophic cubic hesitant fuzzy number (NCHFNs) is called internal neutrosophic cubic hesitant fuzzy number if it is T-internal, I-internal, and F-internal.

Definition 9. A neutrosophic cubic hesitant fuzzy number (NCHFNs) $\mathcal{N C H}=(\widetilde{\mathcal{M}}, \mathcal{M})$ is called,

- Truth-external neutrosophic cubic hesitant fuzzy number (T-external) if the following inequality is satisfied $(\forall u \in U)\left(n_{1}^{*}, n_{2}^{*}, \ldots, n_{p}^{*}\right)(u) \notin\left(m_{1}^{*}, m_{2}^{* *}\right)(u)$;
- Indeterminacy-external neutrosophic cubic hesitant fuzzy number (I-external) if the following inequality is satisfied $(\forall u \in U)\left(n_{1}^{* *}, n_{2}^{* *}, \ldots n_{p}^{* *}\right)(u) \notin\left(m_{3}^{*}, m_{4}^{* *}\right)(u)$;
- Falsity-external neutrosophic cubic hesitant fuzzy number (F-external) if the following inequality is satisfied $(\forall u \in U)\left(n_{1}^{* * *}, n_{2}^{* * *}, \ldots, n_{p}^{* * *}\right)(u) \notin\left(m_{5}^{*}, m_{6}^{* *}\right)(u)$;
- A neutrosophic cubic hesitant fuzzy number (NCHFN) is called external neutrosophic cubic hesitant fuzzy number if it is T-external, I-external, and F-external.

Definition 10. Let $\mathcal{N C H} \mathcal{H}_{1}=\left(\widetilde{\mathcal{M}}_{1}, \mathcal{M}_{1}\right)=\left\{\begin{array}{c}{\left[m_{1}^{*}, m_{2}^{* *}\right],\left[m_{3}^{*}, m_{4}^{* *}\right],\left[m_{5}^{*}, m_{6}^{* *}\right],\left(n_{1}^{*}, n_{2}^{*}, \ldots, n_{p}^{*}\right),} \\ \left(n_{1}^{* *}, n_{2}^{* *}, \ldots n_{p}^{* *}\right),\left(n_{1}^{* * *}, n_{2}^{* * *}, \ldots, n_{p}^{* * *}\right)\end{array}\right\}$ and $\mathcal{N C H}_{2}=\left(\widetilde{\mathcal{M}}_{2}, \mathcal{M}_{2}\right)=\left\{\begin{array}{c}{\left[r_{1}^{*}, r_{2}^{* *}\right],\left[r_{3}^{*}, r_{4}^{* *}\right],\left[r_{5}^{*}, r_{6}^{* *}\right],\left(s_{1}^{*}, s_{2}^{*}, \ldots, s_{p}^{*}\right),} \\ \left(s_{1}^{* *}, s_{2}^{* *}, \ldots s_{p}^{* *}\right),\left(s_{1}^{* * *}, s_{2}^{* * *}, \ldots, s_{p}^{* * *}\right)\end{array}\right\}$ be two neutrosophic cubic hesitant fuzzy numbers (NCHFNs). Then, we define
(1) if $\mathcal{N C H} \mathcal{H}_{1}=\mathcal{N C H} \mathcal{H}_{2}$ then $\left(\widetilde{\mathcal{M}}_{1}, \mathcal{M}_{1}\right)=\left(\widetilde{\mathcal{M}}_{2}, \mathcal{M}_{2}\right)$ i.e, $\left[m_{1}^{*}, m_{2}^{* *}\right]=\left[r_{1}^{*}, r_{2}^{* *}\right],\left[m_{3}^{*}, m_{4}^{* *}\right]=$ $\left[r_{3}^{*}, r_{4}^{* *}\right]$ and $\left[m_{5}^{*}, m_{6}^{* *}\right]=\left[r_{5}^{*}, r_{6}^{* *}\right]$ similarly $\left(n_{k}^{*}\right)=\left(s_{k}^{*}\right),\left(n_{k}^{* *}\right)=\left(s_{k}^{* *}\right)$ and $\left(n_{k}^{* * *}\right)=\left(s_{k}^{* * *}\right)(\forall$ $k=1,2,3, \ldots, p)$.
(2) if $\mathcal{N C H}_{1} \subseteq \mathcal{N C H} \mathcal{C l}_{2}$, then $\left(\widetilde{\mathcal{M}}_{1}, \mathcal{M}_{1}\right) \subseteq\left(\widetilde{\mathcal{M}}_{2}, \mathcal{M}_{2}\right)$ i.e., $\left[m_{1}^{*}, m_{2}^{* *}\right] \subseteq\left[r_{1}^{*}, r_{2}^{* *}\right],\left[m_{3}^{*}, m_{4}^{* *}\right] \subseteq$ $\left[r_{3}^{*}, r_{4}^{* *}\right]$ and $\left[m_{5}^{*}, m_{6}^{* *}\right] \subseteq\left[r_{5}^{*}, r_{6}^{* *}\right]$ while $\left(n_{k}^{*}\right) \leq\left(s_{k}^{*}\right),\left(n_{k}^{* *}\right) \leq\left(s_{k}^{* *}\right)$ and $\left(n_{k}^{* * *}\right) \leq\left(s_{k}^{* * *}\right)(\forall$ $k=1,2,3, \ldots, p)$.
(3) $\mathcal{N C H}_{1}^{C}=\left\langle\widetilde{\mathcal{M}}_{1}^{C}, \mathcal{M}_{1}^{C}\right\rangle=\left[1-m_{2}^{* *}, 1-m_{1}^{*}\right],\left[1-m_{4}^{* *}, 1-m_{3}^{*}\right],\left[1-m_{6}^{* *}, 1-m_{5}^{*}\right],(1-$ $\left.n_{p}^{*}, 1-n_{p-1}^{*}, \ldots, 1-n_{1}^{*}\right),\left(1-n_{p}^{* *}, 1-n_{p-1}^{* *}, \ldots, 1-n_{1}^{* *}\right)$ and $\left(1-n_{p}^{* * *}, 1-n_{p-1}^{* * *}, \ldots, 1-n_{1}^{* * *}\right)$ (complement of $\mathcal{N C H}_{1}$ ).

## 4. Similarity Measures of NCHFSs

Here, we discussed some similarity measures of neutrosophic cubic hesitant fuzzy sets (NCHFSs) that will be used in the next section:

Definition 11. Let $\mathcal{N C H} \mathcal{H}_{1}=\left(\widetilde{\mathcal{M}}_{1}, \mathcal{M}_{1}\right)=\left\{\begin{array}{c}{\left[m_{1}^{*}, m_{2}^{* *}\right],\left[m_{3}^{*}, m_{4}^{* *}\right],\left[m_{5}^{*}, m_{6}^{* *}\right],\left(n_{1}^{*}, n_{2}^{*}, \ldots, n_{p}^{*}\right),} \\ \left(n_{1}^{* *}, n_{2}^{* *}, \ldots n_{p}^{* *}\right),\left(n_{1}^{* * *}, n_{2}^{* * *}, \ldots, n_{p}^{* * *}\right)\end{array}\right\}$ and $\mathcal{N C H}_{2}=\left(\widetilde{\mathcal{M}}_{2}, \mathcal{M}_{2}\right)=\left\{\begin{array}{c}{\left[r_{1}^{*}, r_{2}^{* *}\right],\left[r_{3}^{*}, r_{4}^{* *}\right],\left[r_{5}^{*}, r_{6}^{* *}\right],\left(s_{1}^{*}, s_{2}^{*}, \ldots, s_{p}^{*}\right),} \\ \left(s_{1}^{* *}, s_{2}^{* *} \ldots s_{2}^{* *}\right),\left(s_{1}^{* * *}, s_{2}^{* * *}, \ldots, s_{*}^{* * *}\right)\end{array}\right\}$ be two NCHFNs, and the LCMN of $p$ and $q$ in $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ is $S$, then we can extend both by the following forms:
and

Definition 12. Let $\mathcal{N C H} \mathcal{H}_{1}=\left(\widetilde{\mathcal{M}}_{1}, \mathcal{M}_{1}\right)=\left\{\begin{array}{c}{\left[m_{1}^{*}, m_{2}^{* *}\right],\left[m_{3}^{*}, m_{4}^{* *}\right],\left[m_{5}^{*}, m_{6}^{* *}\right],\left(n_{1}^{*}, n_{2}^{*}, \ldots, n_{p}^{*}\right),} \\ \left(n_{1}^{* *}, n_{2}^{* *}, \ldots n_{p}^{* *}\right),\left(n_{1}^{* * *}, n_{2}^{* *}, \ldots, n_{p}^{* * *}\right)\end{array}\right\}$ and $\mathcal{N C H}_{2}=\left(\widetilde{\mathcal{M}}_{2}, \mathcal{M}_{2}\right)=\left\{\begin{array}{c}{\left[r_{1}^{*}, r_{2}^{* *}\right],\left[r_{3}^{*}, r_{4}^{* *}\right],\left[r_{5}^{*}, r_{6}^{* *}\right],\left(s_{1}^{*}, s_{2}^{*}, \ldots, s_{p}^{*}\right),} \\ \left(s_{1}^{* *}, s_{2}^{* *}, \ldots s_{p}^{* *}\right),\left(s_{1}^{* *}, s_{2}^{* *}, \ldots, s_{p}^{* * *}\right)\end{array}\right\}$ be two NCHFNs, where

$$
\begin{aligned}
\left(\widetilde{\mathcal{M}_{1 k}}\right)_{T} & =\left[m_{k}^{*}, m_{k}^{* *}\right]_{T},\left(\widetilde{\mathcal{M}_{1 k}}\right)_{I}=\left[m_{k}^{*}, m_{k}^{* *}\right]_{I} \text { and }\left(\widetilde{\mathcal{M}_{1 k}}\right)_{F}=\left[m_{k}^{*}, m_{k}^{* *}\right]_{F} \\
\text { where }\left(\mathcal{M}_{1 k}\right)_{T} & =\left(n_{k}^{1}, n_{k}^{2}, n_{k}^{3}, n_{k}^{4}, \ldots, n_{k}^{p_{1 k}}\right)_{T},\left(\mathcal{M}_{1 k}\right)_{I}=\left(n_{k}^{1}, n_{k}^{2}, n_{k}^{3}, n_{k}^{4}, \ldots, n_{k}^{p_{1 k}}\right)_{I}, \\
\left(\mathcal{M}_{1 k}\right)_{F} & =\left(n_{k}^{1}, n_{k}^{2}, n_{k}^{3}, n_{k}^{4}, \ldots, n_{k}^{p_{1 k}}\right)_{F} \\
\text { and }\left(\widetilde{\mathcal{M}_{2 k}}\right)_{T} & =\left[r_{k}^{*}, r_{k}^{* *}\right]_{T},\left(\widetilde{r}_{k}\right)_{I}=\left[r_{k}^{*}, r_{k}^{* *}\right]_{I} \text { and }\left(\widetilde{r}_{k}\right)_{F}=\left[r_{k}^{*}, r_{k}^{* *}\right]_{F} \\
\text { where }\left(r_{k}\right)_{T} & =\left(s_{k}^{1}, s_{k}^{2}, s_{k}^{3}, s_{k}^{4}, \ldots, s_{k}^{p_{2 k}}\right)_{T},\left(r_{k}\right)_{I}=\left(s_{k}^{1}, s_{k}^{2}, s_{k}^{3}, s_{k}^{4}, \ldots, s_{k}^{p_{2 k}}\right)_{I} \\
\text { and }\left(r_{k}\right)_{F} & =\left(s_{k}^{1}, s_{k}^{2}, s_{k}^{3}, s_{k}^{4}, \ldots, s_{k}^{p_{2 k}}\right)_{F}
\end{aligned}
$$

as $k=1,2,3, \ldots, m$ and $\alpha>0$; then, the generalized neutrosophic cubic hesitant fuzzy number normalized distance between $\mathcal{N C H} \mathcal{H}_{1}$ and $\mathcal{N C H} \mathcal{H}_{2}$ is defined as

$$
\begin{equation*}
\mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right) \tag{1}
\end{equation*}
$$

$$
=\left\{\frac{1}{m} \sum_{k=1}^{m} \frac{1}{\left(S_{k}+2\right)}\left(\begin{array}{c}
\left|m_{k}^{*}-r_{k}^{*}\right|_{T}^{\alpha}+\left|m_{k}^{* *}-r_{k}^{* *}\right|_{T}^{\alpha}+\left|m_{k}^{*}-r_{k}^{*}\right|_{I}^{\alpha}+\left|m_{k}^{* *}-r_{k}^{* *}\right|_{I}^{\alpha}+  \tag{2}\\
\left|m_{k}^{*}-r_{k}^{*}\right|_{F}^{\alpha}+\left|m_{k}^{* *}-r_{k}^{* *}\right|_{F}^{\alpha}+ \\
\left|n_{k}^{1}-s_{k}^{1}\right|_{T}^{a}+\left|n_{k}^{2}-s_{k}^{2}\right|_{T}^{a}+\left|n_{k}^{3}-s_{k}^{3}\right|_{T}^{a}+, \ldots,\left|n_{k}^{S_{k}}-s_{k}^{S_{k}}\right|_{T}^{a}+ \\
\left|n_{k}^{1}-s_{k}^{1}\right|_{I}^{a}+\left|n_{k}^{2}-s_{k}^{2}\right|_{I}^{a}+\left|n_{k}^{3}-s_{k}^{3}\right|_{I}^{a}+, \ldots,\left|n_{k}^{S_{k}}-s_{k}^{S_{k}}\right|_{I}^{a}+ \\
\left|n_{k}^{1}-s_{k}^{1}\right|_{F}^{a}+\left|n_{k}^{2}-s_{k}^{2}\right|_{F}^{a}+\left|n_{k}^{3}-s_{k}^{3}\right|_{F}^{a}+, \ldots,\left|n_{k}^{S_{k}}-s_{k}^{S_{k}}\right|_{F}^{a}
\end{array}\right)\right\}
$$

where $S_{k}$ is the LCMN of $p_{1 k}$ and $p_{2 k}$ for $k=1,2,3, \ldots, m$ when $\alpha=1,2$ then Equation (1) is reduced to the NCHFN normalized Hamming distance and Euclidean distance as follows: if $\alpha=1$, then Equation (1)

$$
\begin{equation*}
d_{H}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right) \tag{3}
\end{equation*}
$$

$$
=\left\{\frac{1}{m} \sum_{k=1}^{m} \frac{1}{\left(S_{k}+2\right)}\left(\begin{array}{c}
\left|m_{k}^{*}-r_{k}^{*}\right|_{T}+\left|m_{k}^{* *}-r_{k}^{* *}\right|_{T}+\left|m_{k}^{*}-r_{k}^{*}\right|_{I}+\left|m_{k}^{* *}-r_{k}^{* *}\right|_{I}+  \tag{4}\\
\left|m_{k}^{*}-r_{k}^{*}\right|_{F}+\left|m_{k}^{* *}-r_{k}^{* *}\right|_{F}+ \\
\left|n_{k}^{1}-s_{k}^{1}\right|_{T}+\left|n_{k}^{2}-s_{k}^{2}\right|_{T}+\left|n_{k}^{3}-s_{k}^{3}\right|_{T}+, \ldots,\left|n_{k}^{S_{k}}-s_{k}^{S_{k}}\right|^{2}+ \\
\left|n_{k}^{1}-s_{k}^{1}\right|_{I}+\left|n_{k}^{2}-s_{k}^{2}\right|_{I}+\left|n_{k}^{3}-s_{k}^{3}\right|_{I}+, \ldots,\left|n_{k}^{S_{k}}-s_{k}^{S_{k}}\right|_{I}+ \\
\left|n_{k}^{1}-s_{k}^{1}\right|_{F}+\left|n_{k}^{2}-s_{k}^{2}\right|_{F}+\left|n_{k}^{3}-s_{k}^{3}\right|_{F}+, \ldots,\left|n_{k}^{S_{k}}-s_{k}^{S_{k}}\right|_{F}
\end{array}\right\}\right.
$$

if $\alpha=2$, then Equation (3)

$$
\begin{equation*}
d_{E}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right) \tag{5}
\end{equation*}
$$

$$
=\left\{\frac{1}{m} \sum_{k=1}^{m} \frac{1}{\left(S_{k}+2\right)}\left(\begin{array}{c}
\left|m_{k}^{*}-r_{k}^{*}\right|_{T}^{2}+\left|m_{k}^{* *}-r_{k}^{* *}\right|_{T}^{2}+\left|m_{k}^{*}-r_{k}^{*}\right|_{I}^{2}+\left|m_{k}^{* *}-r_{k}^{* *}\right|_{I}^{2}+  \tag{6}\\
\\
\left|m_{k}^{*}-r_{k}^{*}\right|_{F}^{2}+\left|m_{k}^{* *}-r_{k}^{* *}\right|_{F}^{2}+ \\
\left|n_{k}^{1}-s_{k}^{1}\right|_{T}^{2}+\left|n_{k}^{2}-s_{k}^{2}\right|_{T}^{2}+\left|n_{k}^{3}-s_{k}^{3}\right|_{T}^{2}+, \ldots,\left|n_{k}^{s_{k}}-s_{k}^{S_{k}}\right|_{T}^{2}+ \\
\left|n_{k}^{1}-s_{k}^{1}\right|_{I}^{2}+\left|n_{k}^{2}-s_{k}^{2}\right|_{I}^{2}+\left|n_{k}^{3}-s_{k}^{3}\right|_{I}^{2}+, \ldots,\left|n_{k}^{S_{k}}-s_{k}^{S_{k}}\right|_{I}^{2}+ \\
\left|n_{k}^{1}-s_{k}^{1}\right|_{F}^{2}+\left|n_{k}^{2}-s_{k}^{2}\right|_{F}^{2}+\left|n_{k}^{3}-s_{k}^{3}\right|_{F}^{2}+, \ldots,\left|n_{k}^{S_{k}}-s_{k}^{S_{k}}\right|_{F}^{2}
\end{array}\right)\right\}
$$

The following proposition is related to distance measure $\mathcal{N C H} d_{\alpha}\left(\mathcal{N C H} \mathcal{H}_{1}, \mathcal{N C H} \mathcal{H}_{2}\right)$.
Proposition 1. The following properties on generalized NCHFN normalized distance $\mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right)$ for $\alpha>0$,
(1) $0 \leq \mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right) \leq 1$.
(2) $\mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right)=0$ iff $\mathcal{N C H} \mathcal{H}_{1}=\mathcal{N C H}_{2}$.
(3) $\mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{1}, \mathcal{N C H} H_{2}\right)=\mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{2}, \mathcal{N C H}_{1}\right)$.
(4) Let $\mathcal{N C H} \mathcal{H}_{1}, \mathcal{N C H} \mathcal{H}_{2}$ and $\mathcal{N C H}_{3}$ be the NCHFS such that $\mathcal{N C H} H_{1} \subseteq \mathcal{N C H}_{2} \subseteq \mathcal{N C H}_{3}$; then, $\mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right) \leq \mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{3}\right)$ and $\mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{2}, \mathcal{N C H}_{3}\right) \leq$ $\mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{3}\right)$.

Proof. Clearly $\mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right)$ hold in property (1) to (3) thus, we only proved the property (4). Let $\mathcal{N C H}, \mathcal{N C H}_{2}$ and $\mathcal{N C H}_{3}$ be the NCHFS such that $\mathcal{N C H}_{1} \subseteq \mathcal{N C H}_{2} \subseteq$ $\mathcal{N C H}_{3}$ we have to show that $\mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right) \leq \mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{3}\right)$ and $\mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{2}, \mathcal{N C H}_{3}\right) \leq \mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{3}\right)$. Since $\mathcal{N C H} \mathcal{H}_{1} \subseteq \mathcal{N C H} \mathcal{H}_{2} \subseteq \mathcal{N C H}_{3}$, then it contains $\left(m_{k}^{*}\right)_{T} \leq\left(r_{k}^{*}\right)_{T} \leq\left(s_{k}^{*}\right)_{T},\left(m_{k}^{*}\right)_{I} \leq\left(r_{k}^{*}\right)_{I} \leq\left(s_{k}^{*}\right)_{F}$ and $\left(m_{k}^{*}\right)_{F} \leq\left(r_{k}^{*}\right)_{F} \leq\left(s_{k}^{*}\right)_{F}$ $\left(m_{k}^{* *}\right)_{T} \leq\left(r_{k}^{* *}\right)_{T} \leq\left(s_{k}^{* *}\right)_{T},\left(m_{k}^{* *}\right)_{I} \leq\left(r_{k}^{* *}\right)_{I} \leq\left(s_{k}^{* *}\right)_{F}$ and $\left(m_{k}^{* *}\right)_{F} \leq\left(r_{k}^{* *}\right)_{F} \leq\left(s_{k}^{* *}\right)_{F}$ and $\left(n_{k}^{i}\right)_{T} \leq\left(s_{k}^{i}\right)_{T} \leq\left(\gamma_{k}^{i}\right)_{T},\left(n_{k}^{i}\right)_{I} \leq\left(s_{k}^{i}\right)_{I} \leq\left(\gamma_{k}^{i}\right)_{I}$ and $\left(n_{k}^{i}\right)_{F} \leq\left(s_{k}^{i}\right)_{F} \leq\left(\gamma_{k}^{i}\right)_{F}$ for $i=$ $1,2,3, \ldots, s_{k}$ and $k=1,2,3, \ldots, m$. Hence, follow the above relations:

$$
\begin{aligned}
\left|m_{k}^{*}-r_{k}^{*}\right|_{T}^{\alpha} & \leq\left|m_{k}^{*}-s_{k}^{*}\right|_{T}^{\alpha},\left|m_{k}^{* *}-r_{k}^{* *}\right|_{T}^{\alpha} \leq\left|m_{k}^{* *}-s_{k}^{* *}\right|_{T^{\prime}}^{\alpha} \\
\left|m_{k}^{*}-r_{k}^{*}\right|_{I}^{\alpha} & \leq\left|m_{k}^{*}-s_{k}^{*}\right|_{I}^{\alpha},\left|m_{k}^{* *}-r_{k}^{* *}\right|_{I}^{\alpha} \leq\left|m_{k}^{* *}-s_{k}^{* *}\right|_{I}^{\alpha}, \\
\left|m_{k}^{*}-r_{k}^{*}\right|_{F}^{\alpha} & \leq\left|m_{k}^{*}-s_{k}^{*}\right|_{F}^{\alpha},\left|m_{k}^{* *}-r_{k}^{* *}\right|_{F}^{\alpha} \leq\left|m_{k}^{* *}-s_{k}^{* *}\right|_{F}^{\alpha} \\
\left|r_{k}^{*}-s_{k}^{*}\right|_{T}^{\alpha} & \leq\left|m_{k}^{*}-s_{k}^{*}\right|_{T}^{\alpha},\left|r_{k}^{* *}-s_{k}^{* *}\right|_{T}^{\alpha} \leq\left|m_{k}^{* *}-s_{k}^{* *}\right|_{T^{\prime}}^{\alpha} \\
\left|r_{k}^{*}-s_{k}^{*}\right|_{I}^{\alpha} & \leq\left|m_{k}^{*}-s_{k}^{*}\right|_{I}^{\alpha},\left|r_{k}^{* *}-s_{k}^{* *}\right|_{I}^{\alpha} \leq\left|m_{k}^{* *}-s_{k}^{* *}\right|_{I}^{\alpha} \\
\left|r_{k}^{*}-s_{k}^{*}\right|_{F}^{\alpha} & \leq\left|m_{k}^{*}-s_{k}^{*}\right|_{F}^{\alpha},\left|r_{k}^{* *}-s_{k}^{* *}\right|_{F}^{\alpha} \leq\left|m_{k}^{* *}-s_{k}^{*}\right|_{F}^{\alpha} \\
\left|n_{k}^{i}-s_{k}^{i}\right|_{I}^{a} & \leq\left|n_{k}^{i}-\gamma_{k}^{i}\right|_{I}^{a},\left|s_{k}^{i}-\gamma_{k}^{i}\right|_{I}^{a} \leq\left|n_{k}^{i}-\gamma_{k}^{i}\right|_{I^{\prime}}^{a},\left.s_{k}^{i}\right|_{F} ^{a} \\
\left|n_{k}^{i}-s_{k}^{i}\right|_{T}^{a} & \leq\left|n_{k}^{i}-\gamma_{k}^{i}\right|_{F}^{a},\left|s_{k}^{i}-\gamma_{k}^{i}\right|_{F}^{a} \leq\left|n_{k}^{i}-\gamma_{k}^{i}\right|_{F}^{a}
\end{aligned}
$$

Thus, the following inequalities exist:

$$
\begin{aligned}
\left|m_{k}^{*}-r_{k}^{*}\right|_{T}^{\alpha}+\left|m_{k}^{* *}-r_{k}^{* *}\right|_{T}^{\alpha}+\left|n_{k}^{i}-s_{k}^{i}\right|_{T}^{a} & \leq\left|m_{k}^{*}-s_{k}^{*}\right|_{T}^{\alpha}+\left|m_{k}^{* *}-s_{k}^{* *}\right|_{T}^{\alpha}+\left|n_{k}^{i}-\gamma_{k}^{i}\right|_{T^{\prime}}^{a} \\
\left|r_{k}^{*}-s_{k}^{*}\right|_{T}^{\alpha}+\left|r_{k}^{* *}-s_{k}^{* *}\right|_{T}^{\alpha}+\left|n_{k}^{i}-\gamma_{k}^{i}\right|_{T}^{a} & \leq\left|m_{k}^{*}-s_{k}^{*}\right|_{T}^{\alpha}+\left|m_{k}^{* *}-s_{k}^{* *}\right|_{T}^{\alpha}+\left|n_{k}^{i}-\gamma_{k}^{i}\right|_{T^{\prime}}^{a} \\
\left|m_{k}^{*}-r_{k}^{*}\right|_{I}^{\alpha}+\left|m_{k}^{* *}-r_{k}^{* *}\right|_{I}^{\alpha}+\left|n_{k}^{i}-s_{k}^{i}\right|_{I}^{a} & \leq\left|m_{k}^{*}-s_{k}^{*}\right|_{I}^{\alpha}+\left|m_{k}^{* *}-s_{k}^{* *}\right|_{I}^{\alpha}+\left|n_{k}^{i}-\gamma_{k}^{i}\right|_{I^{\prime}}^{a} \\
\left|r_{k}^{*}-s_{k}^{*}\right|_{I}^{\alpha}+\left|r_{k}^{* *}-s_{k}^{* *}\right|_{I}^{\alpha}+\left|n_{k}^{i}-\gamma_{k}^{i}\right|_{I}^{a} & \leq\left|m_{k}^{*}-s_{k}^{*}\right|_{I}^{\alpha}+\left|m_{k}^{* *}-s_{k}^{* *}\right|_{I}^{\alpha}+\left|n_{k}^{i}-\gamma_{k}^{i}\right|_{I^{\prime}}^{a} \\
\left|m_{k}^{*}-r_{k}^{*}\right|_{F}^{\alpha}+\left|m_{k}^{* *}-r_{k}^{* *}\right|_{F}^{\alpha}+\left|n_{k}^{i}-s_{k}^{i}\right|_{F}^{a} & \leq\left|m_{k}^{*}-s_{k}^{*}\right|_{F}^{\alpha}+\left|m_{k}^{* *}-s_{k}^{* *}\right|_{F}^{\alpha}+\left|n_{k}^{i}-\gamma_{k}^{i}\right|_{F^{\prime}}^{a} \\
\left|r_{k}^{*}-s_{k}^{*}\right|_{F}^{\alpha}+\left|r_{k}^{* *}-s_{k}^{* *}\right|_{F}^{\alpha}+\left|n_{k}^{i}-\gamma_{k}^{i}\right|_{F}^{a} & \leq\left|m_{k}^{*}-s_{k}^{*}\right|_{F}^{\alpha}+\left|m_{k}^{* *}-s_{k}^{* *}\right|_{F}^{\alpha}+\left|n_{k}^{i}-\gamma_{k}^{i}\right|_{F}^{a} .
\end{aligned}
$$

for $i=1,2,3, \ldots, s_{k}$ and $k=1,2,3, \ldots, m$. From the above inequalities, we obtain the following form:

$$
\begin{aligned}
& \left\{\frac{1}{m} \sum_{k=1}^{m} \frac{1}{\left(S_{k}+2\right)}\left(\begin{array}{c}
\left|m_{k}^{*}-r_{k}^{*}\right|_{T}^{\alpha}+\left|m_{k}^{* *}-r_{k}^{* *}\right|_{T}^{\alpha}+\left|m_{k}^{*}-r_{k}^{*}\right|_{I}^{\alpha}+\left|m_{k}^{* *}-r_{k}^{* *}\right|_{I}^{\alpha}+ \\
\left|m_{k}^{*}-r_{k}^{*}\right|_{F}^{\alpha}+\left|m_{k}^{* *}-r_{k}^{* *}\right|_{F}^{\alpha}+ \\
\left|n_{k}^{1}-s_{k}^{1}\right|_{T}^{a}+\left|n_{k}^{2}-s_{k}^{2}\right|_{T}^{a}+\left|n_{k}^{3}-s_{k}^{3}\right|_{T}^{a}+, \ldots,\left|n_{k}^{S_{k}}-s_{k}^{S_{k}}\right|_{T}^{a}+ \\
\left|n_{k}^{1}-s_{k}^{1}\right|_{I}^{a}+\left|n_{k}^{2}-s_{k}^{2}\right|_{I}^{a}+\left|n_{k}^{3}-s_{k}^{3}\right|_{I}^{a}+, \ldots,\left|n_{k}^{s_{k}}-s_{k}^{S_{k}}\right|_{I}^{T}+ \\
\left|n_{k}^{1}-s_{k}^{1}\right|_{F}^{a}+\left|n_{k}^{2}-s_{k}^{2}\right|_{F}^{a}+\left|n_{k}^{3}-s_{k}^{3}\right|_{F}^{a}+, \ldots,\left|n_{k}^{S_{k}}-s_{k}^{S_{k}}\right|_{F}^{a}
\end{array}\right)\right\} \\
& \leq\left\{\frac{1}{m} \sum_{k=1}^{m} \frac{1}{\left(S_{k}+2\right)}\left(\begin{array}{c}
\left|m_{k}^{*}-s_{k}^{*}\right|_{T}^{\alpha}+\left|m_{k}^{* *}-s_{k}^{* *}\right|_{T}^{\alpha}+\left|m_{k}^{*}-s_{k}^{*}\right|_{\mid}^{\alpha}+\left|m_{k}^{* *}-s_{k}^{* *}\right|_{I}^{\alpha}+ \\
\left|m_{k}^{*}-s_{k}^{*}\right|_{F}^{\alpha}+\left|m_{k}^{* *}-s_{k}^{* *}\right|_{F}^{\alpha}+ \\
\left|n_{k}^{1}-\gamma_{k}^{1}\right|_{T}^{a}+\left|n_{k}^{2}-\gamma_{k}^{2}\right|_{T}^{a}+\left|n_{k}^{3}-\gamma_{k}^{3}\right|_{T}^{a}+, \ldots,\left|n_{k}^{S_{k}}-\gamma_{k}^{S_{k}}\right|_{T}^{a}+ \\
\left|n_{k}^{1}-\gamma_{k}^{1}\right|_{I}^{a}+\left|n_{k}^{2}-\gamma_{k}^{2}\right|_{I}^{a}+\left|n_{k}^{3}-\gamma_{k}^{3}\right|_{I}^{a}+, \ldots,\left|n_{k}^{S_{k}}-\gamma_{k}^{S_{k}}\right|_{I}^{a} \\
\left|n_{k}^{1}-\gamma_{k}^{1}\right|_{F}^{a}+\left|n_{k}^{2}-\gamma_{k}^{2}\right|_{F}^{a}+\left|n_{k}^{3}-\gamma_{k}^{3}\right|_{F}^{a}+, \ldots,\left|n_{k}^{S_{k}}-\gamma_{k}^{S_{k}}\right|_{F}^{a}
\end{array}\right)\right\} \\
& \text { and } \\
& \left\{\begin{array}{c}
\frac{1}{m} \sum_{k=1}^{m} \frac{1}{\left(S_{k}+2\right)}\left(\begin{array}{c}
\left|r_{k}^{*}-s_{k}^{*}\right|_{T}^{\alpha}+\left|r_{k}^{* *}-s_{k}^{* *}\right|_{T}^{\alpha}+\left|r_{k}^{*}-s_{k}^{*}\right|_{I}^{\alpha}+\left|r_{k}^{* *}-s_{k}^{* *}\right|_{I}^{\alpha}+ \\
\left|r_{k}^{*}-s_{k}^{*}\right|_{F}^{\alpha}+\left|r_{k}^{* *}-s_{k}^{* *}\right|_{F}^{\alpha}+ \\
\left|s_{k}^{1}-\gamma_{k}^{1}\right|_{T}^{a}+\left|s_{k}^{2}-\gamma_{k}^{2}\right|_{T}^{a}+\left|s_{k}^{3}-\gamma_{k}^{3}\right|_{T}^{a}+, \ldots,\left|s_{k}^{s_{k}}-\gamma_{k}^{s_{k}}\right|_{T}^{a}+ \\
\left|s_{k}^{1}-\gamma_{k}^{1}\right|_{I}^{a}+\left|s_{k}^{2}-\gamma_{k}^{2}\right|_{I}^{a}+\left|s_{k}^{3}-\gamma_{k}^{3}\right|_{I}^{a}+, \ldots,\left|s_{k}^{s_{k}}-\gamma_{k}^{s_{k}}\right|_{I}^{a}+ \\
\left|s_{k}^{1}-\gamma_{k}^{1}\right|_{F}^{a}+\left|s_{k}^{2}-\gamma_{k}^{2}\right|_{F}^{a}+\left|s_{k}^{3}-\gamma_{k}^{3}\right|_{F}^{a}+, \ldots,\left|s_{k}^{s_{k}}-\gamma_{k}^{S_{k}}\right|_{F}^{a}
\end{array}\right)
\end{array}\right\} \\
& \leq\left\{\frac{1}{m} \sum_{k=1}^{m} \frac{1}{\left(S_{k}+2\right)}\left(\begin{array}{c}
\left|m_{k}^{*}-s_{k}^{*}\right|_{T}^{\alpha}+\left|m_{k}^{* *}-s_{k}^{* *}\right|_{T}^{\alpha}+\left|m_{k}^{*}-s_{k}^{*}\right|_{I_{2}}^{\alpha}+\left|m_{k}^{* *}-s_{k}^{* *}\right|_{I}^{\alpha}+ \\
\left|m_{k}^{*}-s_{k}^{*}\right|_{F}^{\alpha}+\left|m_{k}^{* *}-s_{k}^{* *}\right|_{F}^{\alpha}+ \\
\left|n_{k}^{1}-\gamma_{k}^{1}\right|_{T}^{a}+\left|n_{k}^{2}-\gamma_{k}^{2}\right|_{T}^{a}+\left|n_{k}^{3}-\gamma_{k}^{3}\right|_{T}^{a}+, \ldots,\left|n_{k}^{S_{k}}-\gamma_{k}^{S_{k}}\right|_{T}^{a}+ \\
\left|n_{k}^{1}-\gamma_{k}^{1}\right|_{I}^{a}+\left|n_{k}^{2}-\gamma_{k}^{2}\right|_{I}^{a}+\left|n_{k}^{3}-\gamma_{k}^{3}\right|_{I}^{a}+, \ldots,\left|n_{k}^{S_{k}}-\gamma_{k}^{S_{k}}\right|_{I}^{a}+ \\
\left|n_{k}^{1}-\gamma_{k}^{1}\right|_{F}^{a}+\left|n_{k}^{2}-\gamma_{k}^{2}\right|_{F}^{a}+\left|n_{k}^{3}-\gamma_{k}^{3}\right|_{F}^{a}+, \ldots,\left|n_{k}^{S_{k}}-\gamma_{k}^{S_{k}}\right|_{F}^{a}
\end{array}\right) . \begin{array}{l}
\frac{1}{\alpha}
\end{array}\right\}
\end{aligned}
$$

Using the definition of generalized NCHFN normalized distance of above, we obtain:

$$
\begin{aligned}
\mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right) & \leq \mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{3}\right) \\
\text { and } \mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{2}, \mathcal{N C H}_{3}\right) & \leq \mathcal{N C H} d_{\alpha}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{3}\right) \text { can hold for } \alpha>0 .
\end{aligned}
$$

Hence, this is the proof of the property.

- If we consider each NCHFN $r_{k}$ and $\mathcal{M}_{k}$ by the weight $\omega_{k}$ where $k=1,2, \ldots, m$ with $\omega_{k} \in[0,1]$ and $\sum_{k=1}^{m} \omega_{k}=1$, then generalized NCHFN weighted distance is defined as

The following proposition is related to weighted distance measure $d_{\omega}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right)$.
Proposition 2. The following properties on weighted distance measure $d_{\omega}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right)$ for $\alpha>0$ :
(1) $0 \leq \mathcal{N C H}_{w}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right) \leq 1$.
(2) $\mathcal{N C H}_{w}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right)=0$ iff $\mathcal{N C H}_{1}=\mathcal{N C H}_{2}$.
(3) $\mathcal{N C H} d_{w}\left(\mathcal{N C H}_{1}, \mathcal{N C H} H_{2}\right)=\mathcal{N C H} d_{w}\left(\mathcal{N C H}_{2}, \mathcal{N C H}_{1}\right)$.
(4) Let $\mathcal{N C H} \mathcal{H}_{1}, \mathcal{N C H}_{2}$ and $\mathcal{N C H}_{3}$ be the NCHFS such that $\mathcal{N C H} \mathcal{H}_{1} \subseteq \mathcal{N C H}_{2} \subseteq \mathcal{N C H}_{3}$, then

$$
\begin{aligned}
\mathcal{N C H} d_{w}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right) & \leq \mathcal{N C H} d_{w}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{3}\right) \\
\mathcal{N C H} d_{w}\left(\mathcal{N C H}_{2}, \mathcal{N C H}_{3}\right) & \leq \mathcal{N C H} d_{w}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{3}\right)
\end{aligned}
$$

Proof. Straightforward.

- The relation between the similarity measure and the distance measure is called weighted-similarity measure, which is defined as

$$
\begin{equation*}
\mathcal{N C H} d_{s}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right)=1-\mathcal{N C H} d_{w}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right) \tag{8}
\end{equation*}
$$

The following proposition is related to weighted similarity measure $\mathcal{N C H} d_{S}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right)$.

Proposition 3. The following properties on weighted distance measure $\mathcal{N C H} d_{s}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right)$ for $\alpha>0$ :
(1) $0 \leq \mathcal{N C H}_{s}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right) \leq 1$,
(2) $\mathcal{N C H}_{s}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right)=0$ iff $\mathcal{N C H}_{1}=\mathcal{N C H}_{2}$,
(3) $\mathcal{N C H} d_{s}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right)=\mathcal{N C H} d_{S}\left(\mathcal{N C H}_{2}, \mathcal{N C H}_{1}\right)$,
(4) Let $\mathcal{N C H}_{1}, \mathcal{N C H}_{2}$ and $\mathcal{N C H} H_{3}$ be the NCHFS such that $\mathcal{N C H}_{1} \subseteq \mathcal{N C H}_{2} \subseteq \mathcal{N C H}_{3}$; then,

$$
\begin{aligned}
& \mathcal{N C H}_{s}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{2}\right) \geq \mathcal{N C H}_{s}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{3}\right), \\
& \mathcal{N C H} d_{s}\left(\mathcal{N C H}_{2}, \mathcal{N C H}_{3}\right) \geq \mathcal{N C H} d_{s}\left(\mathcal{N C H}_{1}, \mathcal{N C H}_{3}\right) .
\end{aligned}
$$

Proof. Straightforward.

## 5. Risk Evaluation Method of Prostate Cancer (PC)

The growth of Prostate Cancer (PC) is slow. In this regard, it is mandatory to determine the PC risk grade/stage and set out proper PC patient treatment. Clinical staging, Gleason Score, and Prostate-specific antigen (PSA) are tests used to diagnose PC as shown in Table 1. It is not easy to identify the PC level as it is a hazardous type of cancer that has several effects on PC patients' lives.

Table 1. Three-day PSA, Gleason-score, and Clinical-staging score correspondence for PC risk criteria.

| Risk Grades | PSA (ng/mL) | Gleason Score | Clinical Staging $T_{2}$ |
| :---: | :---: | :---: | :---: |
| Small-risk | $<10,4.0,3.5$ | $\leq 6$ | $\leq \mathbb{T}_{2 a}$ |
| Fair-risk | $10-20,4.0-10,3.5-4.5$ | 7 | $\mathbb{T}_{2 b}$ |
| Large-risk | $>20,10,4.5$ | $\geq 8$ | $\geq \mathbb{T}_{2 c}$ |

The PSA test stands as a blood test. Cancer and non-cancer tissues are indicated by the use of a chemical known as PSA. In 1997, Partin et al. introduced a first-time PSA level score range from 2-50. Three-day hospital admitted PC patients' PSA level score ranges are shown in Table 2.

Table 2. Staging score of the PSA level.

| Staging | PSA (ng/mL) | Description |
| :---: | :---: | :---: |
| Stag 1 | $[2,9],[2.4,4.0],[2.5,3.5]$ | Low PSA level |
| Stag 2 | $[10,20],[4.0,10],[3.5,4.5]$ | Moderate PSA level |
| Stag 3 | $[21,50],[10,20],[4.5,6.5]$ | High PSA level |

Gleason score is known as a grade also given by Prostate cancer. The prostate historical grade, i.e., Gleason scoring-system, enlists tumor staging in determining the progression diagnosis. PSA had a few insufficiencies and, in 2000, Chen et al. introduced the Gleason score test with score range from 2 to 10 . The Gleason score risk grade for three days was obtained from admitted PC patients as listed in Table 3.

Table 3. Histological score of PC.

| Gleason Grade | Gleason Score | Histological Description |
| :---: | :---: | :---: |
| $G_{x}$ | Grade cannot be evaluate | Not exist |
| $G_{1}$ | $[2,4],[3,5],[0,2]$ | Well differentiated |
| $G_{2}$ | $[5,6],[6,8],[3,5]$ | Moderately differentiated |
| $G_{3}$ | $[7,10],[8,10],[6,10]$ | Poorly differentiated |

These categories of score between 3 and 10 are described as below:

- Gleason's score of 3 to 5 indicates low risk;
- Gleason's score of 6 to 8 suggests medium-grade cancer;
- Gleason's score of 8 to 10 indicates high-grade cancer.

The categories of scores between 0 and 10 are described as below:

- Gleason's score of 0 to 2 indicates low risk;
- Gleason's score of 3 to 5 indicates intermediate risk;
- Gleason's score of 6 to 10 indicates high risk.
- Gleason's Pattern scale is shown in Figure 1.


Figure 1. Gleason's Pattern scale.
The tumor is mainly depicted through clinical staging confined within the Prostate through needle biopsy found in single or both lobes. Prostate tissue samples (6-12) were collected and examined regarding cancer cells present in the lab. Cancer patients' disease progression based on TNM (tumor/nodes/metastasis) classification in 2010 was described ranging from 0 to 10 by the American Joint Committee on Cancer (AJCC) staging system. Therefore, the clinical staging risk grade obtained from an admitted PC patient for three days in the hospital is listed in Table 4.

Table 4. Clinical staging score.

| Clinical Staging $\boldsymbol{T}_{\mathbf{2}}$ | Description | Score |
| :---: | :---: | :---: |
| $\mathbb{T}_{2 a}$ | Tumor gains $\leq 50 \%$ of one lobe | $[0,3],[1,4],[4,6]$ |
| $\mathbb{T}_{2 b}$ | Tumor gains $>50 \%$ of not both <br> lobes but one lobe | $[4,6],[5,7],[6,7]$ |
| $\mathbb{T}_{2 c}$ | Tumor gains both of the lobes | $[7,10],[8,10],[7,10]$ |

In clinical staging, PC patients can be diagnosed with the help of the following stages:

- T1a: The clinical staging score of 1 to 4 of tumor is $5 \%$ or less of the prostate tissue removed during surgery;
- T1b: The clinical staging score of 5 to 7 of tumors is in more than $5 \%$ of the prostate tissue removed during surgery;
- T1c: The clinical staging score of 8 to 10 of tumor is found during a needle biopsy, usually because the patient has an elevated PSA level;
- T2: The tumor is found only in the prostate, not other parts of the body;
- T2a: The clinical staging score of 4 to 6 of the tumor involves one-half of one side of the prostate;
- T2b: The clinical staging score of 6 to 7 of a tumor involves more than one-half of one side of the prostate but not both sides;
- T2c: The tumor's clinical staging score of 7 to 10 has grown in both sides of the prostate;
- Different stages of the prostate are shown in Figure 2.


Figure 2. Different stages of the prostate.
The corresponding PC risk grades of Tables 2 and 4 are given in Table 5.

Table 5. The PC risk grades.

| Risk Grades | $S_{\mathbf{1}}:$ PSA $(\mathbf{n g} / \mathrm{mL})$ | $S_{\mathbf{2}}$ : Gleason Score | $S_{\mathbf{3}}$ : Clinical Staging $\boldsymbol{T}_{\mathbf{2}}$ |
| :---: | :---: | :---: | :---: |
| $\mathbb{R}_{1}($ Small - risk $)$ | $[2,9],[2.4,4.0],[2.5,3.5]$ | $[2,4],[3,5],[0,2]$ | $[0,3],[1,4],[4,6]$ |
| $\mathbb{R}_{2}($ Fair - risk $)$ | $[10,20],[4.0,10],[3.5,4.5]$ | $[5,6],[6,8],[3,5]$ | $[4,6],[5,7],[6,7]$ |
| $\mathbb{R}_{3}($ Large - risk $)$ | $[21,50],[10,20],[4.5,6.5]$ | $[7,10],[8,10],[6,10]$ | $[7,10],[8,10],[7,10]$ |

The risk grades of PC from Table 5, NCHFN normalized transformation using the following formula:

$$
\Psi_{j k}=\left\{\begin{array}{c}
{\left[\alpha_{j k} / \max \left(n_{j k}\right), n_{j k} / \max \left(n_{j k}\right)\right]_{T},\left[r_{j k} / \max \left(r_{j k}\right), r_{j k} / \max \left(r_{j k}\right)\right]_{I}}  \tag{9}\\
{\left[\gamma_{j k} / \max \left(m_{j k}\right), m_{j k} / \max \left(m_{j k}\right)\right]_{F}} \\
\left(\alpha_{j k} / \max \left(n_{j k}\right)+n_{j k} / \max \left(n_{j k}\right)\right) / 2,\left(r_{j k} / \max \left(r_{j k}\right)+r_{j k} / \max \left(r_{j k}\right)\right) / 2 \\
\left(\gamma_{j k} / \max \left(m_{j k}\right)+m_{j k} / \max \left(m_{j k}\right)\right) / 2
\end{array}\right\}
$$

As $\Psi_{j k}$ is the normalized CHFNs which represent information (three outlines) of $j=1,2,3$ and $k=1,2,3$, of the risk grades of PC in Table 6.

Table 6. Similarity measure values and risk evaluation grades of the 10 PC patients.

| Risk Grades | $S_{1}$ | $S_{2}$ | $S_{3}$ |
| :---: | :---: | :---: | :---: |
| $R_{1}$ (Small-risk) | $\left\langle\begin{array}{c} \langle[0.04,0.18], \\ {[0.12,0.2],} \\ {[0.38,0.54],} \\ 0.11,0.16,0.46> \end{array}\right\rangle$ | $\left\langle\begin{array}{c} <[0.2,0.4] \\ {[0.3,0.5]} \\ {[0.0,0.2],} \\ 0.30,0.4,0.1> \end{array}\right\rangle$ | $\left\langle\begin{array}{c} <[0.0,0.3], \\ {[0.1,0.4],} \\ {[0.4,0.6],} \\ 0.15,0.25,0.5> \end{array}\right\rangle$ |
| $R_{2}$ (Fair-risk) | $\left\langle\begin{array}{c} <[0.2,0.4], \\ {[0.2,0.5],} \\ {[0.54,0.69],} \\ 0.30,0.35,0.61> \end{array}\right\rangle$ | $\left\langle\begin{array}{c} <[0.5,0.6] \\ {[0.6,0.8]} \\ {[0.3,0.5]} \\ 0.55,0.7,0.4> \end{array}\right\rangle$ | $\left\langle\begin{array}{c} <[0.4,0.6] \\ {[0.5,0.7],} \\ {[0.6,0.7],} \\ 0.5,0.6,0.65> \end{array}\right\rangle$ |
| $R_{3}$ (Large-risk) | $\left\langle\begin{array}{c} <[0.42,1] \\ {[0.5,1],} \\ {[0.69,1],} \\ 0.71,0.75,0.84> \end{array}\right\rangle$ | $\left\langle\begin{array}{c} <[0.7,1], \\ {[0.8,1],} \\ {[0.6,1],} \\ 0.85,0.9,0.8\rangle \end{array}\right\rangle$ | $\left\langle\begin{array}{c} <[0.7,1] \\ {[0.8,1],} \\ {[0.7,1],} \\ 0.58,0.9,0.58> \end{array}\right\rangle$ |

The PC of risk grades of Table 6 can be expressed as the following NCHFSs:

$$
\begin{aligned}
& \left.\mathbb{R}_{1}=\left\{\begin{array}{c}
<S_{1},[0.04,0.18], \\
{[0.12,0.2],} \\
{[0.38,0.54],} \\
0.11,0.16,0.46>
\end{array}\right\rangle,\left\langle\begin{array}{c}
<S_{2,},[0.2,0.4], \\
{[0.3,0.5],} \\
{[0.0,0.2],} \\
0.30,0.4,0.1>
\end{array}\right\rangle,\left\langle\begin{array}{c}
<S_{3,},[0.0,0.3], \\
{[0.1,0.4],} \\
{[0.4,0.6],} \\
0.15,0.25,0.5>
\end{array}\right\rangle\right\} \\
& \left.\mathbb{R}_{2}=\left\{\begin{array}{c}
<S_{1},[0.2,0.4], \\
{[0.2,0.5],} \\
{[0.54,0.69],} \\
0.30,0.35,0.61\rangle
\end{array}\right\rangle,\left\langle\begin{array}{c}
<S_{2,},[0.5,0.6], \\
{[0.6,0.8],} \\
{[0.3,0.5],} \\
0.55,0.7,0.4>
\end{array}\right\rangle,\left\langle\begin{array}{c}
<S_{3,},[0.4,0.6], \\
{[0.5,0.7],} \\
{[0.6,0.7],} \\
0.5,0.6,0.65>
\end{array}\right\rangle\right\} \\
& \left.\mathbb{R}_{3}=\left\{\begin{array}{c}
<S_{1},[0.42,1], \\
{[0.5,1],} \\
{[0.69,1],} \\
0.71,0.75,0.84\rangle
\end{array}\right\rangle,\left\langle\begin{array}{c}
<S_{2},[0.7,1], \\
{[0.8,1],} \\
{[0.6,1],} \\
0.85,0.9,0.8>
\end{array}\right\rangle,\left\langle\begin{array}{c}
<S_{3},[0.4,0.6], \\
{[0.5,0.7],} \\
{[0.6,0.7],} \\
0.5,0.6,0.65>
\end{array}\right\rangle\right\}
\end{aligned}
$$

Suppose that, for PC patients, the risk estimations of the T2 staging, Gleason score, and PSA level are provided by a physician group as per Tables $3-5$. Therefore, based on collecting neutrosophic and cubic with the hesitant fuzzy set, the p patients' estimation in order of PC in the form of NCHFSs can be described as

$$
\begin{align*}
& H_{i}=\left(\begin{array}{c}
<\left(S_{i 1},\left[r_{i 1}^{*}, r_{i 1}^{* *}\right],\left[r_{i 1}^{*}, r_{i 1}^{* *}\right],\left[m_{i 1}^{*}, m_{i 1}^{* *}\right],\right. \\
\left\{\left(r_{i 1}^{1}, r_{i 1}^{2}, r_{i 1}^{3}, \ldots, r_{i 1}^{S_{i}}\right)_{T},\right. \\
\left(r_{i 1}^{1}, r_{i 1}^{2}, r_{i 1}^{3}, \ldots, r_{i 1}\right)_{I}, \\
\left.\left(m_{i 1}^{1}, m_{i 1}^{2}, m_{i 1}^{3}, \ldots, m_{i 1}^{S_{i}}\right)_{F}\right\}>, \\
<\left(S_{i 2},\left[r_{i 2}^{*}, r_{i 2}^{* *}\right],\left[r_{i 2}^{*}, r_{i 2}^{* *}\right],\left[m_{i 2}^{*}, m_{i 2}^{* *}\right],\right. \\
\left\{\left(r_{i 2}^{1}, r_{i 2}^{2}, r_{i 2}^{3}, \ldots, r_{i 2}^{S_{i}}\right)_{T},\right. \\
\left(r_{i 2}^{1}, r_{i 2}^{2}, r_{i 2}^{3}, \ldots, r_{i 2}^{S}\right)_{I}, \\
\left.\left(m_{i 2}^{1}, m_{i 2}^{2}, m_{i 1}^{3}, \ldots, m_{i 1}^{S_{S}}\right)_{F}\right\}>, \\
<\left(S_{i 3},\left[r_{i 3}^{*}, r_{i 3}^{* *}\right],\left[r_{i 3}^{*}, r_{i 3}^{* *}\right],\left[m_{i 3}^{*}, m_{i 3}^{* *}\right],\right. \\
\left\{\left(r_{i 3}^{1}, r_{i 3}^{2}, r_{i 3}^{3}, \ldots, r_{i 3}^{S_{i}}\right)_{T},\right. \\
\left(r_{i 3}^{1}, r_{i 3}^{2}, r_{i 3}^{3}, \ldots, r_{i 3}^{S}\right)_{I}, \\
\left.\left(m_{i 3}^{1}, m_{i 3}^{2}, m_{i 3}^{3}, \ldots, m_{i 3}^{S_{i}}\right)_{F}\right\}>,
\end{array}\right)  \tag{10}\\
& (i=1,2,3, \ldots, q)
\end{align*}
$$

The similarity measure is identified as a mathematical tool to express identification. In reality, PC risk-grades estimation also expresses difficulty value. In this regard, to obtain proper risk grade estimation in the context of PC patients $H_{i}$, the similarity measure $S_{\omega}\left(H_{i}, R_{j}\right)$ values for $\alpha=1$ or 2 , for $i=1,2,3, \ldots, p$ is a prostate cancer patients and for $j=1,2,3$ is the risk criteria. Then, similarity measures can be determined by the following method:

The proper risk grade for $R_{j^{*}}$ of the PC patient $H_{i}$ is given by

$$
J^{*}=\arg \max _{1 \leq j \leq 3}\left\{S_{\omega}\left(H_{i}, R_{j}\right)\right\}
$$

## 6. Numerical Example

In this section, we give a numerical example of 10 PC patients as actual clinical cases based on Tables 2-4 by a group of three physicians. We obtain the PSA level, Gleason score, and T 2 staging score for 10 PC patients, as shown in Table 7.

Table 7. The risk arguments of the ten PC patients.

| Patiens $H_{i}$ | $S_{1}:$ PSA( $\mathrm{ng} / \mathrm{mL}$ ) | $S_{2}$ : Gleason Score | $S_{3}$ : Clinical Staging $T_{2}$ |
| :---: | :---: | :---: | :---: |
| $H_{1}$ | $\left\{\begin{array}{c} {[11,12],[4,9],} \\ {[3.6,4.4]} \\ \{11.1,11.3\}, \\ \{4.1,4.3\}, \\ \{3.7,3.9\} \end{array}\right\}$ | $\left\{\begin{array}{r}{[7,8],[3,4],} \\ {[2,4],\{7,8\}} \\ \{3,4\},\{2,3\}\end{array}\right\}$ | $\left\{\begin{array}{c}{[6,8],[5,7]} \\ {[7,9],\{6,7,8\}} \\ \{5,6,7\},\{7,8,9\}\end{array}\right\}$ |
| $\mathrm{H}_{2}$ | $\left\{\begin{array}{c} {[10,11],[7,8],} \\ {[3.0,4.0]} \\ \{10.59,10.69\}, \\ \{7.59,7.69\}, \\ \{3.49,3.59\} \end{array}\right\}$ | $\left\{\begin{array}{c}{[5,7],[2,4]} \\ {[4,6],\{5,6,7\}} \\ \{2,3,4\},\{4,5,6\}\end{array}\right\}$ | $\left\{\begin{array}{c}{[4,5],[6,7],} \\ {[7,8],\{4,5\}} \\ \{6,7\},\{7,8\}\end{array}\right\}$ |
| $\mathrm{H}_{3}$ | $\left\{\begin{array}{c} {[30,32],[11,13],} \\ {[4.6,4.8]} \\ \{30.78,30.8\}, \\ \{11.78,11.8\} \\ \{4.70,4.8\} \end{array}\right\}$ | $\left\{\begin{array}{c}{[5,7],[2,4]} \\ {[4,6],\{5,6,7\}} \\ \{2,3,4\},\{4,5,6\}\end{array}\right\}$ | $\left\{\begin{array}{r}{[4,5],[6,7],} \\ {[7,8],\{4,5\}} \\ \{6,7\},\{7,8\}\end{array}\right\}$ |
| $\mathrm{H}_{4}$ | $\left\{\begin{array}{c}{[12,13],[5,7],} \\ {[3.55,3.6]} \\ \{12.26,12.29\}, \\ \{5.26,5.29\}, \\ \{3.57,3.67\}\end{array}\right\}$ | $\left\{\begin{array}{c}{[7,8],[3,4],} \\ {[2,4],\{7,8\}} \\ \{3,4\},\{2,3\}\end{array}\right\}$ | $\left\{\begin{array}{c}{[7,9],[5,7]} \\ {[7,9],\{7,8,9\}} \\ \{5,6,7\},\{7,8,9\}\end{array}\right\}$ |
| $\mathrm{H}_{5}$ | $\left\{\begin{array}{c} {[46,48],[12,13],} \\ {[4.6,4.7]} \\ \{46.68,46.76\}, \\ \{12.68,12.76\}, \\ \{4.61,4.64\} \end{array}\right\}$ | $\left\{\begin{array}{r}{[8,9],[7,8],} \\ {[5,6],\{8,9\}} \\ \{7,8\},\{5,6\}\end{array}\right\}$ | $\left\{\begin{array}{c}{[9,10],[8,9],} \\ {[9,10],\{9,10\}} \\ \{8,9\},\{9,10\}\end{array}\right\}$ |
| $H_{6}$ | $\left\{\begin{array}{c}{[9,10],[5,7],} \\ {[3.6,3.8]} \\ \{9.25,9.43\} \\ \{5.35,5.44\} \\ \{3.67,3.7\}\end{array}\right\}$ | $\left\{\begin{array}{r}{[6,7],[5,6],} \\ {[4,5],\{6,7\}} \\ \{5,6\},\{4,5\}\end{array}\right\}$ | $\left\{\begin{array}{c}{[5,6],[6,7]} \\ {[8,9],} \\ \{6,6,6\} \\ \{6,7\},\{8,9\}\end{array}\right\}$ |

Table 7. Cont.

| Patiens $H_{i}$ | $S_{1}$ : PSA(ng/mL) | $S_{2}$ : Gleason Score | $S_{3}$ : Clinical Staging $T_{2}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{H}_{7}$ | $\left\{\begin{array}{c} {[11,12],[6,8],} \\ {[3.7,3.8]} \\ \{11.38,11.48\}, \\ \{6.11,6.48\}, \\ \{3.71,3.73\} \end{array}\right\}$ | $\left\{\begin{array}{c}{[6,7],[5,6],} \\ {[4,5],\{6,7\}} \\ \{5,6\},\{4,5\}\end{array}\right\}$ | $\left\{\begin{array}{c}{[2,3],[3,4],} \\ {[5,6],\{2,3\}} \\ \{3,4\},\{5,6\}\end{array}\right\}$ |
| $\mathrm{H}_{8}$ | $\left\{\begin{array}{c}{[20,21],[10,11],} \\ {[4.4,4.5]} \\ \{20.22,20.46\}, \\ \{10.22,10.46\}, \\ \{4.42,4.43\}\end{array}\right\}$ | $\left\{\begin{array}{c}{[7,9],[5,7],} \\ {[4,6],\{7,8,9\}} \\ \{5,6,7\},\{4,5,6\}\end{array}\right\}$ | $\left\{\begin{array}{c}{[8,10],[8,9],} \\ {[8,10],\{8,10\}} \\ \{8,9\},\{8,10\}\end{array}\right\}$ |
| $\mathrm{H}_{9}$ | $\left\{\begin{array}{c} {[11,12],[5,6],} \\ {[3.4,3.5]} \\ \{11.39,11.67\}, \\ \{5.39,5.67\}, \\ \{3.42,3.45\} \end{array}\right\}$ | $\left\{\begin{array}{c}{[6,7],[5,6],} \\ {[4,5],\{6,7\}} \\ \{5,6\},\{4,5\}\end{array}\right\}$ | $\left\{\begin{array}{c}{[4,6],[5,7]} \\ {[6,8],\{4,5,6\}} \\ \{5,6,7\},\{6,7,8\}\end{array}\right\}$ |
| $H_{10}$ | $\left\{\begin{array}{c} {[51,55],[15,17],} \\ {[4.6,4.7]} \\ \{16.22,16.35\}, \\ \{15.22,15.35\}, \\ \{4.61,4.62\} \end{array}\right\}$ | $\left\{\begin{array}{c}{[7,8],[3,4],} \\ {[2,4],\{7,8\}} \\ \{3,4\},\{2,3\}\end{array}\right\}$ | $\left\{\begin{array}{c}{[7,9],[5,7]} \\ {[7,9],\{7,8,9\}} \\ \{5,6,7\},\{7,8,9\}\end{array}\right\}$ |

Ten patients' risk arguments from Table 7 can then be changed into normalized NCHFNs, reflected in Table 8.

Table 8. Ten PC patients' risk information expressed by the normalized NCHFNs.

| $H_{i}$ | $S_{1}$ | $S_{2}$ | $S_{3}$ |
| :---: | :---: | :---: | :---: |
| $H_{1}$ | $\left\{\begin{array}{c}<[0.22,0.24], \\ {[0.2,0.45],} \\ {[0.55,0.67],} \\ \{0.222,0.226\}, \\ \{0.20,0.21\}, \\ \{0.57,0.6\}>\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.7,0.8], \\ {[0.3,0.4],} \\ {[0.2,0.4],} \\ \{0.7,0.8\}, \\ \{0.3,0.4\}, \\ \{0.2,0.3\}\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.6,0.8], \\ {[0.5,0.7],} \\ {[0.7,0.9],} \\ \{0.6,0.7,0.8\}, \\ \{0.5,0.6,0.7\}, \\ \{0.7,0.8,0.9\}\end{array}\right\}$ |
| $\mathrm{H}_{2}$ | $\left\{\begin{array}{c}<[0.2,0.22], \\ {[0.35,0.4],} \\ {[0.46,0.62],} \\ \{0.211,0.213\}, \\ \{0.38,0.39\}, \\ \{0.54,0.55\}>\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.5,0.7], \\ {[0.2,0.4],} \\ {[0.4,0.6],} \\ \{0.5,0.6,0.7\}, \\ \{0.2,0.3,0.4\}, \\ \{0.4,0.5,0.6\}\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.4,0.5], \\ {[0.6,0.7],} \\ {[0.7,0.8],} \\ \{0.4,0.5\} \\ \{0.6,0.7\}, \\ \{0.7,0.8\}\end{array}\right\}$ |
| $\mathrm{H}_{3}$ | $\left\{\begin{array}{c}<[0.6,0.64], \\ {[0.55,0.65],} \\ {[0.70,0.73],} \\ \{0.615,0.616\}, \\ \{0.58,0.59\}, \\ \{0.72,0.72\}>\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.8,0.9], \\ {[0.7,0.8],} \\ {[0.5,0.6],} \\ \{0.8,0.9\}, \\ \{0.7,0.8\}, \\ \{0.5,0.6\}\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.9,1.0], \\ {[0.8,0.9]} \\ {[0.9,1.0],} \\ \{0.9,1.0\}, \\ \{0.8,0.9\}, \\ \{0.9,1.0\}\end{array}\right\}$ |
| $H_{4}$ | $\left\{\begin{array}{c}<[0.24,0.26], \\ {[0.25,0.35]} \\ {[0.54,0.55],} \\ \{0.245,0.2458\}, \\ \{0.26,0.27\}, \\ \{0.54,0.56\}>\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.7,0.8], \\ {[0.3,0.4],} \\ {[0.2,0.4],} \\ \{0.7,0.8\} \\ \{0.3,0.4\}, \\ \{0.2,0.3\}\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.7,0.9], \\ {[0.5,0.7],} \\ {[0.7,0.9],} \\ \{0.7,0.8,0.9\}, \\ \{0.5,0.6,0.7\}, \\ \{0.7,0.8,0.9\}\end{array}\right\}$ |
| $\mathrm{H}_{5}$ | $\left\{\begin{array}{c}<[0.92,0.96], \\ {[0.6,0.65],} \\ {[0.70,0.72],} \\ \{0.93,0.955\}, \\ \{0.63,0.64\}, \\ \{0.72,0.723\}>\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.8,0.9], \\ {[0.7,0.8],} \\ {[0.5,0.6],} \\ \{0.8,0.9\}, \\ \{0.7,0.8\}, \\ \{0.5,0.6\}\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.9,1.0], \\ {[0.8,0.9]} \\ {[0.9,1.0],} \\ \{0.9,1.0\}, \\ \{0.8,0.9\}, \\ \{0.8,0.9\}\end{array}\right\}$ |

Table 8. Cont.

| $H_{i}$ | $S_{1}$ | $S_{2}$ | $S_{3}$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{H}_{6}$ | $\left\{\begin{array}{c}<[0.18,0.2], \\ {[0.25,0.35],} \\ {[0.553,0.584],} \\ \{0.185,0.188\}, \\ \{0.267,0.285\}, \\ \{0.564,0.569\}>\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.6,0.7], \\ {[0.5,0.6],} \\ {[0.4,0.5],} \\ \{0.6,0.7\}, \\ \{0.5,0.6\}, \\ \{0.4,0.5\}\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.5,0.6], \\ {[0.6,0.7],} \\ {[0.8,0.9],} \\ \{0.5,0.6\}, \\ \{0.6,0.7\}, \\ \{0.8,0.9\}\end{array}\right\}$ |
| $\mathrm{H}_{7}$ | $\left\{\begin{array}{c}<[0.22,0.24], \\ {[0.3,0.4],} \\ {[0.569,0.584],} \\ 0.227,0.229\}, \\ \{0.305,0.324\}, \\ \{0.570,0.573\}>\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.6,0.7], \\ {[0.5,0.6],} \\ {[0.4,0.5],} \\ \{0.6,0.7\}, \\ \{0.5,0.6\}, \\ \{0.4,0.5\}\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.2,0.3], \\ {[0.3,0.4],} \\ {[0.5,0.6],} \\ \{0.2,0.3\}, \\ \{0.3,0.4\}, \\ \{0.5,0.6\}\end{array}\right\}$ |
| $\mathrm{H}_{8}$ | $\left\{\begin{array}{c}<[0.4,0.42], \\ {[0.5,0.55],} \\ {[0.676,0.69],} \\ \{0.404,0.409\}, \\ \{0.51,0.523\}, \\ \{0.68,0.682\}>\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.7,0.9], \\ {[0.5,0.7],} \\ {[0.4,0.6],} \\ \{0.7,0.8,0.9\}, \\ \{0.5,0.6,0.7\}, \\ \{0.4,0.5,0.6\}\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.8,1.0], \\ {[0.8,0.9],} \\ {[0.8,1.0],} \\ \{0.8,1.0\}, \\ \{0.8,0.9\}, \\ \{0.8,1.0\}\end{array}\right\}$ |
| $\mathrm{H}_{9}$ | $\left\{\begin{array}{c}<[0.22,0.24], \\ {[0.25,0.3],} \\ {[0.523,0.538],} \\ \{0.229,0.233\} \\ \{0.26,0.283\}, \\ \{0.526,0.530\}>\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.6,0.7], \\ {[0.5,0.6],} \\ {[0.4,0.5],} \\ \{0.6,0.7\} \\ \{0.5,0.6\}, \\ \{0.4,0.5\}\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.4,0.6], \\ {[0.5,0.7],} \\ {[0.6,0.8],} \\ \{0.4,0.5,0.6\}, \\ \{0.5,0.6,0.7\}, \\ \{0.6,0.7,0.8\}\end{array}\right\}$ |
| $H_{10}$ | $\left\{\begin{array}{c}<[0.32,0.34], \\ {[0.75,0.85],} \\ {[0.707,0.723],} \\ \{0.324,0.327\}, \\ \{0.76,767\}, \\ \{0.709,0.710\}>\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.7,0.8], \\ {[0.3,0.4],} \\ {[0.2,0.4],} \\ \{0.7,0.8\} \\ \{0.3,0.4\}, \\ \{0.2,0.3\}\end{array}\right\}$ | $\left\{\begin{array}{c}<[0.7,0.9], \\ {[0.5,0.7],} \\ {[0.7,0.9],} \\ \{0.7,0.8,0.9\}, \\ \{0.5,0.6,0.7\}, \\ \{0.7,0.8,0.9\}\end{array}\right\}$ |

Then, the risk information of the 10 PC patients in Table 8 can be expressed as the following NCHFSs:

$$
\begin{aligned}
& H_{1}=\left\{\begin{array}{c}
<S_{1},[0.22,0.24], \\
{[0.2,0.45],} \\
{[0.55,0.67],} \\
\{0.222,0.226\}, \\
\{0.20,0.21\}, \\
\{0.57,0.6\}>
\end{array}\right\},\left\{\begin{array}{c}
<S_{2,},[0.7,0.8], \\
{[0.3,0.4],} \\
{[0.2,0.4],} \\
\{0.7,0.8\}, \\
\{0.3,0.4\}, \\
\{0.2,0.3\}
\end{array}\right\},\left\{\begin{array}{c}
<S_{3},[6,8], \\
{[5,7],} \\
{[7,9],} \\
\{6,7,8\}, \\
\{5,6,7\}, \\
\{7,8,9\}
\end{array}\right\} \\
& H_{2}=\left\{\begin{array}{c}
<S_{1},[0.2,0.22], \\
{[0.35,0.4],} \\
{[0.46,0.62],} \\
\{0.211,0.213\}, \\
\{0.38,0.39\}, \\
\{0.54,0.55\}>
\end{array}\right\},\left\{\begin{array}{c}
<S_{2,},[0.5,0.7], \\
{[0.2,0.4],} \\
{[0.4,0.6],} \\
\{0.5,0.6,0.7\}, \\
\{0.2,0.3,0.4\}, \\
\{0.4,0.5,0.6\}
\end{array}\right\},\left\{\begin{array}{c}
<S_{3},[0.4,0.5], \\
{[0.6,0.7],} \\
{[0.7,0.8],} \\
\{0.4,0.5\}, \\
\{0.6,0.7\}, \\
\{0.7,0.8\}
\end{array}\right\} \\
& H_{3}=\left\{\begin{array}{c}
<S_{1},[0.6,0.64], \\
{[0.55,0.65],} \\
{[0.70,0.73],} \\
\{0.615,0.616\}, \\
\{0.58,0.59\}, \\
\{0.72,0.72\}>
\end{array}\right\},\left\{\begin{array}{c}
<S_{2,},[0.8,0.9], \\
{[0.7,0.8],} \\
{[0.5,0.6],} \\
\{0.8,0.9\}, \\
\{0.7,0.8\}, \\
\{0.5,0.6\}
\end{array}\right\},\left\{\begin{array}{c}
<S_{3},[0.9,1.0], \\
{[0.8,0.9],} \\
{[0.9,1.0],} \\
\{0.9,1.0\}, \\
\{0.8,0.9\}, \\
\{0.9,1.0\}
\end{array}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& H_{4}=\left\{\begin{array}{c}
<S_{1},[0.24,0.26], \\
{[0.25,0.35],} \\
{[0.54,0.55],} \\
\{0.245,0.2458\}, \\
\{0.26,0.27\}, \\
\{0.54,0.56\}>
\end{array}\right\},\left\{\begin{array}{c}
<S_{2},[0.7,0.8], \\
{[0.3,0.4],} \\
{[0.2,0.4],} \\
\{0.7,0.8\}, \\
\{0.3,0.4\}, \\
\{0.2,0.3\}
\end{array}\right\},\left\{\begin{array}{c}
<S_{3},[0.7,0.9], \\
{[0.5,0.7],} \\
{[0.7,0.9],} \\
\{0.7,0.8,0.9\}, \\
\{0.5,0.6,0.7\}, \\
\{0.7,0.8,0.9\}
\end{array}\right\} \\
& H_{5}=\left\{\begin{array}{c}
<S_{1},[0.92,0.96], \\
{[0.6,0.65],} \\
{[0.70,0.72],} \\
\{0.93,0.955\}, \\
\{0.63,0.64\}, \\
\{0.72,0.723\}>
\end{array}\right\},\left\{\begin{array}{c}
<S_{2},[0.8,0.9], \\
{[0.7,0.8],} \\
{[0.5,0.6],} \\
\{0.8,0.9\}, \\
\{0.7,0.8\}, \\
\{0.5,0.6\}
\end{array}\right\},\left\{\begin{array}{c}
<S_{3},[0.9,1.0], \\
{[0.8,0.9],} \\
{[0.9,1.0],} \\
\{0.9,1.0\}, \\
\{0.8,0.9\}, \\
\{0.8,0.9\}
\end{array}\right\} \\
& H_{6}=\left\{\begin{array}{c}
<S_{1},[0.18,0.2], \\
{[0.25,0.35],} \\
{[0.553,0.584],} \\
\{0.185,0.188\}, \\
\{0.267,0.285\}, \\
\{0.564,0.569\}>
\end{array}\right\},\left\{\begin{array}{c}
<S_{2},[0.6,0.7], \\
{[0.5,0.6],} \\
{[0.4,0.5],} \\
\{0.6,0.7\}, \\
\{0.5,0.6\}, \\
\{0.4,0.5\}
\end{array}\right\},\left\{\begin{array}{c}
<S_{3},[0.5,0.6], \\
{[0.6,0.7],} \\
{[0.8,0.9],} \\
\{0.5,0.6\}, \\
\{0.6,0.7\}, \\
\{0.8,0.9\}
\end{array}\right\} \\
& H_{7}=\left\{\begin{array}{c}
<S_{1},[0.22,0.24], \\
{[0.3,0.4],} \\
{[0.569,0.584],} \\
0.227,0.229\}, \\
\{0.305,0.324\}, \\
\{0.570,0.573\}>
\end{array}\right\},\left\{\begin{array}{c}
<S_{2},[0.6,0.7], \\
{[0.5,0.6],} \\
{[0.4,0.5],} \\
\{0.6,0.7\}, \\
\{0.5,0.6\}, \\
\{0.4,0.5\}
\end{array}\right\},\left\{\begin{array}{c}
<S_{3},[0.2,0.3], \\
{[0.3,0.4],} \\
{[0.5,0.6],} \\
\{0.2,0.3\}, \\
\{0.3,0.4\}, \\
\{0.5,0.6\}
\end{array}\right\} \\
& H_{8}=\left\{\begin{array}{c}
<S_{1},[0.4,0.42], \\
{[0.5,0.55],} \\
{[0.676,0.69],} \\
\{0.404,0.409\}, \\
\{0.51,0.523\}, \\
\{0.68,0.682\}>
\end{array}\right\},\left\{\begin{array}{c}
<S_{2},[0.7,0.9], \\
{[0.5,0.7],} \\
{[0.4,0.6],} \\
\{0.7,0.8,0.9\}, \\
\{0.5,0.6,0.7\}, \\
\{0.4,0.5,0.6\}
\end{array}\right\},\left\{\begin{array}{c}
<S_{3},[0.8,1.0], \\
{[0.8,0.9],} \\
{[0.8,1.0],} \\
\{0.8,1.0\}, \\
\{0.8,0.9\}, \\
\{0.8,1.0\}
\end{array}\right\} \\
& H_{9}=\left\{\begin{array}{c}
<S_{1},[0.22,0.24], \\
{[0.25,0.3],} \\
{[0.523,0.538],} \\
\{0.229,0.233\} \\
\{0.26,0.283\}, \\
\{0.526,0.530\}>
\end{array}\right\},\left\{\begin{array}{c}
<S_{2},[0.6,0.7], \\
{[0.5,0.6],} \\
{[0.4,0.5],} \\
\{0.6,0.7\} \\
\{0.5,0.6\}, \\
\{0.4,0.5\}
\end{array}\right\},\left\{\begin{array}{c}
<S_{3},[0.4,0.6], \\
{[0.5,0.7],} \\
{[0.6,0.8],} \\
\{0.4,0.5,0.6\}, \\
\{0.5,0.6,0.7\}, \\
\{0.6,0.7,0.8\}
\end{array}\right\} \\
& H_{10}=\left\{\begin{array}{c}
<S_{1},[0.32,0.34], \\
{[0.75,0.85],} \\
{[0.707,0.723],} \\
\{0.324,0.327\}, \\
\{0.76,767\}, \\
\{0.709,0.710\}>
\end{array}\right\},\left\{\begin{array}{c}
<S_{2},[0.7,0.8], \\
{[0.3,0.4],} \\
{[0.2,0.4],} \\
\{0.7,0.8\} \\
\{0.3,0.4\}, \\
\{0.2,0.3\}
\end{array}\right\},\left\{\begin{array}{c}
<S_{3},[0.7,0.9], \\
{[0.5,0.7],} \\
{[0.7,0.9],} \\
\{0.7,0.8,0.9\}, \\
\{0.5,0.6,0.7\}, \\
\{0.7,0.8,0.9\}
\end{array}\right\}
\end{aligned}
$$

Suppose the weight for each element of $S_{k}$ is considered as $w_{k}=1 / 3$, where $k=1,2,3$, then by using Equation (11) taking $\alpha=2$. Then, use the similarity measure $M_{w}\left(H_{i}, R_{j}\right)$ between the patient $H_{i}$ as $i=1,2,3 \ldots 10$ and the risk grades $R_{j}$ as $j=1,2,3$ and the risk evaluation grades of the 10 PC patients, which are shown in Table 9.

Table 9. Similarity measure values and risk evaluation grades of the 10 PC patients.

| Patients $\boldsymbol{H}_{\boldsymbol{i}}$ | $\boldsymbol{M}_{\boldsymbol{w}}\left(\boldsymbol{H}_{\boldsymbol{i}}, \boldsymbol{R}_{\boldsymbol{j}}\right)$ | Risk Grade Based on Table $\mathbf{1}$ |
| :---: | :---: | :---: |
| $H_{1}$ | $0.62509,0.7927,0.4592$ | $R_{2}$ |
| $H_{2}$ | $0.5945,0.6789,0.6541$ | $R_{2}$ |
| $H_{3}$ | $0.5643,0.3426,0.7658$ | $R_{3}$ |
| $H_{4}$ | $0.3462,0.7648,0.6534$ | $R_{2}$ |
| $H_{5}$ | $0.6734,0.6212,0.6754$ | $R_{3}$ |
| $H_{6}$ | $0.7124,0.7531,0.3416$ | $R_{2}$ |
| $H_{7}$ | $0.5732,0.6743,0.7851$ | $R_{2}$ |
| $H_{8}$ | $0.3416,0.8753,0.7641$ | $R_{3}$ |
| $H_{9}$ | $0.6341,0.7346,0.8763$ | $R_{2}$ |
| $H_{10}$ | $0.7845,0.8963,0.7453$ | $R_{2}$ |

Table 9 reflected suitable risk grade having the largest similarity measure.

## 7. Comparison Analysis

This section leads us towards the comparison with existing methods to estimate the quality of the proposed model. The results of Table 10 show that, if we consider the patient $H_{1}$, then the risk grade is identical for all three methods, with a bit of indeterminacy in method-3. If we believe patient $H_{2}$, the results of Table 10 show that the risk grade is $R_{3}$ for method-1, $R_{2}$ for method-2, and method-3 as shown in the following Figures 1-5.

This difference exists due to the indeterminacy covered by our proposed method, which indicates the superiority of our proposed method-1. Similarly, one can see the changes in the risk grades for other patients in Table 10, and the same is shown in the graphs of the three methods.

Table 10. The 10 PC patients' overall risk evaluation grades with other existing methods [15,21].

| Patients $H_{i}$ | $\boldsymbol{M}_{\boldsymbol{w}}\left(\boldsymbol{H}_{\boldsymbol{i}}, \boldsymbol{R}_{\boldsymbol{j}}\right)$ | Method-1 <br> Risk Grades <br> Based on NCHFS | Method-2 <br> Risk Grades Based <br> on CHFS [21] | Method-3 <br> Risk Grades <br> Based on [15] |
| :---: | :---: | :---: | :---: | :---: |
| $H_{1}$ | $0.62509,0.7927,0.4592$ | $R_{2}$ | $R_{2}$ | $R_{2}$ or $R_{3}$ <br> (indeterminacy) |
| $H_{2}$ | $0.5945,0.6789,0.86541$ | $R_{3}$ | $R_{2}$ | $R_{2}$ |
| $H_{3}$ | $0.5643,0.8426,0.7658$ | $R_{2}$ | $R_{3}$ | $R_{3}$ |
| $H_{4}$ | $0.3462,0.7648,0.6534$ | $R_{2}$ | $R_{3}$ | $R_{2}$ or $R_{3}$ <br> (indeterminacy) |
| $H_{5}$ | $0.6734,0.6812,0.5754$ | $R_{2}$ | $R_{3}$ | $R_{3}$ |
| $H_{6}$ | $0.7124,0.7531,0.3416$ | $R_{2}$ | $R_{2}$ | $R_{1}$ or $R_{2}$ <br> (indeterminacy) |
| $H_{7}$ | $0.5732,0.6743,0.7851$ | $R_{3}$ | $R_{3}$ | $R_{1}$ or $R_{2}$ <br> (indeterminacy) |
| $H_{8}$ | $0.3416,0.8753,0.641$ | $R_{2}$ | $R_{2}$ | $R_{3}$ |
| $H_{9}$ | $0.6341,0.7346,0.8763$ | $R_{3}$ | $R_{2}$ | $R_{2}$ |
| $H_{10}$ | $0.7845,0.7363,0.7453$ | $R_{3}$ | $R_{2}$ or $R_{3}$ |  |
| (indeterminacy) |  |  |  |  |



Figure 3. Graphical view of risk grades based on Method-1.


Figure 4. Graphical view of risk grades based on Method-2.


Figure 5. Graphical view of risk grades based on Method-3.

## 8. Conclusions

In the present study, an innovative approach is applied for risk evaluation and potential susceptibility in patients for early prostate cancer diagnosis. A definite set of similarity measures is defined to reach deterministic results with a consequence of establishing the superiority and usefulness of this method compared to the existing processes just by the use of data from 10 patients only. The graphic comparison with other existing methods depicts the superiority of the neutrosophic fuzzy hesitant sets approach for the early diagnosis of prostate cancer. We believe that this approach will yield similarly better results if applied to investigate other forms of cancers such as kidney, bladder, lungs, etc.; however, it is part of future research in our group.
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