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Abstract: Hausdorff distance is one of the important distance measures to study the degree of dis-
similarity between two sets that had been used in various fields under fuzzy environments. Among 
those, the framework of single-valued neutrosophic sets (SVNSs) is the one that has more potential 
to explain uncertain, inconsistent and indeterminate information in a comprehensive way. And so, 
Hausdorff distance for SVNSs is important. Thus, we propose two novel schemes to calculate the 
Hausdorff distance and its corresponding similarity measures (SMs) for SVNSs. In doing so, we 
firstly develop the two forms of Hausdorff distance between SVNSs based on the definition of 
Hausdorff metric between two sets. We then use these new distance measures to construct several 
SMs for SVNSs. Some mathematical theorems regarding the proposed Hausdorff distances for 
SVNSs are also proven to strengthen its theoretical properties. In order to show the exact calculation 
behavior and distance measurement mechanism of our proposed methods in accordance with the 
decorum of Hausdorff metric, we utilize an intuitive numerical example that demonstrate the nov-
elty and practicality of our proposed measures. Furthermore, we develop a multi-criteria decision 
making (MCDM) method under single-valued neutrosophic environment using the proposed SMs 
based on our defined Hausdorff distance measures, called as a single-valued neutrosophic MCDM 
(SVN-MCDM) method. In this connection, we employ our proposed SMs to compute the degree of 
similarity of each option with the ideal choice to identify the best alternative as well as to perform 
an overall ranking of the alternatives under study. We then apply our proposed SVN-MCDM 
scheme to solve two real world problems of MCDM under single-valued neutrosophic environment 
to show its effectiveness and application. 

Keywords: fuzzy sets; neutrosophic sets (NSs); single-valued NSs; hausdorff metric; distance; sim-
ilarity measure; single-valued neutrosophic decision matrix; multi-criteria decision making 
 

1. Introduction 
The idea of fuzzy sets (FSs) was first proposed by Zadeh [1] in 1965 that had been 

applied in many fields to handle uncertainty arising due to vagueness and partial belong-
ingness of an element in a set [2–4]. A fuzzy set (FS) is different from probability for rep-
resenting uncertainty, where the membership degree of an element in the FS is defined as 
a value ranging between 0 and 1, and with the non-membership degree as a subtracting 
value from 1. Since then, various generalizations had been extended by researchers to 
handle imprecise, uncertain and incomplete information in a more comprehensive way. 
Among those extensions, Atanassov’s intuitionistic fuzzy sets (IFSs) [5] had been found 
to be useful in coping with vagueness and uncertainty. In IFSs, both the membership de-
gree and non-membership degree are defined between 0 and 1 that their sum should be 
belonging to the unit interval [0, 1]. Furthermore, the degree of hesitancy can be obtained 
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by subtracting the sum of membership and non-membership values from 1. These FSs and 
IFSs have been applied in various areas in the literature [6–9]. 

IFSs have been shown to be a powerful tool to handle the vagueness, but it is out of 
its scope to handle indeterminate information as well as inconsistent information, that 
commonly exists in belief system and real world problems. Realizing this, Samarandache 
[10] proposed the idea of neutrosophic sets (NSs) to present the indeterminate, incomplete 
and inconsistent information in a comprehensive way. NSs are a formal framework that 
generalizes classical sets, FSs and IFSs [11]. A neutrosophic set (NS) is characterized by 
truth membership, falsity membership, and indeterminacy membership, in which they 
are independent. In addition, these membership functions of truth, falsity and indetermi-
nacy can be belonging to a subset of a real standard or non-standard unit interval. That is, 
the sum of these memberships of truth, falsity and indeterminacy need not to be contained 
in the unit interval [0,1]. Thus, the generalization idea of NS is in respect with the philo-
sophical point of view, and so it is difficult to implement it in real problems of engineering 
and scientific applications. Therefore, Wang et al. [12] introduced the idea of single-valued 
NSs (SVNSs), a subclass of NSs, where each value in truth membership, falsity member-
ship, and indeterminacy membership lies in the unit interval [0,1], and the sum of these 
three memberships should be between 0 and 1. According to its theoretical elegance and 
practical competency, it can be used to exemplify the information which is imprecise, in-
complete and inconsistent, in a smarter way as well as to address real, scientific and engi-
neering problems. Afterward, SVNSs had attracted many researchers to develop and de-
vise various methods to handle the real world problems related to diverse fields with their 
unique requirements and field specifications [13–15]. 

The study of distance measures (DMs) and similarity measures (SMs) has been an 
important research topic for demonstrating the distinction and likeliness between various 
objects. Many researchers had developed DMs and SMs for fuzzy sets and its various ex-
tensions [16,17]. Grzegorzewski first [18] proposed distances of IFSs and interval-valued 
FSs based on Hausdroff metric [19], and then Yang and Hussian [20] gave distance and 
similarity measures of hesitant FSs based on Hausdorff metric. However, there is no any 
distance and similarity measure for SVNSs based on Hausdroff metric. We mention that, 
although Xu et al. [21] had proposed the so-called Hausdroff distance for single-valued 
neutrosophic numbers (SVNNs), it was used to determine the distance between two num-
bers (points), not between two sets. On the other hand, it did not exactly follow the calcu-
lation behavior and definition of Hausdroff metric between two sets. In this sense, there 
is no any Hausdroff distance for SVNSs in the literature. This motivates us for designing 
the Hausdroff distance for SVNSs and its corresponding SMs for SVNSs. Therefore, we 
propose the novel methods to calculate Hausdorff distance between two SVNSs with the 
true spirit of Hausdroff metric between two sets. We also develop some SMs based on our 
proposed Hausdorff distance to compute the degree of similarity between two SVNSs. In 
addition, we also utilize our proposed SMs to construct a multi-criteria decision making 
(MCDM) method to address the problems of MCDM under single-valued neutrosophic 
environment, called single-valued neutrosophic MCDM (SVN-MCDM) method. The ma-
jor contributions of this study are as follows: 
1. Proposing two novel forms of Hausdorff distance for SVNSs. 
2. Developing some SMs for SVNSs using our newly defined Hausdorff distances. 
3. Construction of an MCDM method under single-valued neutrosophic environment. 
4. Identification/selection of best alternative among available options as well as the 

overall ranking of alternatives under study by using our proposed SVN-MCDM. 
5. Application of our proposed SVN-MCDM scheme to solve two real problems of 

MCDM under SVN environment. 
The rest of this paper is organized as follows. In Section 2, we first give the literature 

review. In Section 3, we recall some of the basic concepts and properties of NSs and 
SVNSs. We also give the definition of Hausdorff metric. We then give the existing so-
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called Hausdorff distance for SVNSs. Section 4 is devoted to present our proposed 
Hausdorff distance and its corresponding similarity measures between SVNSs based on 
Hausdorff metric. We further prove some properties and theorems related to the pro-
posed Hausdorff distance for SVNSs to strengthen its theoretical properties. Furthermore, 
a numerical analysis of our proposed methods has been presented to demonstrate the 
practicality of our methods by using an intuitive numerical example. In Section 5, we 
demonstrate the feasibility and application of our proposed methods in multi-criteria 
group decision making with real problems. Section 6 is dedicated to elaborate the mana-
gerial insight and benefits of our research study. We finally give our conclusions in Section 
7. 

2. Literature Review 
Multi-criteria decision making (MCDM) under neutrosophic environment and its 

various special cases are one of research domains, which had attracted many researchers 
to contribute their valuable ideas and best practices to solve real world problems and to 
extend the frontiers of knowledge and skills. Some of the precious works regarding the-
ory, practices and applications of MCDM under various frameworks of neutrosophic do-
mains can be furnished in the followings. In Bhaumik et al. [22], authors proposed a multi-
objective scheme under single-valued neutrosophic environment (SVNE) with a linguistic 
design to solve the problem of MCDM regarding tourism management, in which the au-
thors had implemented their proposed method to identify and to recommend the best 
hotel for accommodation among the alternatives under consideration. Another MCDM 
method had been considered to address a real life problem in the domain of transportation 
under neutrosophic environment in [23]. In De et al. [24], a robust intelligent decision 
making system had been developed under doubt fuzzy environment to solve an economic 
production quantity problem. Two methods had been formulated by [25] to solve a multi-
objective green 4D fixed charge transportation problem. A MCDM method for two-layer 
supply chain had been proposed in Roy et al. [26] under doubt fuzzy framework. In Ye 
[27], author had introduced a MCDM method using weighted correlation coefficient un-
der SVNE that was implemented to handle an MCDM issue and to select the best choice. 
In Das and Roy [28], authors developed a multi-objective decision making scheme to han-
dle a transportation facility location problem under neutrosophic environment. 

A MCDM under the single-valued neutrosophic environment (SVNE) had been pre-
sented using TOPSIS method by Biswas et al. [29], and a divergence measure with its 
based TOPSIS for MCDM under SVNE was proposed by Garg [30]. In Zhang and Wu [31], 
they developed a novel MCDM under SVNE with incomplete weight information that 
had been applied to evaluate the characteristics of some initially nominated global sup-
pliers on the basis of desirable capabilities. Jana and Pal [32] coined a MCDM method 
using Dombi power aggregation operators under SVNE that had been applied in a 
MCDM problem to select the best road construction company among the available op-
tions. Xu et al. [33] proposed a MCDM method using TODIM approach and implemented 
it for selecting the best emerging technology enterprise (ETE) among the top five ETEs. In 
[34], Borah and Dutta constructed a MCDM scheme by using their proposed vector simi-
larity measures (SMs) in which they applied them to solve few of McDM problems as well 
as for the selection of appropriate face mask among the alternatives available in the mar-
ket under study to contribute in preventing the spread of COVID-19. A correlation coeffi-
cient (CC) with its based TOPSIS method was introduced by Zeng et al. [35] to address 
some MCDM problems that had also been employed to identify and select the best IT 
softer development enterprise. In [36], Ye developed a MCDM method using the proposed 
wieghted SMs for SVNSs with unknown criteria weights, and then utilized the MCDM 
method to identify the best investment choice among top five available options. We had 
mentioned that, Xu et al. [21] proposed the so-called Hausdroff distance for SVNNs, but 
it was used to determine the distance between two numbers (points), not between two 
sets, and so it did not exactly follow the original definition of Hausdroff metric between 
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two sets. That is, no one had considered Hausdorff distance to construct the MCDM for 
SVNSs under SVNE. Therefore, we formulate a MCDM under SVNE using our proposed 
Hausdorff distance for SVNSs in this research study. We summarize a tabular represen-
tation of the research gap along with the connection between MCDM and Hausdourff 
distance as well as existing methods along with the contribution of the authors in the do-
main of MCDM under SVNE in Table 1. 

Table 1. Different measures and contributions regarding MCDM and Hausdorff distance. 

 Authors MCDM Hausdorff 
Distance 

Multiple 
Comparisons 
(for Nearest 
Point) 

Measures Application 

1 Ye [27] Yes No No CC MCDM 
2 Ye [36] Yes No No SM MCDM 
3 Zang and Wu [31] Yes No No DM TOPSIS 
4 Biswas et al. [29] Yes No No SM TOPSIS 
5 Xu et al. [33] Yes No No DM TODIM 
6 Garg [30] Yes No No Div-M TOPSIS 
7 Zeng et al. [35] Yes No No CC TOPSIS 
8 Xu et al. [21] Yes So-called No SM TOPSIS 

9 
Borah and Dutta 
[34] Yes No No Vector SMs MCDM 

10 Jana and Pal [32] Yes No No DPAO MCDM 

11 Our propose 
method 

Yes Yes Yes 
Hausdorff 
distance 
based SM 

The proposed 
SVN-MCDM 

CC: correlation coefficient; SM: similarity measure; DM: distance measure; Div-M: divergence meas-
ure; DPAO: Dombi power averaging operator. 

3. Preliminaries 
In this section, we give a brief review of neutrosophic sets (NSs) and single-valued 

neutrosophic sets (SVNSs). We then give the existing so-called Hausdorff distance and 
similarity measures for NSs and SVNSs which are related to our research study. 

Definition 1 [11]. Let X  be a space of objects with a basic element denoted by x X∈ . A NS 
A  in X  is described by a truth-membership function ( )AT x , falsity-membership function 

( )AF x  and indeterminacy-membership function ( )AI x . These membership functions ( )AT x , 

( )AI x  and ( )AF x  are real standard or non-standard subsets of 0 ,1− +   , i.e., 

( ) : 0 ,1AT x X − + →   , ( ) : 0 ,1AI x X − + →    and ( ) : 0 ,1AF x X − + →   , where 

0 0 ε− = −  and 1 1 ε+ = + , while ε is a number greater than 0. We mention that NSs have no 

any restriction on the sum of the three membership functions ( )AT x , ( )AI x  and ( )AF x , and 

so 0 sup ( ) sup ( ) sup ( ) 3A A AT x I x F x− +≤ + + ≤ . 

To cope with the challenges regarding the application of NSs to real problems in 
technical and scientific way, Wang et al. [12] introduced the idea of SVNSs as follows. 

Definition 2 [12]. Let X  be the space of objects with basic elements denoted by x X∈ . A 
SVNS B  in X  is characterized by a truth-membership function ( )BT x , falsity-membership 
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function ( )BF x  and indeterminacy-membership function ( )BI x , where the three membership 

functions ( )BT x , ( )BI x  and ( )BF x  are all belonging to the interval [ ]0,1  for each point x

in X , i.e., [ ]( ) 0,1BT x ∈ , [ ]( ) 0,1BI x ∈  and [ ]( ) 0,1BF x ∈  with a constraint 

0 ( ) ( ) ( ) 3B B BT x I x F x≤ + + ≤ . 

Definition 3 [12]. Let A  and B  are two SVNSs in X . Then, A  is said to be contained in 
B  (i.e., A B⊆ ) if and only if ( ) ( )A BT x T x≤ , ( ) ( )A BI x I x≥ , ( ) ( )A BF x F x≥  for all 
x X∈ . 

Definition 4 [12]. Two SVNSs A  and B  are said to be equal (i.e., A B= ) if and only if 
A B⊆  and B A⊆ . 

For a given SVNS A  in X , a triplet ( ), ( ), ( )A A AT x I x F x  for x X∈  is termed 

as a singled-valued neutrosophic number (SVNN), which is an element of the SVNS A  

in X . For simplicity, we can just write a SVNN , ,c c cc T I F=  or , ,e e ee T I F=  as 

an element of the SVNS A  in X . 

Definition 5 [36]. For a SVNS A  in X  with its two SVNNs , ,c c cc T I F=  and 

, ,e e ee T I F= , the normalized hamming distance between c  and e  is defined as 

{ }1( , )
3 c e c e c ed c e T T I I F F= − + − + −  

Definition 6 [21]. Let , ,c c cc T I F=  and , ,e e ee T I F=  be two SVNNs in the SVNS A  

in X . The Hausdorff distance between these two SVNNs c  and e  is defined as 

{ }( , ) max , ,Xu c e c e c ed c e T T I I F F= − − −  

We mention that, Xu et al. [21] proposed the so-called Hausdroff distance ( , )Xud c e  

only for two SVNNs, not for two SVNSs in which they used ( , )Xud c e  to measure the 
distance between two numbers (points), not between two sets. However, the original 
Hausdroff metric is used to define a distance between two sets. That is, there not yet has 
any Hausdroff distance for SVNSs in the literature. We next give a review of Hausdorff 
metric between two sets. 

Definition 7 (Hausdorff metric [19,37]). Let Y  and Z  be two non-empty compact, bounded 
and closed subsets in a matric space S  where ( , )d y z  is a metric for S . Then, the directed 
Hausdorff forward and backward distances can be defined, respectively, as 

{ }( , ) max min ( , )F z Zy Y
d Y Z d y z

∈∈
= and { }( , ) max min ( , )B y Yz Z

d Y Z d y z
∈∈

= . 

Then, the maximum ( , )H Y Z  of these two direct distances with 

{ }( , ) ( , ), ( , )F BH Y Z Max d Y Z d Y Z=  

is called Hausdorff metric between the two sets Y  and Z . 
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It is noted that these direct distances are not symmetric, and so both of the Hausdorff 
direct distances are not equal in most cases, i.e., ( , ) ( , )F Bd Y Z d Y Z≠ , and so the maxi-
mum of these two direct distances is taken as Hausdorff metric. For example, suppose 

1 2[ , ]U u u=
  

 and 1 2[ , ]V v v=
  

 are two intervals in a real space ℜ .Then the Hausdorff 

distance between these two intervals is { }1 1 2 2( , ) ,H U V Max u v u v= − −
      . It is obvious 

that the so-called Hausdorff distance ( , )Xud c e  for SVNNs in Definition 6 by Xu et al. 
[21] is not a Hausdorff distance for SVNSs. Thus, we next propose a novel Hausdorff dis-
tance with its corresponding similarity measures for SVNSs completely based on Defini-
tion 7 of Hausdorff metric in next section. 

4. Hausdorff Distance and Similarity Measures for SVNSs Based on Hausdorff Metric 
In this section, we propose a novel scheme to calculate Hausdorff distance between 

two SVNSs with Definition 7 of Hausdorff metric between two sets. We then use our pro-
posed Hausdorff distance between SVNSs to construct new similarity measures for 
SVNSs using some algebraic functions. In order to have more clear descriptions, we give 
a tabular representation of notations and variables used in this paper, as shown in Table 
2. 

Table 2. Notations and variables. 

Notations Explanation 

d( , )A B  Hamming distance between SVNSs A  and B  

( , )fh A B  Hausdorff forward direct distance between A  and B  

( , )bh A B  Hausdorff backward direct distance between A  and B  

( , )HD A B  Hausdorff distance between A  and B  

* ( , )fh A B  Average based Hausdorff forward direct distance between A  and B  

* ( , )bh A B  Average based Hausdorff backward direct distance between A  and B  

*( , )d A B  Minimum distance between A  and B  

*( , )HD A B  Average based Hausdorff distance between A  and B  

ψ  A monotonically decreasing function 

( , )SM A B  Similarity measure between A  and B  

( , )LSM A B  Similarity measure between A  and B  based on simple linear function 

( , )RSM A B  Similarity measure between A  and B  based on rational function  

( , )ESM A B  Similarity measure between A  and B based on exponential function  

iO  ith alternative 

jq  jth criteria/attribute 

ijM  The evaluation value of ith alternative on the basis of the jth criteria 
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( )ij k nM ×  Single-valued neutrosophic decision matrix (SVNDM) 

*O  Ideal alternative (A theoretical standard for comparison)  

*
jT  The maximum value of Truth membership degree for jth criteria among

all of the alternatives  
*
jI  The minimum value of indeterminacy degree for jth criteria among all of

the alternatives  
*
jF  The minimum value of falsity degree for jth criteria among all of the

alternatives  
*SM  Best alternative/option  

N  Set of nominees  

*N  Ideal Nominee (A theoretical standard)  

B  Set of service brands  

*B  Ideal service brand (A theoretical standard) 

4.1. Hausdorff Distance for SVNSs 
In this subsection, we propose new Hausdorff distances for SVNSs. 

Definition 8 Let A  and B  be two SVNSs on a finite universal set 1 2 3{ , , ,..., }nX x x x x= . 

Then, we define the Hausdorff forward direct distance between A  and B  as follows: 

{ }1,2 ,...,1,2 ,...,
( , ) max min  d ( , )i jj ni n

h A B
f

A B
==

=  (1)

where d( , )i jA B  is the hamming distance between the ith point of A  in X  and the jth point of 

B  in X  with ( ), ( ), ( )i A i A i A iA T x I x F x= , ( ), ( ), ( )j B j B j B jB T x I x F x= , and 

{ }1( , ) ( ) ( ) ( ) ( ) ( ) ( )
3i j A i B j A i B j A i B jd A B T x T x I x I x F x F x= − + − + − . Similarly, the 

Hausdorff backward direct distance between A  and B  is defined as: 

{ }1,2 ,...,1,2 ,...,
( , ) m ax m in  d ( , )b j ii nj n

h A B B A
==

=  (2)

Where d( , )j iB A  is the hamming distance between the jth point of B  in X  and the ith point of 

A  in X  with { }1( , ) ( ) ( ) ( ) ( ) ( ) ( )
3j i B j A i B j A i B j A id B A T x T x I x I x F x F x= − + − + − . 

Hence, our proposed Hausdorff distance is mathematically expressed as: 

{ }( , ) max ( , ), ( , )f bHD A B h A B h A B=  (3)

Theorem 1. Let { }1,..., nX x x=  be a finite universe of discourses. For any three SVNSs A , 

B  and C  in X , the proposed Hausdorff distance ( , )HD A B  satisfies the following proper-
ties (a)–(d). 

(a) 0 ( , ) 1HD A B≤ ≤ ; 
(b) ( , ) 0 iff A = BHD AB = ; 
(c) ( , ) ( , )HD AB HD B A= ; 
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(d)  If A B C⊆ ⊆ , then ( , ) ( , )HD A B HD AC≤  and ( , ) ( , )HD BC HD AC≤ . 

Proof. First, the three properties (a) to (c) are straightly forward and obvious, and so we 
only prove the property (d). Since A B C⊆ ⊆ , so ( ) ( ) ( )A i B i C iT x T x T x≤ ≤ , 

( ) ( ) ( )A i B i C iI x I x I x≥ ≥  and ( ) ( ) ( )A i B i C iF x F x F x≥ ≥ . Hence we have 

( ) ( ) ( ) ( )A i B i A i C iT x T x T x T x− ≤ − , ( ) ( ) ( ) ( )A i B i A i C iI x I x I x I x− ≤ − , and 

( ) ( ) ( ) ( )A i B i A i C iF x F x F x F x− ≤ − . Similarly, ( ) ( ) ( ) ( )B i C i A i C iT x T x T x T x− ≤ − , 

( ) ( ) ( ) ( )B i C i A i C iI x I x I x I x− ≤ −  and ( ) ( ) ( ) ( )B i C i A i C iF x F x F x F x− ≤ − . Let l , 

m and n  be three non-negative numbers with l m n≤ ≤ . Then, according to the char-
acteristics of a distance measure D , we know that ( , ) ( , )D l m D l n≤ . So we have 
min{d( , )} min{d( , )}i j i jj j

A B A C i≤ ∀ . After applying maximum over i  on both sides 

of the inequality, we can have { } { }max min{d( , )} max min{d( , )}i j i jj ji i
A B A C≤ . Using 

our proposed hausdorff forward direct distance, we can say ( , ) ( , )f fh A B h A C≤ . In a 
similar way, we take maximum over j on both sides of the inequality 
min{d( , ) min{d( , )}j i j ii i

B A C A≤ . We find an expression for backward hausdorff dis-

tance as { } { }max min{d( , )} max min{d( , )}j i j ij ji i
B A C A≤ . Thus, we can write 

( , ) ( , )b bh A B h A C≤ . After combining both hausdorff direct distances and taking their 
maxima on both sides, the resulting expression is of the form 

{ } { }max ( , ), ( , ) max ( , ), ( , )f b f bh A B h A B h A C h A C≤ . Thus, ( , ) ( , )HD A B HD A C≤ . 

In a same way, we can also demonstrate ( , ) ( , )HD B C HD A C≤ . This completes the 

proof of the property (d). □ 

To calculate the distance of overall elements of a set from the nearest point of another 
set, we next propose an average-based Hausdorff distance for SVNSs as follows. 

Definition 9. Let A  and B  be two SVNSs on a finite universal set 1 2 3{ , , ,..., }nX x x x x= . 
We define an average-based Hausdorff forward and backward direct distances as follows. The aver-
age-based Hausdorff forward direct distance between the two SVNSs A  and B  is defined as 

n
*

i = 1

* ( , )
1 d ( , )i jh A Bf A B
n

=   (4)

where 
*

1,2,...,
( , ) min d( , )i j i jj n

d A B A B
=

=  for 1, 2,...,i n= , and d( , )i jA B  is defined the same 

as in Definition 8. Similarly, we also define the average-based Hausdorff backward direct distance 
as 

n
*

j = 1

* 1 d ( , )( , ) j ib B A
n

h A B =   (5)

where 
*

1,2,...,
( , ) min d( , )j i j ii n

d B A B A
=

=  for 1, 2,...,j n= . Thus, the average-based Hausdorff 

distance between two SVNSs A  and B  is defined as 

{ }* * *( , ) max ( , ), ( , )f bHD A B h A B h A B=  (6)
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Theorem 2. Let 1 2 3{ , , ,..., }nX x x x x=  be a universe of discourses and let E , F  and G  

be three SVNSs. Then,the proposed average-based distance measure *( , )HD E F  satisfies the fol-
lowing properties (a)–(d). 

(a) *0 ( , ) 1HD E F≤ ≤ ; 

(b) *( , ) 0 iff E = FHD E F = ; 

(c) * *( , ) ( , )HD E F HD F E= ; 

(d)  EIf F G⊆ ⊆ , then * *( , ) ( , )HD E F HD E G≤  and * *( , ) ( , )HD F G HD E G≤ ; 

Proof. Proof of Theorem 2 is the same as that of Theorem 1. □ 

4.2. Similarity Measures for SVNSs 
Using the duality principle of distance and similarity, we develop some similarity 

measures (SMs) for SVNSs by using our proposed Hausdorff distances for SVNSs. Let us 
consider a monotonically decreasing function ψ  which can be used to establish a foun-
dation for developing a linkage between the proposed distance and similarity measures. 
According to Theorems 1 and 2, we have 0 ( , ) 1HD A B≤ ≤  and *0 ( , ) 1.HD A B≤ ≤
Hence, we formulate an analogical characteristics for its corresponding similarity measure 
as (1) ( ( , )) (0)HD A Bψ ψ ψ≤ ≤ , and then we have 

0 ( ( , )) (1) (0) (1)HD A Bψ ψ ψ ψ≤ − ≤ − , and so 
( ( , )) (1)0 1

(0) (1)
HD A Bψ ψ
ψ ψ

−≤ ≤
−

. Simi-

larly, based on the average-based Hausdorff distance for SVNSs, we have 
*(1) ( ( , )) (0)HD A Bψ ψ ψ≤ ≤ , and *0 ( ( , )) (1) (0) (1)HD A Bψ ψ ψ ψ≤ − ≤ − . Thus, we 

obatin 
*( ( , )) (1)0 1
(0) (1)

HD A Bψ ψ
ψ ψ

−≤ ≤
−

. 

This is the non-negativity property of the defined SMs based on our proposed 

Hausdorff distance for SVNSs. Although both of 
( ( , )) (1)

(0) (1)
HD A Bψ ψ
ψ ψ

−
−

 and 

*( ( , )) (1)
(0) (1)

HD A Bψ ψ
ψ ψ

−
−

 are reliable SMs based on our proposed Hausdorff distances for 

SVNSs, we only define the SMs using our proposed average-based Hausdorff distance for 
SVNSs in the following. That can be formally defined as follows. 

Definition 10. For two SVNSs A  and B  defined in a finite universal set 

1 2 3{ , , ,..., }nX x x x x= , we define a similarity measure ( , )SM A B  on the basis of the average-

based Hausdorff distance *( , )HD A B  using a monotonically decreasing function ψ  as fol-
lows: 

*( ( , )) (1)( , )
(0) (1)

HD A BSM A B ψ ψ
ψ ψ

−=
−

 (7)

According to Definition 10, we can construct varioussimilarity measures for SVNSsthrough 
a usefully monotonically decreasing function ψ . For example, we use the simple linear function 

( ) 1x xψ = − , and then we give a new SM between two SVNSs A  and B  as 

*( , ) 1 ( , )LSM A B HD A B= −  (8)



Electronics 2023, 12, 201 10 of 17 
 

 

In a similar way, we can also use a simple rational function ( ) 1
1

x
x

ψ =
+

 to construct the 

following SM for two SVNSs A  and B  as 
*

*
1 ( , )( , )
1 ( , )R
HD A BSM A B
HD A B

−=
+

 (9)

Moreover, we consider another useful and well-known exponential function ( ) xx eψ −= , 
and then we formulate another SM in an exponential form as 

* ( , ) 1

1( , )
1

HD A B

E
e eSM A B

e

− −

−
−=

−
 (10)

4.3. Numerical Analysis and Illustration 
In this subsection, we give a synthetic example generated on the basis of intuititive 

configuration which is coherent and convincing to demonstrate the calculation of the larg-
est distance between two SVNSs from the nearest points of each other as well as the meas-
urement mechanism of our proposed methods to compute the Hausdorff distances be-
tween those two SVNSs in accordance with the decorum of genuine notion of Hausdorff 
metric presented by [26,30]. 

Example 1. Let A  andB  be two SVNSs defined over { }1 2 3 4, , ,X x x x x=  with 

{ }1 2 3 4,0.8,0.4,0.5 , ,0.7,0.3,0.4 , ,0.6,0.2,0.3 , ,0.5,0.1,0.1A x x x x=  

{ }1 2 3 4,0.8,0.5,0.3 , ,0.9,0.7,0.6 , ,0.7,0.4,0.2 , ,0.5,0.1,0.1B x x x x= . 

Intuitively, it can be seen that the 4th point of both SVNSs A  and B  in X  are the same. So, 
the 4th point of the SVNS B  in X  is the nearest point to the SVNS A  in X  and vice versa. 
Hence, we would calculate the distances from the 4th point of the SVNS B  in X  and to identify 
the farthest distance of the SVNS A  from it. Therefore, we present a graphical representation of 
these distances using Hamming distance, as shown in Figure 1. 

 

Figure 1. Distances from the 4th point of the SVNS B . 

From Figure 1, it can be seen that the 1st point of the SVNS A  in X  is has a largest 
distance from the 4th point of the SVNS B  in X . So, this distance is the maximum dis-
tance of the SVNS A  in X  from the nearest point of the SVNS B  in X  with the 
value of 0.333 . Likewise, it can be also seen that the 4th point of the SVNSs A  in X  
is the nearest point to the SVNS B  in X . Thus, we would compute the distances from 

0
0.1
0.2
0.3
0.4

D14 D24 D34 D44

Distances
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the 4th point of the SVNS A  in X  and to spot the farthest distance of the SVNS B  
from it. Hence, the graphical representation of these distances using Hamming distance 
is shown in Figure 2. 

 

Figure 2. Distances from the 4th point of the SVNS A . 

It can be seen from Figure 2 that the 2nd point of the SVNS B  in X  is at a maxi-
mum distance from the 4th point of the SVNS A  in X . And so, this is the largest dis-
tance of the SVNS B  in X  from the nearest point of the SVNS A  in X  with the 
value of 0.5 . Thus, the maximum one of these two farthest distances would be the largest 
distance between the SVNSs A  and B  in X  from the nearest points of each other. 
That is, { }max 0.333,0.5 0.5= . This can be graphically expressed in Figure 3.

 

 
Figure 3. Forward and backward mximum distances. 

From Figure 3, it can be seen that the distance of the SVNS B  in X  from the 4th 
point of the SVNS A  in X  is the largest distance. After implementing our proposed 
Hausdorff distances, we have the following results. The Hausdorff forward and backward 
direct distances between two SVNSs A  and B  in X  are ( , ) 0.333fh A B =  and 

( , ) 0.50bh A B = , respectively. Thus, the Hausdorff distances between the SVNSs A  and 

B  in X  is ( , ) max ( , ), ( , ) 0.50f bHD A B h A B h A B= = . By comparing the intuition 

based on these calculation results and those of our proposed Hausdorff distance, we can 
say that our proposed methods are well suited, logically reasonable and reliable to calcu-
late Hausdorff distance between two SVNSs as per the spirit of Hausdorff metrics between 
two sets. 

0
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0.4

0.6

d14 d24 d34 d44
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5. Application of the Proposed Methods in Multi-Criteria Decision Making 
In this section, we demonstrate the application and practicality of our proposed 

methods in multi-criteria decision making (MCDM) under the single-valued neutrosophic 
environment.We initially present the theoretical concept of implementing our proposed 
methods to solve MCDM problems. Suppose we have a set of k options/alternatives 

{ }1 2 3, , ,..., kO O O O O=  to be evaluated by decision makers with respect to a set of n 

quality criterion { }1 2 3, , ,..., nQ q q q q= . The evaluation value of the ith alternative iO  

on the basis of the jth criteria jq  can be represented mathematically as 

, ( ), ( ), ( ) , 1, 2,..., , 1, 2,...,
i i iij j O j O j O jM q T q I q F q i k j n= = = , which is a SVNN. 

Hence, we can represent the single-valued neutrosophic decision matrix (SVNDM) in a 
matrix notation as ( )ij k nM M ×= . That is, the value of ijM  is used to calculate the alter-

natives iO  on the basis of the quality criterion jq  in the set Q . 
It needs a theoretical standard to compare with, and to be in a position to rank the 

set of alternatives based on their strengths/characteristics and consequently to recognize 
the best alternative. In order to construct the theoretical standard as an ideal alternative, 
we extended the idea of positive ideal solution for Pythagorean fuzzy TOPSIS used by 
Hussian and Yang [38] to be the notion of ideal single-valued neutrosophic value (SVNV) 
used by Ye [27] for the construction of single valued neutrosophic MCDM method based 
on correlation coefficient, which can be presented as 

{ }* * * *, , , / ,  1, 2,...,j j j j jO q T I F q Q j n= ∈ =  (11)

where 
*

1,2,...
max ( ) ,j i ji k

T T q
=

= *

1,2,...
min ( ) ,j i ji k

I I q
=

=
 and 

*

1,2,...
min ( )j i ji k

F F q
=

=
 for 

1,2,...,j n= . 
We then utilize our proposed methods to compute the similarity between ideal alter-

native and all of the options under consideration. In this connection, an alternative is con-
sidered to be the best option which has a highest value of similarity with ideal alternative 
by using the principle of maximum similarity. That can be mathematically expressed as 

* *

1,2,...
max ( , )ii k

SM SM O O
=

=  (12)

That is, the ith alternative is the best option to choose, as it has the maximum similarity 
with the ideal alternative, as compared to the other options (symbolically). 

We next implement our proposed methods to solve two MCDM problems of a pri-
vate sector higher secondary school to show its practicality, and have been elaborated in 
the following. 

Example 2. It is a well known fact that the most precious feelings is the one that we truly matters, 
we meaningfully add value to the entire system and we are recognizing for that. In teaching learn-
ing, a positive feedback and recognition of the student’s efforts is a great stimulus to inspire and 
motivate the students for their continued progress and a good conduct. Every institution encour-
ages its students to be more productive in their learning through awards and rewards to develop a 
feeling of pride and sense of achievement. Student of the year award is one of the most worthy 
awards at a private sector higher secondary school to recognize the efforts of its students, who shows 
an outstanding performance in all of the three major domains (Curricular, ex-curricular and be-
havior/conduct). A committee of its field specialists, academicians and management had formulated 
the following set of criteria to evaluate the performance of the deserving students and to nominate 
the most deserving student for this outstanding award. (i) y1: Annual result score, (ii) y2: Partici-
pation in class, research projects and assignments, (iii) y3: Obedience, loyalty and community ser-
vice, (iv) y4: Conduct, punctuality and attendance, (v) y5: Club performance and leadership skills, 
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and (vi) y6: Relation with peers, admin staff and teachers. After a thorough evaluation of the stu-
dents, group of top three outstanding performers/students have been nominated and the character-
istics of these nominees { }1 2 3, ,N N N N=  have been expressed with the help of SVNNs, keeping 

in view the above designed set of criterion; { }1 2 3 4 5 6, , , , ,Y y y y y y y= . The summarized form of 
their evaluation values have been recorded and presented in the following single-valued neutro-
sophic decision matrix (SVNDM) of Table 3, in which all of the criterions are considered to be 
equally weighted. 

Table 3. Single-valued neutrosophic decision matrix (SVNDM). 

Students 
Criterion (Y) 

1y  2y  3y  4y  5y  6y  

1N  (0.93, 0, 0.07) (0.9, 0.2, 0.3) (0.88, 0.3, 0.1) (0.83, 0.2, 0.4) (0.9, 0.3, 0.1) (0.87, 0.22, 0.34) 

2N  (0.92, 0, 0.08) (0.8, 0.3, 0.4) (0.9, 0.3, 0.4) (0.8, 0.35, 0.2) (0.84, 0.4, 0.3) (0.86, 0.3, 0.4) 

3N  (0.91, 0, 0.09) (0.85, 0.4, 0.2) (0.8, 0.4, 0.2) (0.82, 0.3, 0.3) (0.9, 0.3, 0.4) (0.88, 0.4, 0.28) 

Firstly, we determine the ideal alternative with the help of Equation (11) as 

{ }*
1 2 3 4 5 6,0.93,0,0.7 , ,0.9,0.2,0.2 , ,0.9,0.3,0.1 , ,0.83,0.2,0.2 , ,0.9,0.3,0.1 , ,0.88,0.22,0.28N y y y y y y=  

In order to identify the best candidate among these top three nominees, we compute 
their similarity with the ideal alternative, using our proposed similarity measures. Fur-
thermore, keeping in view the principle of maximum similarity, we choose the student 
having highest value of similarity for the award of best student. After applying our pro-
posed methods, the results of similarity measure(s) between ideal alternative and the top 
three nominees have been furnished in the following Table 4. 

Table 4. Similarity measures between ideal alternative *N  and nominees ( 1, 2, 3)iN i = . 

SMs 
1N  2N  3N  

( , *)L iSM N N  0.933889 0.875977 0.898796 

( , *)R iSM N N  0.903611 0.82417 0.854633 

( , *)E iSM N N  0.909167 0.833461 0.862637 

From Table 4, it is clear that the student 1N  has the highest value of similarity with 
the ideal alternative as compared to the other two candidates. Hence we can say that the 
student 1N  can be chosen as the most excellent option for best student award. The overall 
rankings of the nominees as per their value of similarity with ideal alternative can be pre-
sented as 1 3 2N N N  . 

Example 3. A safe and secure campus environment is very important for all of the family members 
of the institution including students, faculty and staff to have a healthy learning and to deliver 
their best. Every institution is putting efforts to make their campuses safer place for the students 
to enable them to concentrate on learning the knowledge, skills and attitude needed for a meaning-
fully successful educational and professional career. Keeping in view the importance of campus 
safety and security, the top management of the private sector higher secondary school hired a team 
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of field specialists to constitute a committee including representatives from its administration and 
technical staff to evaluate the available options of CCTV camera brands. With mutual consensus, 
the members of committee had devised the following set of equally weighted criterion to assess the 
technicalities and quality of the available alternatives under consideration and to reach at a wise 
decision to purchase the best brand among them to strengthen the security system of the school. (i) 
C1:image sensor and motion detection, (ii) C2: Night vision and long distance real time transmis-
sion, (iii) C3: Wide dynamic range and quality of video, (iv) C4: Lens and weather resistance, (v) 
C5: On screen display and cloud storage, and (vi) C6: Power, auto gain control and outside control. 
After a comprehensive assessment of the received quotations/services, the committee had selected 
top four brands for further evaluation and to select the best alternative. The unanimous judg-
ment/opinion of the committee based on the designed criterion and characteristics information of 
the top four CCTV cameras have been articulated in the form of SVNNs. These four alternatives 
(Service Brands) and the set of criterion can be presented in the form of sets respectively as 

{ }1 2 3 4, , ,B B B B B=  and { }1 2 3 4 5 6, , , , ,C C C C C C C= .The overall summary of their evalua-
tion and characteristic information have been documented in the form of single-valued neutrosophic 
decision matrix (SVNDM) and demonstrated in the following Table 5, where *B  in the Table 5 
is the ideal alternative, computed using equation (11). We apply our similarity measures to calcu-
late the similarity of ideal alternative with all of the four options of CCTV cameras to choose the 
best one. We select the CCTV camera that has a highest similarity with the ideal alternative, using 
principle of maximum similarity. 

Table 5. Single-valued neutrosophic decision matrix (SVNDM). 

Services 
Brands 

Criterion (C) 

1C  2C  3C  4C  5C  6C  

1B  (0.85, 0.24, 0.2) (0.8, 0.28, 0.2) (0.84, 0.4, 0.3) (0.8, 0.2, 0.4) (0.82, 0.2, 0.4) (0.8, 0.2, 0.3) 

2B  (0.8, 0.3, 0.2) (0.78, 0.1, 0.3) (0.82, 0.3, 0.15) (0.7, 0.3, 0.4) (0.8, 0.3, 0.1) (0.82, 0.24, 0.4) 

3B  (0.9, 0.1, 0.2) (0.7, 0.3, 0.4) (0.8, 0.2, 0.2) (0.75, 0.2, 0.3) (0.8, 0.4, 0.2) (0.78, 0.3, 0.2) 

4B  (0.88, 0.2, 0.22) (0.84, 0.18, 0.28) (0.9, 0.2, 0.3) (0.8, 0.3, 0.2) (0.85, 0.2, 0.2) (0.9, 0.3, 0.2) 

*B  (0.89, 0.1, 0.2) (0.84, 0.1, 0.2) (0.9, 0.2, 0.15) (0.8, 0.2, 0.2) (0.85, 0.2, 0.1) (0.9, 0.2, 0.2) 

In Table 6, the results of similarity values of four alternatives with ideal option using 
our proposed similarity measures are presented. 

Table 6. Similarity values of *B  and ( 1,2,3,4)iB i = . 

SMs 
1B  2B  3B  4B  

( , *)L iSM B B  0.917222 0.873889 0.896111 0.932778 

( , *)R iSM B B  0.847101 0.776024 0.811777 0.874024 

( , *)E iSM B B  0.874321 0.812562 0.843899 0.897152 

Table 6 shows that the alternative 4B  has the highest value of similarity with the 
ideal option/alternative among all of the four available alternatives. It is therefore, using 
the principle of maximum similarity, 4B  can be chosen as the best CCTV camera among 



Electronics 2023, 12, 201 15 of 17 
 

 

the options under consideration for installation in the aforementioned private sector 
higher secondary school to fortify its security system. In addition, the overall alternatives 
can be ranked on the basis their similarity values with ideal alternative as 

4 1 3 2B B B B   . So these real examples and applications can justify the practicality 
and suitability of our proposed method to deal the MCDM problems in a simple and novel 
way. 

6. Managerial Insights and Advantages 
This section presents some of the managerial insights and advantages of our pro-

posed research study. In this paper, we demonstrate the design and structure of our pro-
posed SVN-MCDM method in detail to reinforce the understanding and theoretical foun-
dation of the managerial personnel and decision makers. We have discussed two real life 
MCDM problems including the selection of best CCTV camera among the top four brands 
available in the market to strengthen the campus safety of a private sector higher second-
ary school and also the selection process of the best student of the year for award with 
detailed critical to quality attributes. We further implement our SVN-MCDM method to 
solve these two real life problems of MCDM under SVNE with step-wise explanations of 
the scheme as well as the illustration of characteristics of the alternatives which are very 
important to comprehend and to reach at a better decision. On the basis of this detailed 
demonstration and articulation of the implementation procedure of our proposed SVN-
MCDM method in both of the MCDM problems, the managerial personnel and decision 
makers can easily accomplish a trustworthy and unbiased evaluation of the alternatives 
and identify a best choice among the alternatives under consideration. Furthermore, in 
our proposed Hausdorff distance method, there are multiple comparisons between the 
elements of two SVNSs to identify the nearest point/element of one set to another, and 
vice versa, for covering all of the aspects of distinction and eventually similarity prospects 
in its corresponding SMs. In addition, SVNSs are more powerful tools to express vague, 
imprecise and indeterminate information in a very good way. So it provides more space 
and flexibility for decision makers to express their judgment and evaluation values about 
the alternatives on the basis of some desirable features. Thus, the integration of Hausdorff 
distance and SVNSs can better provide a flexible room for decision makers and facilitate 
the MCDM process in a more healthy way. Our proposed SVN-MCDM method is very 
simple and easy to execute with logically strong grounds and appealing mathematical 
foundations. So the managers can easily handle any situation during the evaluation pro-
cess of the available options under consideration in the set of desired quality criterion with 
good understanding to execute MCDM process and to choose the deserving best alterna-
tive. A graphical representation of the SVN-MCDM process is furnished in Figure 4. 
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Figure 4. Graphical representation of SVN-MCDM process. 

7. Conclusions 
SVNS is a powerful tool to represent uncertain, imprecise, incomplete, and incon-

sistent information in a very comprehensive way to solve the real world problems of the 
engineering and scientific domains. In this paper, we proposed two novel Hausdorff dis-
tances for SVNSs which were based on the original definition of Hausdorff metric. We 
then developed some similarity measures (SMs) using our proposed Hausdorff distance 
for SVNSs. More theoretical properties of the proposed Hausdorff distance and SMs for 
SVNSs were presented. We also use an example to demonstrate that our proposed 
Hausdorff distance for SVNSs is logically reasonable and suitability as per the legitimate 
notion and idea of Hausdorff distance between two sets. Furthermore, we constructed a 
single-valued neutrosophic MCDM (SVN-MCDM) method with the help of our proposed 
SMs based on the proposed Hausdorff distances for SVNSs. In order to demonstrate its 
practicality and effectiveness, we apply our SVN-MCDM to solve two real world MCDM 
problems under single-valued neutrosophic environment to identify and select the best 
alternative as well as to rank overall alternatives. The computational results showed that 
our proposed method is feasible, valid and has a great potential in dealing real world 
MCDM problems. In our future works, we will extend our proposed SMs and Hausdorff 
distance for SVNSs to the complex neutrosophic systems and bi-polar neutrosophic envi-
ronments to address real MCDM problems in various fields, such as medical diagnosis, 
industrial engineering, renewable energy management and risk management. 

Author Contributions: Conceptualization, M.A. and M.-S.Y.; methodology, M.A. and M.-S.Y.; soft-
ware, M.A. and Z.H.; validation, M.A. and Z.H.; formal analysis, M.A. and Z.H.; investigation, M.A., 
Z.H. and M.-S.Y.; data curation, M.A. and Z.H; writing—original draft preparation, M.A.; writing—
review and editing, M.-S.Y.; visualization, M.A. and M.-S.Y.; supervision, M.-S.Y.; funding acquisi-
tion, M.-S.Y. All authors have read and agreed to the published version of the manuscript. 

Funding: This research was funded in part by the Ministry of Science and technology (MOST) of 
Taiwan under Grant MOST-110-2118-M-033-003-. 

Informed Consent Statement: Not applicable. 

Data Availability Statement: Not applicable. 

Conflicts of Interest: The authors declare no conflict of interest. 

References 
1. Zadeh, L.A. Fuzzy sets. Inf. Control 1965, 8, 338–353. 
2. Chang, S.T.; Lu, K.P.; Yang, M.S. Fuzzy change-point algorithms for regression models. IEEE Trans. Fuzzy Syst. 2015, 23, 2343–

2357. 
3. Lu, K.P.; Chang, S.T.; Yang, M.S. Change-point detection for shifts in control charts using fuzzy shift change-point algorithms 

Comput. Ind. Eng. 2016, 93, 12–27. 
4. Ruspini, E.H.; Bezdek, J.C.; Keller, J.M. Fuzzy clustering: A historical perspective. IEEE Comput. Intell. Mag. 2019, 14, 45–55. 
5. Atanassov, K.T. Intuitionistic fuzzy sets. Fuzzy Sets Syst. 1986, 20, 87–96. 
6. Atanassov, K.T. Intuitionistic Fuzzy Sets: Theory and Applications; Springer: Berlin/Heidelberg, Germany, 1999. 
7. Hwang, C.M.; Yang, M.S. New construction for similarity measures between intuitionistic fuzzy sets based on lower, upper and 

middle fuzzy sets. Int. J. Fuzzy Syst. 2013, 15, 359–366. 
8. Garg, H.; Kaur, J. A Novel (R,S)-norm entropy measure of intuitionistic fuzzy sets and its applications in multi-attribute deci-

sion-making. Mathematics 2018, 6, 92. https://doi.org/10.3390/math606009. 
9. Yang, M.S.; Hussian, Z.; Ali, M. Belief and plausibility measures on intuitionistic fuzzy sets with construction of belief-plausi-

bility TOPSIS. Complexity 2020, 4, 1–12. 
10. Smarandache, F. A Unifying Field in Logics. Neutrosophy: Neutrosophic Probability, Set and Logic; American Research Press: Reho-

both, DE, USA, 1999. 
11. Smarandache, F. Neutrosophic set-a generalization of the intuitionistic fuzzy set. Int. J. Pure Appl. Math. 2005, 24, 287–297. 
12. Wang, H.; Smarandache, F.; Zhang, Y.; Sunderraman, R.S. Single valued neutrosophic sets. Multispace Multistructure 2010, 4, 

410–413. 
13. Huang, H.L. New distance measure of single-valued neutrosophic sets and its application. Int. J. Intell. Syst. 2016, 31, 1021–1032. 



Electronics 2023, 12, 201 17 of 17 
 

 

14. Sodenkamp, M.A.; Tavana, M.; Caprio, D.D. An aggregation method for solving group multi-criteria decision-making problems 
with single-valued neutrosophic sets. Appl. Soft Comput. 2018, 71, 715–727. 

15. Chai, J.S.; Selvachandran, G.; Smarandache, F.; Gerogiannis, V.C.; Son, L.H.; Bui, Q.T.; Vo, B. New similarity measures for single-
valued neutrosophic sets with applications in pattern recognition and medical diagnosis problems. Complex Intell. Syst. 2021, 7, 
703–723. 

16. Khan, M.J.; Kumam, P.; Deebani, W.; Kumam, W.; Shah, Z. Distance and similarity measures for spherical fuzzy sets and their 
applications in selecting mega projects. Mathematics 2020, 8, 519. https://doi.org/10.3390/math8040519. 

17. Saqlain, M.; Riaz, M.; Saleem, M.A.; Yang, M.S. Distance and similarity measures for neutrosophic hypersoft set (NHSS) with 
construction of NHSS-TOPSIS and applications. IEEE Access 2021, 9, 30803–30816. 

18. Grzegorzewski, P. Distances between intuitionistic fuzzy sets and/or interval-valued fuzzy sets based on the Hausdorff metric. 
Fuzzy Sets Syst. 2004, 148, 319–328. 

19. Nalder, J.S. Hyperspaces of Sets; Marcel Dekker: New York, NY, USA, 1978. 
20. Yang, M.S.; Hussian, Z. Distance and similarity measures of hesitant fuzzy sets based on Hausdorff metric with applications to 

multi-criteria decision making and clustering. Soft Comput. 2019, 23, 5835–5848. 
21. Xu, D.; Xian, H.; Cui, X.; Hong, Y. A new single-valued neutrosophic distance for TOPSIS, MABAC and new similarity measure 

in multi-attribute decision-Making. IAENG Int. J. Appl. Math. 2020, 50, 72–79. 
22. Bhaumik, A.; Roy, S.K.; Weber, G.W. Multi-objective linguistic-neutrosophic matrix game and its applications to tourism man-

agement. J. Dyn. Games 2021, 8, 101–118. 
23. Ghosh, S.; Roy, S.K.; Verdegay, J.L. Fixed-charge solid transportation problem with budget constraints based on carbon emis-

sion in neutrosophic environment. Soft Comput. 2022, 26, 11611–11625. 
24. De, S.K.; Roy, B.; Bhattacharya, K. Solving an EPQ model with doubt fuzzy set: A robust intelligent decision-making approach. 

Knowl.-Based Syst. 2022, 235, 107666. 
25. Giri, B.K.; Roy, S.K. Neutrosophic multi-objective green four-dimensional fixed-charge transportation problem. Int. J. Mach. 

Learn. Cybern. 2022, 13, 3089–3112. 
26. Roy, B.; De, S.K.; Bhattacharya, K. Decision making in two-layer supply chain with doubt fuzzy set. Int. J. Syst. Sci. Oper. Logist. 

2022, 1–27. https://doi.org/10.1080/23302674.2022.2134751. 
27. Ye, J. Another form of correlation coefficient between single valued neutrosophic sets and its multiple attribute decision-making 

method. Neutrosophic Sets Syst. 2013, 1, 8–12. 
28. Das, S.K.; Roy, S.K. Effect of variable carbon emission in a multi-objective transportation-p-facility location problem under 

neutrosophic environment. Comput. Ind. Eng. 2019, 132, 311–324. 
29. Biswas, P.; Pramanik, S.; Giri, B.C. TOPSIS method for multi-attribute group decision-making under single-valued neutrosophic 

environment. Neural Comput. Appl. 2016, 27, 727–737. 
30. Garg, H. A novel divergence measure and its based TOPSIS method for multi criteria decision-making under single-valued 

neutrosophic environment. J. Intell. Fuzzy Syst. 2019, 36, 101–115. 
31. Zhang, Z.; Wu, C. A novel method for single-valued neutrosophic multi-criteria decision making with incomplete weight in-

formation. Neutrosophic Sets Syst. 2014, 4, 35–49. 
32. Jana, C.; Pal, M. Multi-criteria decision making process based on some single-valued neutrosophic Dombi power aggregation 

operators. Soft Comput. 2021, 25, 5055–5072. 
33. Xu, D.S.; Wei, C.; Wei, G.W. TODIM method for single-valued neutrosophic multiple attribute decision making. Information 

2017, 8, 125. 
34. Borah, G.; Dutta, P. Multi-attribute cognitive decision making via convex combination of weighted vector similarity measures 

for single-valued neutrosophic sets. Cogn. Comput. 2021, 13, 1019–1033. 
35. Zeng, S.; Luo, D.; Zhang, C.; Li, X. A correlation-based TOPSIS method for multiple attribute decision making with single-

valued neutrosophic information. Int. J. Inf. Technol. Decis. Mak. 2020, 19, 343–358. 
36. Ye, J. Multiple attribute group decision-making method with completely unknown weights based on similarity measures under 

single valued neutrosophic environment. J. Intell. Fuzzy Syst. 2014, 27, 2927–2935. 
37. Huttenlocher, D.P.; Klanderman, G.A.; Rucklidge, W.J. Comparing images using the Hausdorff distance. IEEE Trans. Pattern 

Anal. Mach. Intell. 1993, 15, 850–863. 
38. Hussian, Z.; Yang, M.S. Distance and similarity measures of Pythagorean fuzzy sets based on the Hausdorff metric with appli-

cation to fuzzy TOPSIS. Int. J. Intell. Syst. 2019, 34, 2633–2654. 

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual au-
thor(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to 
people or property resulting from any ideas, methods, instructions or products referred to in the content. 


