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Introduction: 
 
 The present work includes some of the author’s original researches on the integer 
solutions of equations and linear systems: 

1. The notion of “general integer solution” of a linear equation with two unknowns 
is extended to linear equations with n  unknowns and then, to linear systems. 

2. The properties of the general integer solution are determined (both of a linear 
equation and of a linear system). 

3. Seven original integer algorithms (two for linear equations and five for linear 
systems) are presented. The algorithms are carefully demonstrated and an 
example for each of them is presented. These algorithms can be easily introduced 
into computer. 
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INTEGER SOLUTIONS OF LINEAR EQUATIONS 

  
 Definitions and properties of the integer solutions of linear equations. 
 
 Consider the following linear equation: 

 (1)   ai xi
i=1

n

∑ = b ,  

with all ai ≠ 0  and b  in  Z . 
 Again, let  h ∈N , and  fi :Zh → Z , i = 1,n . (1,n  means: all integers from 1 to n ). 
 
 Definition 1. 
 xi = xi

0 , i = 1,n , is a particular integer solution of equation (1), if all  xi
0 ∈Z  and 

ai xi
0

i=1

n

∑ = b . 

 
 Definition 2. 
 xi = fi (k1,...,kh ) , i = 1,n , is the general integer solution of equation (1) if: 

 a) 
 

ai fi (k1,..., kh )
i=1

n

∑ = b;   ∀(k1,..., kh )∈Zh , 

 b) For any particular integer solution of equation (1), xi = xi
0 , i = 1,n , there exist 

0 0
1( ,..., ) h

hk k ∈Z  such that xi
0 = fi (k1

0 ,...,kh
0 )  for all i = 1,n  {i. e. any particular integer 

solution can be extracted from the general integer solution by parameterization}. 
 We will further see that the general integer solution can be expressed by linear 
functions.  

 For 1≤ i ≤ n  we consider the functions fi = cijk j + di
j=1

h

∑  with all  cij ,  di ∈Z . 

  
Definition 3. 

 A = (cij )i, j  is the matrix associated with the general solution of equation (1). 
  

Definition 4. 
 The integers k1,...,ks ,  1 ≤ s ≤ h  are independent if all the corresponding column 
vectors of matrix A  are linearly independent. 
 
 Definition 5. 
 An integer solution is s -times undetermined if the maximal number of 
independent parameters is s . 
 
 Theorem 1. The general integer solution of equation (1) is n −1( )-times 
undetermined. 
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 Proof: 
 We suppose that the particular integer solution is of the form:  

 (2) xi = uiePe + vi
e=1

r

∑ ,   i = 1,n , with all  uie,  vi ∈Z ,  

Pe  are parameters of  Z , while a ≤ r < n −1 . 
Let (x1

0 ,..., xn
0 )  be a general integer solution of equation (1) (we are not interested in 

the case when the equation does not have an integer solution). The solution: 

 

x j = ank j + x j
0 ,            j = 1,n −1

xn = − ajk j − xn
0

j=1

n−1

∑
⎛

⎝⎜
⎞

⎠⎟

⎧

⎨
⎪

⎩
⎪

 

is undetermined n −1( )-times (it can be easily checked that the order of the associated 
matrix is n −1 ). Hence, there are n −1  undetermined solutions. Let’s consider, in the 
general case, a solution be undetermined n −1( )-times: 

 xi = cijk j + di
j=1

n−1

∑ ,  i = 1,n  with all  cij ,  di ∈Z . 

 Consider the case when b = 0 . 
 Then  

  ai xi = 0
i=1

n

∑ .  

 It follows:  

  ai xi = ai
i=1

n

∑ cijk j + di
j=1

n−1

∑
⎛

⎝⎜
⎞

⎠⎟
= ai

i=1

n

∑ cijk j +
j=1

n−1

∑ ai
i=1

n

∑ di = 0
i=1

n

∑ . 

 For k j = 0 ,  j = 1,n −1  it follows that ai
i=1

n

∑ di = 0 . 

 For kj0
= 1  and kj = 0,   j ≠ j0 , it follows that ai

i=1

n

∑ cij0
= 0 . 

 Let’s consider the homogenous linear system of n  equations with n  unknowns: 

  
xi

i=1

n

∑ cij = 0,       j = 1,n −1

 xi
i=1

n

∑ di = 0

⎧

⎨
⎪⎪

⎩
⎪
⎪

 

which, obviously, has the solution xi = ai ,  i = 1,n  different from the trivial one. Hence 

the determinant of the system is zero, i.e., the vectors cj = c1 j ,...,cnj( )t , j = 1,n −1 , 

D = d1,...,dn( )t  are linearly dependent. 
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 But the solution being n −1( )-times undetermined it shows that cj ,  j = 1,n −1  are 

linearly independent. Then c1,...,cn−1( ) determines a free sub-module  Z  of order n −1  in 

 Zn  of solutions for the given equation. 
Let’s see what can we obtain from (2). We have: 

0 = ai
i=1

n

∑ xi = ai
i=1

n

∑ uiePe + vi
e=1

r

∑⎛⎝⎜
⎞
⎠⎟

.  

As above, we obtain: 

ai
i=1

n

∑ vi = 0  and aiuie0
= 0

e=1

r

∑   

similarly, the vectors Uh = u1h ,...,unh( ) are linearly independent, h = 1,r , Uh , h = 1,r  are 
V = v1,...,vn( ) particular integer solutions of the homogenous linear equation. 
 Sub-case (a1) 
 U,h = 1,r are linearly dependent. This gives { }1,..., rU U = the free sub-module of 

order r  in  Zn  of solutions of the equation. Hence, there are solutions from { }1 1,..., nV V −  

which are not from { }1,..., rU U ; this contradicts the fact that (2) is the general integer 
solution. 
 Sub-case (a2) 
 Uh ,  h = 1,r,  V  are linearly independent. Then { }1,..., rU U V+  is a linear variety 

of the dimension { }1 11 dim ,..., nn V V −< − =  and the conclusion can be similarly drawn. 

 Consider the case when b ≠ 0 . So, ai
i=1

n

∑ xi = b .  

Then: 

 
ai cijk j + di

j=1

n−1

∑
⎛

⎝⎜
⎞

⎠⎟
= aicij

i=1

n

∑⎛⎝⎜
⎞
⎠⎟j=1

n−1

∑ kj + ai
i=1

n

∑ di
i=1

n

∑ = b;   ∀(k1,...,kn−1)∈Zn−1 .  

As in the previous case, we obtain ai
i=1

n

∑ di = b  and ai
i=1

n

∑ cij = 0,       ∀ j = 1,n −1.  

The vectors ( ),...,
t

j ij njc c c= , j = 1,n −1 , are linearly independent because the solution is 

undetermined n −1( )-times. 

Conversely, if c1,...,cn−1,  D  (where D = d1,...,dn( )t ) were linearly dependent, it  

would mean that D = sjcj
j=1

n−1

∑ with all s j  scalar; it would also mean that 

b = ai
i=1

n

∑ di = ai
i=1

n

∑ sjcij
j=1

n−1

∑
⎛

⎝⎜
⎞

⎠⎟
= s j ai

i=1

n

∑ cij

⎛
⎝⎜

⎞
⎠⎟j=1

n−1

∑ = 0 . 

This is impossible. 
 
(3) Then { }1 1,..., nc c D− +  is a linear variety. 
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Let us see what we can obtain from (2). We have: 

b = ai
i=1

n

∑ xi = ai
i=1

n

∑ uiePe + vi
e=1

r

∑⎛⎝⎜
⎞
⎠⎟
= ai

i=1

n

∑ uie

⎛
⎝⎜

⎞
⎠⎟

Pe + ai
i=1

n

∑ vi
e=1

r

∑  

and, similarly: ai
i=1

n

∑ vi = b  and ai
i=1

n

∑ uie = 0,       ∀ e = 1,r , respectively. The vectors 

( )1 ,..., t
e e neU u u= , e = 1,r  are linearly independent because the solution is undetermined 

r -times. 
 A procedure like that applied in (3) shows that U1,...,Ur ,  V  are linearly 

independent, where ( )1,...,
t

nV v v= . Then { }1,..., rU U V+  = a linear variety = free sub-

module of order r < n −1 . That is, we can find vectors from { }1 1,..., nc c D− +  which are 

not from { }1,..., rU U V+ , contradicting the “general” characteristic of the integer number 
solution. Hence, the general integer solution is undetermined n −1( )-times. 
 
 Theorem 2. The general integer solution of the homogeneous linear equation 

ai xi
i=1

n

∑ = 0  (all { }\ 0ia ∈Z ) can be written under the form: 

 (4)  xi = cijk j ,   
j=1

n−1

∑ i = 1,n   

(with d1 = ... = dn = 0 ). 
 Definition 6. This is called the standard form of the general integer solution of a 
homogeneous linear equation. 
 Proof: 

We consider the general integer solution under the form: 

xi = cijPj + di ,   
j=1

n−1

∑ i = 1,n  

with not all di = 0 . We’ll show that it can be written under the form (4). The 
homogeneous equation has the trivial solution xi = 0,   i = 1,n . There is 

 p1
0 ,..., pn−1

0( )∈Zn−1  such that cij pj
0 + di = 0,   ∀

j=1

n−1

∑ i = 1,n . 

 Substituting: Pj = kj + pj ,   j = 1,n −1  in the form shown at the beginning of the 
demonstration, we will obtain form (4). We have to mention that the substitution does not 
diminish the degree of generality as  Pj ∈Z ⇔  kj ∈Z  because j = 1,n −1 . 
 
 Theorem 3. The general integer solution of a non-homogeneous linear equation is 
equal to the general integer solution of its associated homogeneous linear equation plus 
any particular integer solution of the non-homogeneous linear equation. 
 Proof: 
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 Let’s consider that 
1

1

,     1,
n

i ij j
j

x c k i n
−

=

= =∑ , is the general integer solution of the 

associated homogeneous linear equation and, again, let xi = vi ,   i = 1,n , be a particular 

integer solution of the non-homogeneous linear equation. Then 
1

1

+ ,     1,
n

i ij j i
j

x c k v i n
−

=

= =∑ , 

is the general integer solution of the non-homogeneous linear equation. 

 Actually, 
1 1

1 1 1 1 1 1

n n n n n n

i i i ij j i i ij j i i
i i j i j i

a x a c k v a c k a v b
− −

= = = = = =

⎛ ⎞ ⎛ ⎞
= + = + =⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
∑ ∑ ∑ ∑ ∑ ∑ ; 

if xi = xi
0 ,   i = 1,n , is a particular integer solution of the non-homogeneous linear 

equation, then xi = xi − vi ,   i = 1,n , is a particular integer solution of the homogeneous 
linear equation: hence, there is  (k1

0 ,...,kn−1
0 )∈Zn−1  such that  

cij
j=1

n−1

∑ kj
0 = x

i

0 − vi ,   ∀ i = 1,n ,  

i.e.: 

cij
j=1

n−1

∑ kj
0 + vi = x

i

0 ,   ∀ i = 1,n ,  

which was to be proven. 
 

 Theorem 4. If 
1

1

,   1,
n

i ij j
j

x c k i n
−

=

= =∑  is the general integer solution of a 

homogeneous linear equation ( ),..., 1ij njc c ∼  1, 1j n∀ = − . 

The demonstration is done by reduction ad absurdum. If 0 0,  1 1j j n∃ ≤ ≤ −  such 

that ( )0 0 0
,..., 1ij nj jc c d ≠ ±∼ , then cij0

= cij0

' dij0
 with ( )0 0

' ',..., 1,     1,ij njc c i n∀ =∼ . 

But xi = cij0

' ,  i = 1,n , represents a particular integer solution as 

ai
i=1

n

∑ xi = ai
i=1

n

∑ cij0

' = 1 / dj0
⋅ aicij0

= 0
i=1

n

∑   

(because xi = cij0
,    i = 1,n  is a particular integer solution from the general integer 

solution by introducing kj0
= 1  and kj = 0 , j ≠ j0 . But the particular integer solution 

xi = cij0

' ,    i = 1,n , cannot be obtained by introducing integer number parameters (as it 
should) from the general integer solution, as from the linear system of n  equations and 
n −1  unknowns, which is compatible. We obtain: 

  xi = cijk j
j=1
j≠ j0

n

∑ +cij0

' dj0
k j0

=cij0

' ,     i = 1,n . 

 Leaving aside the last equation – which is a linear combination of other n −1  
equations – a Kramerian system is obtained, as follows: 
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0

0

0

00 0

0 0

'
11 1, 1

'
1,1 1 1 1

'
11 1, 1

'
1,1 1 1 1

...... .......

:
... ... 1

....... ......

:
... ...

ij n

n n j n n
j

jij j n

n n j j n n

c c c

c c c
k

dc c d c

c c d c

−

− − − −

−

− − − −

= = ∉Z  

 
Therefore the assumption is false (end of demonstration). 

 
Theorem 5. Considering the equation (1) with ( )1,..., 1,   0na a b =∼  and the 

general integer solution xi = cijk j
j=1

n−1

∑ ,  i = 1,n , then  

 ( ) ( )1 1 1 1 1,..., , ,..., ,..., ,   1,i i n i ina a a a c c i n− + − ∀ =∼ .  
Proof: 
The demonstration is done by double divisibility. 

Let’s consider i0 ,   1≤ i0 ≤ n  arbitrary but fixed. xi0
= ci0 jk j

j=1

n−1

∑ . Consider the 

equation ai xi = −
i≠ i0

∑ ai0
xi0

  . We have shown that xi = cij ,   i = 1,n  is a particular integer 

solution irrespective of j,   a ≤ j ≤ n −1 .  
The equation ai xi = −

i≠ i0

∑ ai0
ci0 j  obviously, has the integer solution xi = cij ,   i ≠ i0 . 

Then ( )0 01 1 1,..., , ,...,i i na a a a− +  divides − ai0
ci0 j  as we have assumed, it follows that 

( )1,..., 1na a ∼ , and it follows that ( )0 0 01 1 1,..., , ,..., |i i n i ja a a a c− +  irrespective of j . Hence 

( ) ( )0 0 0 01 1 1 1 1,..., , ,..., | ,..., ,   1,i i n i i na a a a c c i n− + − ∀ = , and the divisibility in one sense was 

proven. 
Inverse divisibility: 
Let us suppose the contrary and consider that ∃i1 ∈1,n  for which 

( ) ( )1 1 1 1 1 11 1 1 1 2 1 1,..., , ,..., ,...,i i n i i i i na a a a d d c c− + −≠∼ ∼ ; we have considered di11  and di1 2  
without restricting the generality. di11 | di1 2  according to the first part of the 

demonstration. Hence,  ∃d ∈Z  such that 
1 12 1,  1i id d d d= ⋅ ≠ .  

xi1
= ci1 jk j

j=1

n−1

∑ =d ⋅di11 ci1 j
' kj

j=1

n−1

∑ ; 

ai xi
i=1

n

∑ = 0 ⇒ ai xi
i≠ i1

n

∑ = −ai1
xi1

ai xi = −ai1
d ⋅di11

i≠ i1

∑ ci1 j
' k j

j=1

n−1

∑ , 
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where ( )1 11 1,..., 1i i nc c − ∼ . 

 The non-homogeneous linear equation ai xi = −ai1
di11

i≠ i1

∑ has the integer solution 

because ai1
di11  is divisible by ( )1 11 1 1,..., , ,...,i i na a a a− + . Let’s consider that xi = x

i

0 ,   i ≠ i1 , 

is its particular integer solution. It follows that the equation ai
i=1

n

∑ xi = 0  the particular 

solution xi = x
i

0 ,   i ≠ i1,    xi1
= di1

, which is written as (5). We’ll show that (5) cannot be 
obtained from the general solution by integer number parameters: 

(6) 
cij

j=1

n−1

∑ kj = x
i

0 ,    i ≠ i1

d ⋅di11 cij
j=1

n−1

∑ kj = di11

⎧

⎨
⎪
⎪

⎩
⎪
⎪

 

But the equation (6) does not have an integer solution because d ⋅di11 | di11  thus, 
contradicting, the “general” characteristic of the integer solution. 
 As a conclusion we can write: 

 Theorem 6. Let’s consider the homogeneous linear equation ai
i=1

n

∑ xi = 0 , with all 

{ }\ 0ia ∈Z  and ( )1,..., 1na a ∼ . 

 Let 
1

,  1,
h

i ij j
j

x c k i n
=

= =∑ , with all  cij ∈Z , all kj  integer parameters and let’s 

consider  h ∈N  be a general integer solution of the equation. Then,  
1) the solution is undetermined n −1( )-times; 

2) ∀ j = 1,n −1  we have ( )1 ,..., 1j njc c ∼ ; 

3) ∀ i = 1,n  we have ( ) ( )1 1 1 1 1,..., ,..., , ,...,i in i i nc c a a a a− − +∼ . 
The proof results from theorems 1,4 and 5. 
 
Note 1. The only equation of the form (1) that is undetermined n -times is the 

trivial equation 0 ⋅ x1 + ...+ 0 ⋅ xn = 0 . 
 

 Note 2. The converse of theorem 6 is not true. 
  

Counterexample:  

(7) 
1 1 2

2 1 2

3 1 2 1 2

  
5 3
7  ;     ,

x k k
x k k
x k k k k

= − +⎧
⎪ = +⎨
⎪ = − ∈⎩ Z

 

is not the general integer solution of the equation 
(8) −13x1 + 3x2 − 4x3 = 0   
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although the solution (7) verifies the points 1), 2) and 3) of theorem 6. (1, 7, 2) is the 
particular integer solution of (8) but cannot be obtained by introducing integer number 
parameters in (7) because from  

  
1 2

1 2

1 2

 1
5 3 7
7   = 2     

k k
k k
k k

− + =⎧
⎪ + =⎨
⎪ −⎩

 

it follows that 1
2

k = ∉Z  and 3
2

k = ∉Z  (unique roots). 

 
 
  REFERENCE 
 

[1] Smarandache, Florentin – Whole number solution of linear equations and 
systems – diploma thesis work, 1979, University of Craiova (under the 
supervision of Assoc. Prof. Dr. Alexandru Dincă) 

 



 11

 

AN INTEGER NUMBER ALGORITHM TO SOLVE LINEAR 
EQUATIONS 

 
 An algorithm is given that ascertains whether a linear equation has integer number 
solutions or not; if it does, the general integer solution is determined. 
 
 Input 
 A linear equation a1x1 + ...+ anxn = b , with  ai ,b ∈Z , xi  being integer number 
unknowns, i = 1,n , and not all ai = 0 . 
 
 Output 
 Decision on the integer solution of this equation; and if the equation has solutions 
in  Z , its general solution is obtained. 
 
 Method 
 Step 1. Calculate ( )1,..., nd a a= . 
 Step 2. If d / b  then “the equation has integer solution”; go on to Step 3. If d / b  
then “the equation does not have integer solution”; stop. 
 Step 3. Consider h := 1 . If d ≠ 1 , divide the equation by d ; consider 

ai := ai / d,  i = 1,n,  b := b / d . 
 Step 4. Calculate a = min

as ≠0
as  and determine an i  such that ai = a . 

 Step 5. If a ≠ 1 then go to Step 7. 
 Step 6. If a = 1 , then: 
  (A) xi = −(a1x1 + ...+ ai−1xi−1 + ai+1xi+1 + ...+ anxn − b) ⋅ai  

(B) Substitute the value of xi  in the values of the other determined 
unknowns. 

(C) Substitute integer number parameters for all the variables of the 
unknown values in the right term: k1,k2 ,...,kn−2 , and kn−1  
respectively. 

(D) Write, for your records, the general solution thus determined; stop. 
Step7. Write down all aj ,  j ≠ i  and under the form:  

aj = aiqj + rj  

b = aiq + r  where qj =
aj

ai

⎡

⎣
⎢

⎤

⎦
⎥ , q =

b

ai

⎡

⎣
⎢

⎤

⎦
⎥ . 

 Step 8. Write xi = −q1x1 − ...− qi−1xi−1 − qi+1xi+1 − ...− qnxn + q − th . Substitute the 
value of xi  in the values of the other determined unknowns. 
 Step 9. Consider  
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a1 := r1
:

ai−1 := ri−1

ai+1 := ri+1

:

an := rn

⎧

⎨

⎪
⎪
⎪

⎩

⎪
⎪
⎪

  and  

ai := −ai

b := r

xi := th

h := h +1

⎧

⎨
⎪⎪

⎩
⎪
⎪

 

and go back to Step 4. 
 
 Lemma 1. The previous algorithm is finite. 
 Proof: 
 Let’s a1x1 + ...+ anxn = b  be the initial linear equation, with not all ai = 0 ; check 
for min

as ≠0
as = a1 ≠ 1  (if not, it is renumbered). Following the algorithm, once we pass 

from this initial equation to a new equation: ' ' '
1 1 2 2 ... 'n na x a x a x b+ + + = , with '

1 ia a<  for 

i = 2,n , b ' < b  and '
1 1a a= − . 

 It follows that 
'

'

10
min min

ss
s saa

a a
≠≠

< . We continue similarly and after a finite number 

of steps we obtain, at Step 4, a := 1  (the actual a  is always smaller than the previous a , 
according to the previous note) and in this case the algorithm terminates.  
 
 Lemma 2. Let the linear equation be: 
 (25)  1 1 2 2 ... n na x a x a x b+ + + = , with 10

min
s

sa
a a

≠
=  and the equation 

 (26) 1 1 2 2 ... n na t r x r x r− + + + = , with t1 = −x1 − q2x2 − ...− qnxn + q , where  

ri = ai − aiqi , i = 2,n , r = b − a1q  while qi =
ai

a
⎡
⎣⎢

⎤
⎦⎥

, 
1

br
a
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

. Then x1 = x1
0 , 

x2 = x2
0 ,…, xn = xn

0  is a particular solution of equation (25) if and only if  
t1 = t1

0 = −x1 − q2x2
0 − ...− qnxn

0 + q ,  x2 ,..., xn = xn
0  is a particular solution of equation 

(26). 
 Proof: 

x1 = x1
0 , x2 = x2

0 ,…, xn = xn
0 , is a particular solution of equation (25)⇔   

a1x1
0 + a2x2

0 + ...+ anxn
0 = b ⇔ a1x1

0 + (r2 + a1q2 )x2
0 + ...+ (rn + a1qn )xn

0 = a1q + r ⇔   
r2x2

0 + ...+ rnxn
0 − a1(−x1

0 − q2x2
0 − ...− qnxn

0 + q) = r ⇔ −a1t1
0 + r2x2

0 + ...+ rnxn
0 = r ⇔

0 0 0
1 1 2 2, ,..., n nt t x x x x⇔ = = =  is a particular solution of equation (26). 

 
 Lemma 3. 1 1 1 1...i i in n ix c k c k d− −= + + + , i = 1,n , is the general solution of equation 
(25) if and only if 

(28)  t1 = −(c11 + q2c21 + ...+ qncn1)k1 − ...− (c1n−1 + q2c2n−1 + ...+ qncnn−1)kn −  
 1 2 2( ... )n nd q d q d q− + + + + , 

 1 1 1 1 1...j j jn n jx c k c k d− −= + + + ,   j = 2,n  
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is a general solution for equation (26). 
 Proof: 
 t1 = t1

0 = −x1
0 − q2x2

0 − ...− qnxn
0 + q,  x2 = x2

0 ,..., xn = xn
0  is a particular solution of 

the equation (25) ⇔  0 0 0
1 1 2 2,  ,..., n nx x x x x x= = =  is a particular solution of equation (26) 

0 0
1 1 ,..., n nk k k k⇔ ∃ = ∈ = ∈Z Z  such that 

0 0 0
1 1 1 1...i i in n i ix c k c k d x− −= + + + = , i = 1,n   ⇔ ∃k1 = k1

0 ∈Z,...,kn = kn
0 ∈Z ,  

such that   
0 0 0

1 1 1 1...i i in n i ix c k c k d x− −= + + + = ,  i = 2,n ,  
and  

t1 = −(c11 + q2c21 + ...+ qncn1)k
1

0 − ...− (c1n−1 + q2c2n−1 + ...+ qncnn−1)k
n−1

0 −

(d1 + q2d2 + ...+ qndn ) + q = −x1
0 − q2x2

0 − ...− qnxn
0 + q = t1

0
 

  
 Lemma 4.  The linear equation  
 (29) 1 1 2 2 ... n na x a x a x b+ + + =  with a1 = 1 has the general solution: 

 (30) 

 

x1 = −(a2k2 + ...+ ankn − b)a1

xi = ki ∈Z
i = 2,n

⎧

⎨
⎪

⎩
⎪

 

 Proof: 
 Let’s consider x1 = x1

0 , x2 = x2
0 ,…, xn = xn

0 , a particular solution of equation (29). 
0 0

2 2 ,  n nk x k x∃ = = , such that ( )0 0 0 0 0
1 2 2 1 1 2 2... ,   ,...,n n n nx a x a x b a x x x x x= − + + − = = = . 

 Lemma 5. Let’s consider the linear equation 1 1 2 2 ... n na x a x a x b+ + + = , with 

1
0

min
s

s
a

a a
≠

=  and 1 ,   2,i ia a q i n= = . 

 Then, the general solution of the equation is: 

 
1 2 2( ... )

2,

n n

i i

x q k q k q
x k

i n

⎧ = − + + −
⎪

= ∈⎨
⎪ =⎩

Z  

 Proof: 
 Dividing the equation by a1  the conditions of Lemma 4 are met. 
 
 Theorem of Correctness. The preceding algorithm calculates correctly the 
general solution of the linear equation 1 1 ... n na x a x b+ + = , with not all ai = 0 . 
 Proof: 
 The algorithm is finite according to Lemma 1. The correctness of steps 1, 2, and 3 
is obvious. At step 4 there is always 

0
min

s
sa

a
≠

 as not all ai = 0 . The correctness of sub-

step 6 A) results from Lemmas 4 and 5, respectively. This algorithm represents a method 
of obtaining the general solution of the initial equation by means of the general solutions 
of the linear equation obtained after the algorithm was followed several times (according 
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to Lemmas 2 and 3); from Lemma 3, it follows that to obtain the general solution of the 
initial linear equation is equivalent to calculate the general solution of an equation at step 
6 A), equation whose general solution is given in algorithm (according to Lemmas 4 and 
5). The Theorem of correctness has been fully proven. 
 
 Note. At step 4 of the algorithm we consider 

0
: min

s
sa

a a
≠

=  such that the number of 

iterations is as small as possible. The algorithm works if we consider a := ai ≠ max
s=1,n

as  

but it takes longer. The algorithm can be introduced into a computer program. 
 
 Application  
 Calculate the integer solution of the equation: 

6x1 −12x2 − 8x3 + 22x4 = 14 . 
 
Solution 

 The previous algorithm is applied. 
 1. (6,−12,−8,22) = 2  
 2. 2 |14  therefore the solution of the equation is in  Z . 

3. h := 1;  2 ≠ 1; dividing the equation by 2 we obtain: 

3x1 = 6x2 − 4x3 +11x4 = 7 . 

 4. { }: min 3 ,  6 ,  4 ,  11 3,  1a i= − − = =  

 5. a ≠ 1  
 7. 6 3 ( 2) 0− = ⋅ − +  
  4 3 ( 2) 2− = ⋅ − +  
   11 3 3 2= ⋅ +  
    7 3 2 1= ⋅ +  
 8. x1 = 2x2 + 2x3 − 3x4 + 2 − t1  
 9. 

      

a2 := 0         a1 := −3

a3 := 2         b := 1

a4 := 2         x1 := t1

                    h := 2

 

 4. We have a new equation: 
  −3t1 − 0 ⋅ x2 + 2x3 + 2x4 = 1 

  { }: min 3 , 2 , 2a = −  and 

  i = 3  
 5. a ≠ 1  
 7. −3 = 2 ⋅ (−2) +1 
      0 = 2 ⋅0 + 0  
      2 = 2 ⋅1+ 0  
      1 = 2 ⋅0 + 0  
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 8. x3 = 2t1 + 0 ⋅ x2 − x4 + 0 − t2 . Substituting the value of x3  in the value 

determined for x1  we obtain: 1 2 4 1 22 5 3 2 2x x x t t= − + − +  

 9. a1 := 1 a3 := −2  
     a2 := 0  b := 1 

    a4 := 0  x3 := t2  
  h := 3 

4. We have obtained the equation: 
   2 2 2 41 0 2 0 1t x t x⋅ + ⋅ − ⋅ + ⋅ = , a = 1 , and i = 1  
6. (A) t1 = −(0 ⋅ x2 − 2t2 + 0 ⋅ x4 −1) ⋅1 = 2t2 +1  
    (B) Substituting the value of t1  in the values of x1  and x3  previously 

determined, we obtain:  
 x1 = 2x2 − 5x4 + 4t2 + 5  and  
 x3 = −x4 + 3t2 + 2  
    (C) x2 := k1 , x4 := k2 ,  t2 := k3 ,   k1,k2 ,k3 ∈Z  

(D)  The general solution of the initial equation is: 
x1 = 2k1 − 5k2 + 4k3 + 5  
x2 = k1   
x3 = −k2 + 3k3 + 2  
x4 = k2  
k1,k2 ,k3  are parameters  ∈Z  

 
 
  REFERENCE 
 

[1] Smarandache, Florentin – Whole number solution of equations and 
systems of equations – part of the diploma thesis, University of Craiova, 
1979. 

 



 16

 

ANOTHER INTEGER NUMBER ALGORITHM TO SOLVE 
LINEAR EQUATIONS (USING CONGRUENCES) 

 
 In this section is presented a new integer number algorithm for linear equation. 
This algorithm is more “rapid” than W. Sierpinski’s presented in [1] in the sense that it 
reaches the general solution after a smaller number of iterations. Its correctness will be 
thoroughly demonstrated. 
 
 

ANOTHER INTEGER NUMBER ALGORITHM TO SOLVE LINEAR 
EQUATIONS 

 
 Let’s us consider the equation (1); (the case  ai ,b ∈Q,  i = 1,n  is reduced to the 
case (1) by reducing to the same denominator and eliminating the denominators). Let 
d = (a1,...,an ) . If d | b  then the equation does not have integer solutions, while if  |d b/  
the equation has integer solutions (according to a well-known theorem from the number 
theory).  
 If the equation has solutions and d ≠  we divide the equation by d . Then d = 1  
(we do not make any restriction if we consider the maximal co-divisor positive). 
 Also, 

(a) If all ai  the equation is trivial; it has the general integer solution 

 xi = ki ∈Z,  i = 1,n , when b = 0  (the only case when the general solution is 
n -times undetermined) and does not have solution whenb ≠ 0 . 

(b) If ∃i,  1 ≤ i ≤ n  such that ai = ±1 then the general integer solution is: 

xi = −ai ajk j − b
j=1
j≠ i

n

∑
⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

 and  { } { },  1,..., \s sx k s n i= ∈ ∈  

The proof of this assertion was given in [4]. All these cases are trivial, therefore 
we will leave them aside. The following algorithm can be written: 
  
 Input  
 A linear equation:  

(2)  
 

ai
i=1

n

∑ xi = b,  ai ,b ∈Z,   ai ≠ ±1,  i = 1,n ,  

with not all ai = 0  and (a1,...,an ) = 1. 
 
 Output 
 The integer general solution of the equation.  
 
 Method 
 1. h := 1,  p := 1  
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 2. Calculate { }
1 ,
min ,  (mod ),  i j ji j n

r r a a r a
≤ ≤

≡ <  and determine r  and the pair 

(i, j)  for which this minimum can be obtained (when there are more possibilities we have 
to choose one of them). 
 3. If r ≠  go to step 4. 
     If r = 1 , then  
 

{ }

{ }

   1
,

   1
,

:

:

n

i j h s s
s

s i j

n
i i

j i h s s
sj j

s i j

x r a t a x b

a r r ax r a t a x b
a a

=
∉

=
∉

⎧ ⎛ ⎞
⎪ ⎜ ⎟= − − +⎪ ⎜ ⎟

⎜ ⎟⎪⎪ ⎝ ⎠
⎨

⎛ ⎞⎪ − −⎜ ⎟⎪ = + ⋅ +⎜ ⎟⎪ ⎜ ⎟⎪ ⎝ ⎠⎩

∑

∑

 

 
(A) Substitute the values thus determined of these unknowns in all the 

statements (p), p = 1,2,... (if possible). 
(B) From the last relation (p)  obtained in the algorithm substitute in all 

relations: p −1( ), p − 2( ),...,(1)  
(C) Every statement, starting in order from p −1( )  should be applied the 

same procedure as in (B): then p − 2( ),...,(3)  respectively. 

(D) Write the values of the unknowns xi ,  i = 1,n , from the initial 
equation (writing the corresponding integer number parameters from 
the right term of these unknowns with k1,...,kn−1 ), STOP. 

4. Write the statement (p) : x j = th −
ai − r

aj

xi  

5. Assign  x j := th   h := h +1 
   ai := r  p := p +1  
The other coefficients and variables remain unchanged go back to step 2. 

 
 The Correctness of the Algorithm 
 
 Let us consider linear equation (2). Under these conditions, the following 
properties exist: 
 
 Lemma 1. The set { } ,  (mod ),  0<i j jM r r a a r a= ≡ <  has a minimum. 

 Proof:  
 Obviously  M ⊂ N*  and M  is finite because the equation has a finite number of 
coefficients: n , and considering all the possible combinations of these, by twos, there is 
the maximum ARn

2  (arranged with repetition) = n2  elements. 
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 Let us show, by reduction ad absurdum, that  M ≠ Ø . 
  M ≠ Ø  ⇔  ai ≡ 0(modaj )  ∀i,  j = 1,n . Hence aj ≡ 0(modai )  ∀i,  j = 1,n . Or this 

is possible only when ai = aj ,  ∀i,  j = 1,n , which is equivalent to 

(a1,..,an ) = ai ,  ∀i ∈1,n . But (a1,..,an ) = 1 are a restriction from the assumption. It 
follows that ai = 1,n,  ∀i ∈1,n  a fact which contradicts the other restrictions of the 
assumption. 

 M ≠ 0  and finite, it follows that M has a minimum. 
 
 Lemma 2. If r = min

1≤i, j≤n
M , then r < ai ,  ∀i ∈1,n . 

 Proof: 
 We assume conversely, that ∃i0 ,  1 ≤ i0 ≤ n  such that r ≥ ai0

. 

Then { } 01
min  1j jj n

r a a
≤ ≤

≥ = ≠ ,  1≤ j0 ≤ n . Let ap0
,  1≤ p0 ≤ n , such that ap0

> aj0
 and 

ap0
 is not divided by aj

0 . 

There is a coefficient in the equation, aj0
 which is the minimum and the coefficients 

are not equal among themselves (conversely, it would mean that (a1,..,an ) = a1 = ±1  
which is against the hypothesis and, again, of the coefficients whose absolute value is 
greater that aij0

 not all can be divided by aj0
(conversely, it would similarly result in 

(a1,..,an ) = aj0
≠ ±1. 

 We write  ap0
/ aj0

⎡⎣ ⎤⎦ = q0 ∈Z  (integer portion), and  r = ap0
− q0aj0

∈Z . We have 

ap0
≡ r0 (modaj0

)  and 0 < r0 < aj0
< ai0

≤ r . Thus, we have found an r0  which r0 < r  

contradicts the definition of minimum given to r . 

Thus r < ai , ∀i ∈1,n . 
 
 Lemma 3. If r = min M = 1 for the pair of indices (i, j) , then: 
 

  

{ }

{ }

{ } { }

   1
,

   1
,

,  1,..., \ ,

n

i j h s s
s

s i j

n
i i

j i h s s
sj j

s i j

s s

x r a t a k b

a r r ax r a t a k b
a a

x k s n i j

=
∉

=
∉

⎧ ⎛ ⎞
⎪ ⎜ ⎟= − − +⎪ ⎜ ⎟

⎜ ⎟⎪ ⎝ ⎠⎪
⎛ ⎞⎪

− −⎪ ⎜ ⎟= + ⋅ +⎨ ⎜ ⎟
⎪ ⎜ ⎟

⎝ ⎠⎪
⎪ = ∈ ∈
⎪
⎪
⎪⎩

∑

∑

Z
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is the general integer solution of equation (2). 
 Proof: 
 Let xe = xe

0 ,  e = 1,n , be a particular integer solution of  equation (2). Then 

 ∃ks = xs
0 ∈Z,  s ∈ 1,...,n{ }\ i, j{ } and 

 
th = x j

0 +
ai − r

aj

xi
0 ∈Z  (because ai − r = Maj ) such 

that:   

{ }

0 0 0

   1
,

n
i

i j j i s s i
sj

s i j

a rx r a x x a x b x
a =

∉

⎛ ⎞−
= − + − + =⎜ ⎟⎜ ⎟

⎝ ⎠
∑  

 
{ }

0 0 0 0

   1
,

n
i i i

j j j i s s i
sj j j

s i j

a r a r r ax r a x x a x b x
a a a=

∉

⎛ ⎞− − −
= − + + − + =⎜ ⎟⎜ ⎟

⎝ ⎠
∑  

and { } { }0 ,  1,..., \ ,s s sx k x s n i j= = ∈ . 
 
 Lemma 4. Let r ≠  and i, j( ) be the pair of indices for which this minimum can 
be obtained. Again, let’s consider the system of linear equations: 
 

(3) { }
   1

,

n

j h i s s
s

s i j

i
h j i

j

a t rx a x b

a rt x x
a

=
∉

⎧ + + =⎪
⎪
⎨

−⎪ = +⎪
⎩

∑
 

 
Then xe = xe

0 ,  e = 1,n  is a particular integer solution for (2) if and only if xe = xe
0 , 

{ } { }1,..., \e n j∈  and th = th
0 = x j

0 +
ai − r

aj

xi  is the particular integer solution of (3). 

Proof: 
xe = xe

0 ,  e = 1,n  is a particular solution for (2) if and only if  

 
{ }

0 0 0 0 0

1    1
,

n n
i

e e s s j j i i
e s j

s i j

a ra x b a x a x x rx b
a= =

∉

⎛ ⎞−
= ⇔ + + + = ⇔⎜ ⎟⎜ ⎟

⎝ ⎠
∑ ∑  

{ }

0 0 0

   1
,

n

j h i s s
s

s i j

a t rx a x b
=

∉

⇔ + + =∑  and 
 
th

0 = x j
0 +

ai − r

aj

xi
0 ∈Z  ⇔ xe = xe

0 , 

{ } { }1,..., \e n j∈  and th = th
0  is a particular integer solution for (3). 

 
 Lemma 5.  The previous algorithm is finite. 
 Proof: 
 When r = 1  the algorithm stops at step 3. We will discuss the case when 
r ≠ 1 . According to the definition of  r,  r ∈N* . We will show that the row of 
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r − s  successively obtained by following the algorithm several times is 
decreasing with cycle, and each cycle is not equal to the previous, by 1. Let r1  be 
the first obtained by following the algorithm one time. r1 ≠ 1  then go to step 4, 

and then step 5. According to lemma 2, r1 < ai ,  ∀i = 1,n .  
Now we shall follow the algorithm a second time, but this time for an 

equation in which r1  (according to step 5) is substituted by ai . Again, according 
to lemma 2, the new r  written r2  will have the propriety: r2 < r1 . We will get 
to r = 1  because r ≥ 1  and r < ∞ , and if r ≠ 1 , following the algorithm once 
again we get r < r1  and so on. Hence, the algorithm has a finite number of 
repetitions. 
 
 Theorem of Correctness. The previous algorithm calculates the general 
solution of the linear equation correctly (2). 
 Proof: 
 According to lemma 5 the algorithm is finite. From lemma 1 it follows 
that the set M has a minimum, hence step 2 of the algorithm has meaning. When  
r = 1  it was shown in lemma 3 that step 3 of the algorithm calculates the general 

integer solution of the respective equation correctly the equation that appears at 
step 3). In lemma 4 it is shown that if r ≠ 1 the substitutions steps 4 and 5 
introduced in the initial equation, the general integer solution remains unchanged. 
That is, we pass from the initial equation to a linear system having the same 
general solution as the initial equation. The variable h  is a counter of the newly 
introduced variables, which are used to successively decompose the system in 
systems of two linear equations. The variable p is a counter of the substitutions of 
variables (the relations, at a given moment between certain variables). 
 When the initial equation was decomposed to r = 1 , we had to proceed in 
the reverse way, i.e. to compose its general integer solution. This reverse way is 
directed by the sub-steps 3(A), 3(B) and 3(C). The sub-step 3(D) has only an 
aesthetic role, i.e., to have the general solution under the form: xi = fi (k1 ,...,kn−1) , 
i = 1,n , fi  being linear functions with integer number of coefficients. This “if 
possible” shows that substitutions are not always possible. But when they are we 
must make all possible substitutions. 
 
 Note 1. The previous algorithm can be easily introduced into a computer 
program. 
 
 Note 2. The previous algorithm is more “rapid” than that of W. 
Sierpinski’s [1], i.e., the general integer solution is reached after a smaller number 
of iterations (or, at least, the same) for any linear equation (2).  

In the first place, both methods aim at obtaining the coefficient ±1  for at least 
one unknown variable. While Sierpinski started only by chance, decomposing the 
greatest coefficient in the module (writing it under the form of a sum between a 
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multiple of the following smaller coefficient (in the module) and the rest), in our 
algorithm this decomposition is not accidental but always seeks the smallest r  
and also choose the coefficients ai  and aj  for which this minimum is achieved. 
That is, we test from the beginning the shortest way to the general integer 
solution. Sierpinski does not attempt to find the shortest way; he knows that his 
method will take him to the general integer solution of the equation and is not 
interested in how long it will take. However, when an algorithm is introduced into 
a computer program it is preferable that the process time should be as short as 
possible. 
 

Example 1. 
Let us solve in  Z3  the equation 17x − 7y +10z = −12 . 
We apply the former algorithm. 
1. h = 1, p = 1  
2. r = 3,  i = 3,  j = 2  
3. 3 ≠ 1  go on to step 4. 

4. (1) y = t1 −
10 − 3

−7
⋅ z = t1 + z  

5. Assign 

 1

3

:        : 2
: 3     : 2

y t h
a p
= =
= =

 

with the other coefficients and variables remaining unchanged, go back to  
step 2. 
2. 1,  1,  3r i j= − = =  
3. −1 = 1  

 
x = −1(−3t2 − (−7t1) −12) = 3t2 − 7t1 −12

z = −1 17t2 + (−7t1) ⋅
17 − (−1)

3
+
−1−17

3
(−12)

⎛
⎝⎜

⎞
⎠⎟
= 17t2 + 42t1 − 72

 

(A) We substitute the values of x  and z  thus determined into the only 
statement (p)  we have: 
(1) 1 2 117 43 72y t z t t= + = − − + −  

 
(B) The substitution is not possible. 
(C) The substitution is not possible. 
(D) The general integer solution of the equation is: 

 

 

x = 3k1 − 7k2 +12

y = −17k1 + 43k2 − 72

z = −17k1 + 42k2 − 72;       k1,k2 ∈Z

⎧

⎨
⎪

⎩
⎪
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INTEGER NUMBER SOLUTIONS OF LINEAR SYSTEMS 
 

Definitions and Properties of the Integer Solution of a Linear System 
 
 Let’s consider  

(1)    aij
j=1

n

∑ x j = b
i
,    i = 1,m   

a linear system with all coefficients being integer numbers (the case with rational 
coefficients is reduced to the same). 
  
 Definition 1. x j = x j

0 ,   j = 1,n , is a particular integer solution of (1) if 

 x j
0 ∈Z,   j = 1,n  and aij x j

0

j=1

n

∑ = bi ,   i = 1,m . 

 Let’s consider the functions  f j :Zh → Z,   j = 1,n , where  h ∈N* . 
 
 Definition 2. x j = f j (k1,...,kh ),  j = 1,n , is the general integer solution for (1) if: 

 (a)   aij f j (k1,...,kh )
j=1

n

∑ = bi ,   i = 1,m , irrespective of ( )1,..., hk k ∈Z ; 

 (b)   Irrespective of x j = x j
0 , j = 1,n  a particular integer solution of (1) there is 

0 0
1( ,..., )hk k ∈Z such that f j (k1

0 ,...,kh
0 ) = x j ,  j = 1,n . (In other words the general solution 

that comprises all the other solutions.) 
 
 Property 1. 
 A general solution of a linear system of m  equations with n  unknowns, 
r(A) = m < n , is undetermined ( )n m− -times. 
 Proof: 
 We assume by reduction ad absurdum that it is of order r , 1 ≤ r ≤ n − m  (the case 
r = 0 , i.e., when the solution is particular, is trivial). It follows that the general solution is 
of the form: 

(S1)  

1 11 1 1 1

1 1

...
:

... ,    , 
parameters

r r

n n nr r n ih

h

x u p u p v

x u p u p v u i
p

= + + +⎧
⎪
⎪
⎨ = + + + ∀ ∈⎪
⎪ = ∈⎩

Z
Z

 

We prove that the solution is undetermined ( )n m− -times. 
The homogeneous linear system (1), resolved in r  has the solution:  
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x1 =
Dm+1

1

D
xm+1 + ...+

Dn
1

D
xn

:

xm =
Dm+1

m

D
xm+1 + ...+

Dn
m

D
xn

⎧

⎨

⎪
⎪

⎩

⎪
⎪
⎪

 

Let xi = xi
0 ,  i = 1,n , be a particular solution of the linear system (1).  

Considering 

   
xm+1 = D ⋅ km+1

:

xn = D ⋅ kn

⎧

⎨
⎪

⎩
⎪

 

we obtain the solution 

  

1 1 0
1 1 1 1

0
1 1

0
1 1 1

0

...
:

...

:
,                       parameters

m m n n

m m
m m m n n m

m m m

n n n j

x D k D k x

x D k D k x

x D k x

x D k x k

+ +

+ +

+ + +

⎧ = ⋅ + + ⋅ +
⎪
⎪
⎪ = ⋅ + + ⋅ +⎪
⎨

= ⋅ +⎪
⎪
⎪

= ⋅ + = ∈⎪⎩ Z

 

 
which depends on the n − m independent parameters, for the system (1). Let the solution 
be undetermined ( )n m− -times: 

(S2)  

1 11 1 1 1

1 1

...
:

...
,  ,  parameters

n m n m

n n nn m n m n

ij i j

x c k c k d

x c k u k d
c d k

− −

− −

= + + +⎧
⎪
⎪
⎨ = + + +⎪
⎪ ∈ = ∈⎩ Z Z

 

(There are such solutions, we have proved it before.) Let the system be: 

   
a11x1 + ...+ a1nxn = b1

:

am1x1 + ...+ amnxn = bm

⎧

⎨
⎪

⎩
⎪

 

xi  = unknowns ∈Z ,  ,  
iija b ∈Z . 

I. The case bi = 0,   i = 1,m  results in a homogenous linear system: 
 ai1xi + ...+ ainxn = 0;  i = 1,m . 
(S2)  ⇒ ai1 ci1k1 + ...+ c1n−mkn−m + d1( )+ ...+ ain cn1k1 + ...+ cnn−mkn−m + dn( )= 0  

0 = ai1c11 + ...+ aincn1( )k1 + ...+ ai1c1n−m + ...+ aincnn−m( )kn−m + ai1d1 + ...+ aindn( )
  ∀kj ∈Z  

 For 1 1 1... 0 ... 0n m i in nk k a d a d−= = = ⇒ + + = . 
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 For k1 = ...= kh−1 = kh+1 = ...= kn−m = 0  and 1  hk = ⇒  

 ⇒ ai1cih + ...+ aincnh( )+ ai1d1 + ...+ aindd
(n)( )= 0 ⇒

 ai1cih + ...+ aincnh = 0,  ∀ i = 1,m,  ∀ h = 1,n − m . 
The vectors  

Vh =

c1h

:

:

cnh

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

,   h = 1,n − m   

are the particular solutions of the system.  
 Vh ,   h = 1,n − m  also linearly independent because the solution is undetermined 
( )n m− -times { }1,..., n mV V d− +  is a linear variety that includes the solutions of the system 
obtained from (S2).  

Similarly for (S1) we deduce that  

Us =

U1s

:

:

Uns

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

, s = 1,r   

are particular solutions of the given system and are linearly independent, because (S1) is 

undetermined ( )n m− -times, and V =

V1

:

:

Vn

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

 is a solution of the given system. 

 Case (a) U1,...,Ur , V = linearly dependent, it follows that { }1,..., rU U is a free 
sub-module of order  r < n - m  of solutions of the given system, then, it follows that there 
are solutions that belong to{ }1,..., n mV V d− +  and which do not belong to { }1,..., rU U , a 
fact which contradicts the assumption that (S1) is the general solution. 
 
 Case (b) U1,...,Ur , V = linearly independent.  
{ }1,..., +VrU U  is a linear variety that comprises the solutions of the given system, which 

were obtained from (S1). It follows that the solution belongs to { }1,..., n mV V d− + and does 

not belong to { }1,..., +VrU U , a fact which is a contradiction to the assumption that (S1) is 
the general solution. 

II. When there is an 1,i m∈  with bi ≠ 0 then non-homogeneous linear system 
ai1xi + ...+ ainxn = b1,  i = 1,m  

(S2) ⇒ ai1 c11k1 + ...+ c1n−mkn−m + d1( )+ ...+ ain cn1k1 + ...+ cnn−mkn−m + dn( )= bi  
it follows that  
 ⇒ ai1c11 + ...+ aincn1( )k1 + ...+ ai1c1n−m + ...+ aincnn−m( )kn−m + ai1d1 + ...+ aindn( )= bi  



 26

 For k1 = ...= kn−m = 0 1 1 1...i in na d a d b⇒ + + = ; 
 For k1 = ... = kj−1 = kj+1 = ... = kn−m = 0  and 1jk = ⇒   

( ) ( )1 1 1... ...i j in nj in in n ia c a c a d a d b⇒ + + + + + =  it follows that  

1 1

1 1

... 0
;   1, ,  1,

...
i j in nj

i in n i

a c a c
i m j n m

a d a d b

+ + =⎧⎪ ∀ = ∀ = −⎨
+ + =⎪⎩

. 

Vj =

c1 j

:

cnj

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

,  j = 1,n − m , are linearly independent because the solution (S2) is 

undetermined ( )n m− -times. 

(?!)  ,  1,jV j n m= − , and d =
d1

:

dn

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

  

are linearly independent. 
We assume that they are not linearly independent. It follows that  

  d = s1V1 + ...+ sn−mVn−m =
s1c11 + ...+ sn−mc1n−m

:

s1cn1 + ...+ sn−mcnn−m

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

. 

Irrespective of  i = 1,m : 
 b1 = ai1d1 + ...+ aindn = ai1 s1c11 + ...+ sn−mc1n−m( )+ ...+ ain s1cn1 + ...+ sn−mcnn−m( )=  

= ai1c11 + ...+ aincn1( )s1 + ....+ ai1c1n−m + ...+ aincnn−m( )sn−m = 0 . 

Then, bi = 0 , irrespective of  i = 1,m , contradicts the hypothesis (that there is an i ∈1,m , 
bi ≠ 0 ). It follows that V1,...,Vn−m , d  are linearly independent. 
 { }1,..., n mV V d− +  is a linear variety that contains the solutions of the non-
homogeneous system, solutions obtained from (S2). Similarly it follows that 
{ }1,..., +rG G V  is a linear variety containing the solutions of the non-homogeneous 
system, obtained from (S1). 
 n - m > r  it follows that there are solutions of the system that belong to  
__________________________ 
“?!” means “to prove that” 
 
{ }1,..., n mV V d− +  and which do not belong to { }1,..., +rG G V , this contradicts the fact that  
(S1) is the general solution. Then, it shows that the general solution depends on the n − m  
independent parameters. 
 
 Theorem 1. The general solution of a non-homogeneous linear system is equal to 
the general solution of an associated linear system plus a particular solution of the non-
homogeneous system. 
 Proof: 
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 Let’s consider the homogeneous linear solution: 

   
11 1 1

1 1

... 0
: ,    ( 0)

... 0

n n

m mn n

a x a x
AX

a x a x

+ + =⎧
⎪ =⎨
⎪ + + =⎩

 

with the general solution: 
x1 = c11k1 + ...+ c1n−mkn−m + d1

:

xn = cn1k1 + ...+ cnn−mkn−m + dn

⎧

⎨
⎪

⎩
⎪

 

and  

   
x1 = x1

0

:

xn = xn
0

⎧

⎨
⎪

⎩
⎪

 

with the general solution a particular solution of the non-homogeneous linear system 
AX = b ; 
  

(?!)   

0
1 11 1 1 1

0
1 1

...
:

...

n m n m

n n nn m n m n n

x c k c k d x

x c k c k d x

− −

− −

⎧ = + + + +
⎪
⎨
⎪ = + + + +⎩

 

is a solution of the non-homogeneous linear system. 
 We note: 

  A =
a11... a1n

:

am1... amn

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

,   X =
x1

:

xn

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

,   b =
b1

:

bm

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

,  0 =
0

:

0

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

 

(vector of dimension m ), 

K =
k1

:

kn−m

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

,  C =
c11... c1n−m

:

cn1... cnn−m

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

,  d =
d1

:

dn

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

,  x0 =
x1

0

:

xn
0

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

; 

 
AX = A Ck + d + x0( )= A Ck + d( )+ AX 0 = b + 0 = b  
We will prove that irrespective of  

   
x1 = y1

0

:

xn = yn
0

 

there is a particular solution of the non-homogeneous system 
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0
1 1

0

   
:

n m n m

k k

k k− −

⎧ = ∈
⎪
⎨
⎪ = ∈⎩

Z

Z
,  

with the property: 
 

0 0 0 0
1 11 1 1 1 1 1

0 0 0 0
1 1 1

...
:

...

n n m

n n nn m n m n n

x c k c k d x y

x c k c k d x y

−

− −

⎧ = + + + + =
⎪
⎨
⎪ = + + + + =⎩

 

 We note Y 0 =
y1

0

:

yn
0

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

. 

We’ll prove that those  k j
0 ∈Z,  j = 1,n − m  are those for which A CX 0 + d( )= 0  

(there are such  X j
0 ∈Z  because  

x1 = 0

:

xn = 0

⎧

⎨
⎪

⎩
⎪

 

is a particular solution of the homogeneous linear system and X = CK + d  is a general 
solution of the non-homogeneous linear system)  

( ) ( )0 0 0 0 0 0 0 0  A CK d X Y A CK d AX AY b b+ + − = + + − = + − = . 
 

 Property 2 The general solution of the homogeneous linear system can be written 
under the form: 
 (SG) 

(2)  
x1 = c11k1 + ...+ c1n−mkn−m

:

xn = cn1k1 + ...+ cnn−mkn−m

⎧

⎨
⎪

⎩
⎪

 

kj  is a parameter that belongs to  Z  (with d1 = d2 = ...= dn = 0 ). 
 Poof: 
 (SG) = general solution. It results that (SG) is undetermined (n − m) -times. 
 Let’s consider that (SG) is of the form 

 (3)   
x1 = c11 p1 + ...+ c1n−m pn−m + d1

:

xn = cn1 p1 + ...+ cnn−m pn−m + dn

⎧

⎨
⎪

⎩
⎪

 

with not all di = 0 ; we’ll prove that it can be written under the form (2); the system has 
the trivial solution 
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x1 = 0 ∈Z
:

xn = 0 ∈Z

⎧

⎨
⎪

⎩
⎪

; 

it results that there are  pj ∈Z,  j = 1,n − m , 

 (4)  

0 0
1 11 1 1 1

0 0
1 1

... 0
:

... 0

n m n m

n n nn m n m n

x c p c p d

x c p c p d

− −

− −

⎧ = + + + =
⎪
⎨
⎪ = + + + =⎩

 

 Substituting pj = kj + pj
0 ,  j = 1,n − m  in (3) 

   
 

k j ∈Z

pj
0 ∈Z

⎫
⎬
⎪

⎭⎪
⇒ pj ∈Z , 

 

pj ∈Z

pj
0 ∈Z

⎫
⎬
⎪

⎭⎪
⇒ kj = pj − pj

0 ∈Z  

which means that that they do not make any restrictions. 
 It results that 

   

x1 = c11k1 + ...+ c1n−mkn−m + c11 p1
0 + ...+ c1n−m pn−m

0 + d1( )
:

xn = cn1k1 + ...+ cnn−mkn−m + cn1 p1
0 + ...+ cnn−m pn−m

0 + dn( )

⎧

⎨
⎪⎪

⎩
⎪
⎪

 

 But  
ch1 p1

0 + ...+ chn−m pn−m
0 + dh = 0,  h = 1,n  (from (4)). 

 Then the general solution is of the form: 

   
x1 = c11k1 + ...+ c1n−mkn−m

:

xn = cn1k1 + ...+ cnn−mkn−m

⎧

⎨
⎪

⎩
⎪

 

k j  = parameters  ∈Z , j = 1,n − m ; it results that d1 = d2 = ... = dn = 0 . 
 
 Theorem 2. Let’s consider the homogeneous linear system: 

a11x1 + ...+ a1nxn = 0

:

am1x1 + ...+ amnxn = 0

⎧

⎨
⎪

⎩
⎪

,   

r(A) = m , ah1,...,ahn( )= 1 , h = 1,m  and the general solution  

x1 = c11k1 + ...+ c1n−mkn−m

:

xn = cn1k1 + ...+ cnn−mkn−m

⎧

⎨
⎪

⎩
⎪

 

then  
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( ) ( )1 1 1 1,..., , ,..., ,...,h hi hi hn i in ma a a a c c− + −   

irrespective of h = 1,m  and i = 1,n . 
 Proof: 
 Let’s consider some arbitrary h ∈1,m  and some arbitrary i ∈1,n ; 
   ah1x1 + ...+ ahi−1xi−1 + ahi+1xi+1 + ...+ ahnxn = ahi xi .  

Because  
( )1 1 1,..., , ,...,h hi hi hn hia a a a a− +   

it results that  
( )1 1 1,..., , ,...,h hi hi hn id a a a a x− +=   

irrespective of the value of xi  in the vector of particular solutions. 
 For k2 = k3 = ... = kn−m = 0  and k1 = 1  we obtain the particular solution: 

   

x1 = c11

:

xi = ci1

:

xn = cn1

⎧

⎨

⎪
⎪⎪

⎩

⎪
⎪
⎪

⇒ d | ci1  

 For k1 = k2 = ... = kn−m−1 = 0  and kn−m = 1  it results the following particular 
solution: 

   

x1 = c1n−m

:

xi = cin−m

:

xn = cnn−m

⎧

⎨

⎪
⎪⎪

⎩

⎪
⎪
⎪

⇒ d | cin−m ;  

hence 
d | cij ,  j = 1,n − m ⇒ d ci1,...,cin−m( ). 

 
 Theorem 3. 
 If  

   
x1 = c11k1 + ...+ c1n−mkn−m

:

xn = cn1k1 + ...+ cnn−mkn−m

⎧

⎨
⎪

⎩
⎪

 

kj  = parameters  ∈Z ,  cij ∈Z  being given, is the general solution of the homogeneous 
linear system 

   
a11x1 + ...+ a1nxn = 0

:

am1x1 + ...+ amnxn = 0

⎧

⎨
⎪

⎩
⎪

,   r(A) = m < n  
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then ( )1 ,..., 1j njc c = ,  ∀j = 1,n − m . 
 Proof: 
 We assume, by reduction ad absurdum, that there is ( )0 00 11, : ,...,j njj n m c c d∈ − =  

we consider the maximal co-divisor > 0 ; we reduce to the case when the maximal co-
divisor is −d  to the case when it is equal to d  (non restrictive hypothesis); then the 
general solution can be written under the form: 

(5)  
x1 = c11k1 + ...+ c1 j0

' dkj0
+ ...+ c1n−mkn−m

:

xn = cn1k1 + ...+ cnj0

' dkj0
+ ...+ cnn−mkn−m

⎧

⎨
⎪

⎩
⎪

 

where ( )0 0 0 0

',.., ,  ij nj ij ijd c c c d c= = ⋅  and ( )0 0

' ',..., 1ij njc c = . 

 We prove that  

   
x1 = c1 j0

'

:

xn = cnj0

'

⎧

⎨
⎪

⎩
⎪

 

is a particular solution of the homogeneous linear system. 
 We’ll note: 

   C =

c11  ... cij0

'   d  ... c1n−m

:          :             :

cn1  ... cnj0

'   d  ... cnn−m

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

,  k =

k1

:

k j0

:

kn−m

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟

 

 x C k= ⋅  the general solution. 

 We know that AX = 0 ⇒ A(CK ) = 0 ,  A =
a11... a1n

:

an1... amn

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

. 

 We assume that the principal variables are x1,..., xm  (if not, we have to renumber). 
It follows that xm+1,..., xn  are the secondary variables. 
 For k1 = ... = kj0 −1 = kj0 +1 = ... = kn−m = 0  and kj0

= 1  we obtain a particular 
solution of the system 

 
x1 = c1 j0

' d

:

xn = cnj0

' d

⎧

⎨
⎪

⎩
⎪

⇒ 0 = A

c1 j0

' d

:

cnj0

' d

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
= d ⋅ A

c1 j0

'

:

cnj0

'

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⇒ A

c1 j0

'

:

cnj0

'

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
= 0 ⇒

x1 = c1 j0

'

:

xn = cnj0

'

⎧

⎨
⎪

⎩
⎪

 

is the particular solution of the system. 
 We’ll prove that this particular solution cannot be obtained by  
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 (6)  
x1 = c11k1 + ...+ c1 j0

' dkj0
+ ...+ c1n−mkn−m = c1 j0

'

:

xn = cn1k1 + ...+ cnj0

' dkj0
+ ...+ cnn−mkn−m = cnj0

'

⎧

⎨
⎪

⎩
⎪

  

 

 (7)  
0 0

0 0 0

' '
1 1 1 1 1, 1

' '
1 1

... ...

:
... ...

m m m j m n m n m m j

n n nj j nn m n m nj

x c k c dk c k c

x c k c dk c k c

+ + + + − − +

− −

⎧ = + + + + =
⎪
⎨
⎪ = + + + + =⎩

 

 

   
0

0

1,1 1 1,

,1 ,

'
1,1 1 1,

'
,1 ,

 ...   ... 

   :             :      0.     :
    ...      ...   

  
 ...   ... 

   :             :      0.      :
    ...       ...   

m m j m n m

h nj n n m
j

m m j m n m

h nj n n

c c c

c c c
k

c c d c

c c d c

+ + + −

−

+ + + −

⇒ =
1

m

d

−

= ∉Z  

(because 1d ≠ ). 
 It is important to point out the fact that those k j = k j

0 , j = 1,n − m , that satisfy the 
system (7) also satisfy the system (6), because, otherwise (6) would not satisfy the 
definition of the solution of a linear system of equations (i.e., considering the system (7) 
the hypothesis was not restrictive). From  X j0

∈Z  follows that (6) is not the general 
solution of the homogeneous linear system contrary to the hypothesis); then 
( )1 ,..., 1j njc c = , irrespective of j = 1,n − m . 
 
 Property 3. Let’s consider the linear system 

   
a11x1 + ...+ a1nxn = b1

:

am1x1 + ...+ amnxn = bm

⎧

⎨
⎪

⎩
⎪

 

 aij ,bi ∈Z ,  r(A) = m < n , x j = unknowns  ∈Z  
 Resolved in  R , we obtain 

   
x1 = f1 xm+1,..., xn( )
:

xm = fm xm+1,..., xn( )

⎧

⎨
⎪

⎩
⎪

 ,  x1,..., xm  are the main variables, 

where fi  are linear functions of the form: 

   fi =
cm+1

i xm+1 + ...+ cn
i xn + ei

di

,  

where  cm+ j
i ,  di ,  ei ∈Z ;  i = 1,m,  j = 1,n − m . 
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 If 
 

ei

di

∈Z  irrespective of i = 1,m  then the linear system has integer solution. 

 Proof: 
 For  1 ≤ i ≤ m,  xi ∈Z , then  f j ∈Z . Let’s consider 
 

 

xm+1 = um+1km+1

:

xn = unkn

:

x1 = vm+1
1 km+1 + ...+ vn

1kn +
e1

d1

:

xm = vm+1
m km+1 + ...+ vn

mkn +
em

dm

⎧

⎨

⎪
⎪
⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪
⎪
⎪

 

a solution, where um+1  is the maximal co-divisor of the denominators of the fractions 
cm+ j

i

di

,  i = 1,m,  j = 1,n − m  calculated after their complete simplification.  

 
vm+ j

i =
cm+ j

i um+ j

di

∈Z  is a (n − m) -times undetermined solution which depends on 

n − m  independent parameters km+1,...,kn( ) but is not a general solution. 
 
Property 4. Under the conditions of property 3, if there is an 

i0 ∈1,m :  fi0
= um+1

i0 xm+1 + ...+ un
i0 xn +

ei0

di0

 with  um+ j
i0 ∈Z , 1,j n m= − , and 

 

ei0

di0

∉Z  then the 

system does not have integer solution. 
Proof: 
∀xm+1,..., xn  in  Z , it results that  xi0

∉Z . 
 
Theorem 4. Let’s consider the linear system 

a11x1 + ...+ a1nxn = b1

:

am1x1 + ...+ amnxn = bm

⎧

⎨
⎪

⎩
⎪

 

 aij ,bi ∈Z , x j = unknowns  ∈Z , r(A) = m < n . If there are indices 1≤ i1 < ... < im ≤ n,  

{ }1, 2,..,hi n∈ ,  h = 1,m , with the property: 
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1

1

1 1 ... 

:          : 0
 ... 

m

m

i i

mi mi

a a

a a
Δ = ≠  and  

 

2

1

2

1 1 1

 

  ... 

:     :        :
 ... 

m

m

i i

m mi mi

ix

b a a

b a a
Δ =  is divided by Δ  

  .  
  . 
  . 

1 1

1 1

1 1 1...  

:          :       :
...  

m

m

m

i i

mi mi m

ix

a a b

a a b

−

−

Δ =  is divided by Δ  

then the system has integer number solutions. 
Proof: 
We use property 3 

di = Δ,  i = 1, m;  eih
= Δxih

,  h = 1, m  

 
Note 1. It is not true in the reverse case. 
 
Consequence 1. Any homogeneous linear system has integer number solutions 

(besides the trivial one); r(A) = m < n . 
Proof: 

Δxih
= 0 :Δ , irrespective of h = 1,m . 

 
Consequence 2. If  Δ = ±1 , it follows that the linear system has integer number 

solutions. 
Proof: 
Δxih

: (±1) , irrespective of h = 1,m ; 

 
Δxih

∈Z . 
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FIVE INTEGER NUMBER ALGORITHMS  

TO SOLVE LINEAR SYSTEMS 
 
 This section further extends the results obtained in chapters 4 and 5 (from linear 
equation to linear systems). Each algorithm is thoroughly proved and then an example is 
given. 
 Five integer number algorithms to solve linear systems are further given. 
 
 Algorithm 1. (Method of Substitution) 
 (Although simple, this algorithm requires complex computations but is, 
nevertheless, easy to implement into a computer program). 
 Some integer number equation are initially solved (which is usually simpler) by 
means of one of the algorithms 4 or 5. (If there is an equation of the system which does 
not have integer systems, then the integer system does not have integer systems, then 
Stop.) The general integer solution of the equation will depend on n −1 integer number 
parameters (see [5]): 

   (p1)  xi1
= fi1

(1) k1
(1),...,kn−1

(1)( ), i = 1,n ,  

where all functions fi1

(1)  are linear and have integer number coefficients. 
 This general integer number system (p1)  is introduced into the other m −1  
equations of the system. We obtain a new system of m −1  equations with n −1  unknown 
variables: 
   

1

(1)
ik , i1 = 1,n −1 ,  

which is also to be solved with integer numbers. The procedure is similar. Solving a new 
equation, we obtain its general integer solution: 

   (p2 )  ki2

(1) = fi2

(2) k1
(2),...,kn−2

(2)( ), i2 = 1,n −1 ,  

where all functions fi2

(2)  are linear, with integer number coefficients. (If, along this 
algorithm we come across an equation, which does not have integer solutions, then the 
initial system does not have integer solution. Stop.) 
 In the case that all solved equations had integer system at step ( ),  1j j r≤ ≤  
( r being of the same rank as the matrix associated to the system) then: 
   (pj )  kij

( j−1) = fij

( j ) k1
( j ),...,kn− j

( j )( ), i j = 1,n − j +1 ,   

fij

( j )  are linear functions and have integer number coefficients.  
 Finally, after r steps, and if all solved equations had integer solutions, we obtain 
the integer solution of one equation with n − r +1 unknown variables. 
 The system will have integer solutions if and only if in this last equation has 
integer solutions.  
 If it does, let its general integer solution be: 

   (pr )  ( )( 1) ( ) ( ) ( )
1 1,...,

r r

r r r r
i i nk f k k−

−= , ir = 1,n − r +1,  
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where all fir

(r )  are linear functions with integer number coefficients. 
 We’ll present now the reverse procedure as follows. 
 We introduce the values of kir

(r−1) , ir = 1,n − r +1, at step pr  in the values of  

   
1

( 2)
r

r
ik
−

− , ir−1 = 1,n − r + 2  
from step (pr−1) . 
 It follows: 
 ( ) ( )( ) ( )

1 1 1

( 2) ( 1) ( ) ( ) ( ) ( ) ( ) ( ) ( 1) ( ) ( )
1 1 1 1 1,..., ,..., ,..., ,...,

r r r

r r r r r r r r r r r
i i n r n r n r i n rk f f k k f k k g k k
− − −

− − −
− − + − −= = , 

ir−1 = 1,n − r −1 , from which it follows that gir

(r−1)  are linear functions with integer 
number coefficients. 
 Then follows those (pr−2 )  in (pr−e )  and so on, until we introduce the values 
obtained at step (p2 )  in those from the step (p1) .  
 It will follow:   
   xij

= gi
1 k1

(r ) ,...,kn− r
(r )( )  

notation ( )
1 1 ,...,i n rg k k − , i = 1,n , with all 

1i
g  most obviously, linear functions with 

integer number coefficients (the notation was made for simplicity and aesthetical 
aspects). This is, thus, the general integer solution, of the initial system. 
 
 The correctness of Algorithm 1.  
 The algorithm is finite because it has r  steps on the forward way and r −1 steps 
on the reverse, (r < +∞) . Obviously, if one equation of one system does not have (integer 
number) solutions then the system does not have solutions either. 
 Writing S for the initial system and Sj  the system resulted from step (pj ) , 
1 ≤ j ≤ r − 2 , it follows that passing from (pj )  to (pj+1)  we pass from a system Sj  to a 
system Sj+1  equivalent from the point of view of the integer number solution, i.e.  

   kij

( j−1) = tij

0 ,  i j = 1,n − j +1 , 
which is a particular integer solution of the system Sj  if and only if  

   kij+1

( j ) = hij+1

0 , i j+1 = 1,n − j ,  
is a particular integer solution of the system Sj+1  where  

   kij+1

0 = fij+1

( j+1) t1
0 ,..., tn− j+1

0( ), i j+1 = 1,n − j .  
 Hence, their general integer solutions are also equivalent (considering these 
substitutions). Such that, in the end, resolving the initial system S  is equivalent with 
solving the equation (of the system consisting of one equation) Sr−1  with integer number 
coefficients. It follows that the system S  has integer number solution if and only if the 
systems Sj  have integer number solution, 1 ≤ j ≤ r −1 . 
 
 Example 1. By means of algorithm 1, let us calculate the integer number solution 
of the following system: 
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 (S)    
  5x − 7y − 2z + 6w = 6

−4x + 6y − 3z +11w = 0

⎧
⎨
⎩

 

 Solution: We solve the first integer number equation. We obtain the general 
solution (see [4] or [5]): 

(p1)    

x = t1 + 2t2

y = t1

z = −t1 + 5t2 + 3t3 − 3

w = t3

⎧

⎨
⎪⎪

⎩
⎪
⎪

 

where  t1,  t2 ,  t3 ∈Z . 
 Substituting in the second, we obtain the system: 

 (S1)    5t1 − 23t2 + 2t3 + 9 = 0 . 
 Solving this integer equation we obtain its general integer solution: 

 (p2 )    
t1 = k1

t2 = k1 + 2k2 +1

t3 = 9k1 + 23k2 + 7

⎧

⎨
⎪

⎩
⎪

 

where  k1,  k2 ∈Z . 
 The reverse way. Substituting (p2 )  in (p1)  we obtain: 

     

x = 3k1 + 4k2 + 2

y = k1

z = 31k1 + 79k2 + 23

w = 9k1 + 23k2 + 7

⎧

⎨
⎪⎪

⎩
⎪
⎪

 

where  k1,  k2 ∈Z , which is the general integer solution of the initial system (S) . Stop. 
 
 Algorithm 2. 
 Input 
 A linear system (1) without all aij = 0 . 
 Output 
 We decide on the possibility of an integer solution of this system. If it is possible, 
we obtain its general integer solution. 
 
 Method 
 1. t = 1,  h = 1,  p = 1  
 2. (A) Divide each equation by the largest co-divisor of the coefficients of the 
unknown variables. If you do not obtain an integer quotient for at least one equation, then 
the system does not have integer solutions. Stop.  
     (B) If there is an inequality in the system, then the system does not have integer 
solutions. Stop. 
     (C) If repetition of more equations occurs, keep one and if an equation is an 
identity, remove it from the system. 
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 3. If there is (i0 , j0 )  such that ai0 j0
= 1  then obtain the value of the variable 

x j0
from equation i0 ; statement (Tt ) . 

 Substitute this statement (where possible) in the other equations of the system and 
in the statement (Tt−1) , (Hh )  and (Pp )  for all i,  h , and p . Consider t := t +1 , remove 
equation (i0 )  from the system. If there is no such a pair, go to step 5. 

4. Does the system (left) have at least one unknown variable? If it does, consider  
the new data and go on to step 2. If it does not, write the general integer solution of the 
system substituting k1,  k2 ,...  for all variables from the right term of each expression 
which gives the value of the unknowns of the initial system. Stop. 

5. Calculate 
( ){ }1 2 2

1 2, ,
min mod ,  0ij ij iji j j

a r a r a r a= ≡ < <  

and determine the indices i,  j1,  j2  as well as the r  for which this minimum can be 
calculated. (If there are more variables, choose one arbitrarily.) 

6. Write: xj2
= th

aij1
− r

aij2

xij2
, statement (Hh ) . Substitute this statement (where  

possible in all the equations of the system and in the statements (Tt ),  (Hh )  and (Pp )  for 
all t,  h , and p . 

7. (A) If a ≠ 1 , consider xj2
:= th ,  h := h +1 , and go on to step 2. 

(B) If a = 1 , then obtain the value of xj1
 from the equation (i) ; statement 

(Pp ) . Substitute this statement (where possible in the other equations of the 
system and in the relations (Tt ),  (Hh )  and (Pp−1)  for all t,  h , and p . 

Remove the equation (i)  from the system. 
Consider h := h +1,  p := p +1 , and go back to step 4. 
 
The correctness of  algorithm 2. Let consider system (1). 
 
Lemma 1. We consider the algorithm at step 5. Also, let 

( ){ }1 2 2 1 2,  mod ,  0 ,  ,  ,  1, 2,3,...ij ij ijM r a r a r a i j j= ≡ < < = . 

Then  M ≠ Ø . 
Proof: 
Obviously, M is finite and  M ⊂ N* . Then, M  has a minimum if and only if  

 M ≠ Ø . We suppose, conversely, that  M = Ø . Then  
aij2

≡ 0(modaij2
),  ∀ i,  j1,  j2 .  

It follows as well that  
aij2

≡ 0(modaij1
),  ∀ i,  j1,  j2 .  

That is  
aij1

= aij2
,  ∀ i,  j1,  j2 . 

 We consider an i0  arbitrary but fixed. It is clear that  
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 (ai0 1,...,ai0 n ) : ai0 j ≠ 0,  ∀j   
(because the algorithm has passed through the sub-steps 2(B) and 2(C). But, because it 
has also passed through step 3, it follows that  

ai0 j ≠ 1,  ∀j , 
but as it previously passed through step 2(A), it would result that  

ai0 j = 1,  ∀j . 
 This contradiction shows that the assumption is false. 
 
 Lemma 2.  Let’s consider 

0 1 2
(mod )i j ija r a≡ . Substitute  

xj2
= th −

ai0 j − r

ai0 j2

xj1
  

in system (A) obtaining system (B). Then  
xj = xj

0 ,  j = 1,n   
is the particular integer solution of (A) if and only if  

x j = x j
0 ,  j ≠ j2  and th = x j2

0 −
ai0 j1

− r

ai0 j2

  

is the particular integer solution of (B). 
 
 Lemma 3. Let a1 ≠  and a2  obtained at step 5. 
 Then 0 < a2 < a1  
 Proof: 
 It is sufficient to show that a1 < aij ,  ∀ i,  j because in order to get a2 , step 6 is 
obligatory, when the coefficients if the new system are calculated,  a1  being equal to a 
coefficient form the new system (equality of modules), the coefficient on 0 1 (  )i j . 

 Let ai0 j0
 with the property ai0 j0

≤ a1 .  

Hence, { }0 01 mini j i ja a a≥ = . Let ai0 js
 with ai0 js

> aijm
; there is such an element 

because ai0 jm
 is the minimum of the coefficients in the module and not all ai0 j , j = 1,n  

are equal (conversely, it would result that 
0 0 0

( ,...., ) ,  1,i j i n i ja a a j r∀ ∈∼ , the algorithm 
passed through sub-step 2(A) has simplified each equation by the maximal co-divisor of 
its coefficients; hence, it would follow that ai0 j = 1,  ∀j = 1,n , which, again, cannot be 
real because the algorithm also passed through step 3). Out of the coefficients ai0 jm

 we 
choose one with the property ai0 js0

≠ Mai0 jm
 there is such an element (contrary, it would 

result 
0 0 0

( ,..., )
mi j i n i ja a a∼  but the algorithm has also passed through step 2(A) and it 

would mean that ai0 jm
= 1  which contradicts step 3 through which the algorithm has also 

passed). 
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 Considering 
 
q0 = ai0 js0

/ ai0 jm
⎡
⎣

⎤
⎦ ∈Z  and  r = ai0 js0

− q0ai0 jm
∈Z , we have 

ai0 js0

≡ r0 (modai0 jm
)  and 0 < r0 < ai0 jm

< ai0 j0
≤ a1 . We have, thus, obtained an r0  with 

r0 < a1 , which is in contradiction with the very definition of a1 . Thus a1 < aij ,  ∀i, j . 
 
 Lemma 4. Algorithm 2 is finite. 
 Proof: 
 The functioning of the algorithm is meant to transform a linear system of m  
equations and n  unknowns into one of m1 × n1  with m1 < m , n1 < n , thus, successively 
into a final linear equation with n − r +1 unknowns (where r  is the rank of the 
associated matrix). This equation is solved by means of the same algorithm (which works 
as [5]). The general integer solution of the system will depend on the n −1  integer 
number independent parameters (see [6] – similar properties can be established also the 
general integer solution of the linear system). The reduction of equations occurs at steps 
2, 3 and sub-step 7(B). Step 2 and 3 are obvious and, hence, trivial; they can reduce the 
equation of the system (or even put an end to it) but only under particular conditions. The 
most important case finds its solution at step 7(B), which always reduces one equation of 
the system. As the number of equations is finite we come to solve a single integer number 
equation. We also have to show that the transfer from one system mi × ni  to another 
mi+1 × ni+1  is made in a finite interval of time: by steps 5 and 6 permanent substitution of 
variables are made until we to a = 1 (we to a = 1  because, according to lemma 3, all 
a − s are positive integer numbers and form a strictly decreasing row). 
 
 Theorem of correctness.  

Algorithm 2 correctly calculates the general integer solution of the linear system. 
 Proof: 
 Algorithm 2 is finite according to lemma 4. Steps 2 and 3 are obvious (see also 
[4], [5]). Their part is to simplify the calculations as much as possible. Step 4 tests the 
finality of the algorithm; the substitution with the parameters k1,  k2 ,...  has 
systematization and aesthetic reasons. The variables t,  h, p  are counter variables (started 
at step 1) and they are meant to count the statement of the type T , H ,P  (numbering 
required by the substitutions at steps 3, 6 and sub-step 7(B); h  also counts the new 
(auxiliary) variables introduced in the moment of decomposition of the system. The 
substitution from step 6 does not affect the general integer solution of the system (it 
follows from lemma 2). Lemma 1 shows that at step 5 there is always a , because 
  Ø ≠ M ⊂ N* . 
 The algorithm performs the transformation of a system mi × ni  into another 
mi+1 × ni+1 , equivalent to it, preserving the general solution (taking into account, 
however, the substitutions) (see also lemma 2). 
 
 Example 2. Calculate the integer solution of: 
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12x − 7y + 9z          = 12

      − 5y + 8z +10w = 0

                  0z +  0w = 0

15x        + 21z + 69w = 3

⎧

⎨
⎪⎪

⎩
⎪
⎪

 

 Solution: 
 We apply algorithm 2 (we purposely selected an example to be passed through all 
the steps of this algorithm): 
 1. t = 1,  h = 1,  p = 1  
 2.  (A) The fourth equation becomes 5x + 7z + 23w = 1  
       (B) – 
       (C) Equation 3 is removed.  
 3. No; go on to step5. 
 5. a = 2  and i = 1,  j1 = 2,  j2 = 3 , and r = 2 . 
 6. z = t1 + y , the statement (H1) . Substituting it in the  

   
1

1

1

12 2 9           12
         3 9 10  0
5  7 7 23  1

x y t
y t w

x y t w

− + =⎧
⎪ + + =⎨
⎪ + + + =⎩

 

 7. a ≠ 1  consider z = t1,h := 2 , and go back to step 2. 
 2. – 
 3. No. Step 5. 
 5. a = 1  and i = 2,  j1 = 4,  j2 = 2 , and r = 1 . 

6. y = t2 − 3w , the statement (H 2 ) . Substituting in the system: 

  
2 1

2 1

2 1

12 2 9 6 12
            3 8   0
   5  7 7 2 1

x t t w
t t w

x t t w

− + + − =⎧
⎪ + + =⎨
⎪ + + + =⎩

 

Substituting it in statement (H1) , we obtain: 
 z = t1 + t2 − 3w , statement  (H1)' . 
7. w = −3t2 − 8t1  statement (P1) .  
Substituting it in the system, we obtain: 

  2 1

2 1

12 20 57 12
   5        9 1

x t t
x t t

− − + =⎧
⎨ + − =⎩

 

Substituting it in the other statements, we obtain: 

  2 1 1

2 1 2

10 25 ,   ( ) ''
10 24 ,   ( ) ''

z t t H
y t t H
= +
= +

 

  : 3,  : 2h p= = , and go back to step 4. 
4. Yes. 
2. – 
3. t2 = 1− 5x + 9t1 , statement (T1) . 
Substituting it (where possible) we obtain:  
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  −112x + 237t1 = −8{  (the new system); 

  
1 1

1 2

1 1

 10 50 115 ,   ( ) '''
 10 50 114 ,  ( ) ''

3 15   35 ,   ( ) '

z x t H
y x t H
w x t P

= − +
= − +
= − + +

 

Consider t := 2  go on to step 4. 
4. Yes. Go back to step 2. (From now on algorithm 2 works similarly with that 
from [5], with the only difference that the substitution must also be made in the 
statements obtained up to this point). 
2. – 
3. No. Go on to step 5. 
5. a = 13  (one three) and i = 1,  j1 = 2,  j2 = 1 , and r = 13 . 
6. x = t3 + 2t1 , statement (H 3) . 
After substituting we obtain:  
  −112t3 +13t1 = −8{  (the system) 

  

3 1 1

3 1 2

3 1 1

2 3 1,  1

10 50 15 ,   ( ) ;
10 50 14 ,  ( ) ''';

3 15  5 ,   ( ) '';
  1  5       ( ) ';

IVz t t H
y t t H
w t t P
t t t T

= − +

= − +
= − + −
= − −

 

7. x := t3,  h := 4  and go on to step 2. 
2. – 
3. No, go on to step 5. 
5. a = 5  and i = 1,  j1 = 1,  j2 = 2  and r = 5  
6. t1 = t4 + 9t3 , statement (H 4 ) . 
Substituting it, we obtain : 
  5t3 +13t4 = −8  (the system). 

  

3 4 1

3 4 2

3 4 3

3 4 1

2 3 4,  1

 10 85 15 ,   ( ) ;

 10 76 14 ,  ( ) ;
        19  2 ,    ( ) ';

3 30  5 ,    ( ) ''';
  1 14       ( ) '';

V

IV

z t t H

y t t H
x t t H
w t t P
t t t T

= + +

= + +
= +
= − − −
= − −

 

7. t1 := t4;h := 5  and go back to step 2. 
2. – 
3. No. Step 5. 
5. a = 2  and i = 1,  j1 = 2,  j2 = 1  and r = −2 . 
6. t3 = t5 − 3t4  statement (H5 ) . After substituting, we obtain: 
  5t5 − 2t4 = −8  (the system). 



 43

  

5 4 1

5 4 2

5 4 3

5 4 1

2 5 4 1

1 5 4 4

10 85 240 ,     ( ) ;

10 76 214 ,    ( ) ;

        19 55 ,     ( ) ;

3 30 85 ,     ( ) ;
1 14 41 ,     ( ) ''';

          9 26 ,     ( ) ';

VI

V

IV

IV

z t t H

y t t H

x t t H

w t t P
t t t T
t t t H

= + −

= + −

= −

= − − +
= − − +
= +

 

 7. t3 := t6 ,h := 6  and go back to step 2. 
 2. –  
 3. No. Step 5. 
 5. a = 1  and i = 1,  j1 = 2,  j2 ,r = 1. 
 6. t4 = t6 + 2t5  statement (H6 ) . After substituting, we obtain: 
   t5 − 2t6 = −8  (the system) 

   

5 6 1

5 6 2
'''

5 6 3

5 6 1

2 5 6 1

1 5 6 4

3 5 6

10 395 240 ,   ( ) ;

10 392 214 ,   ( ) ;

       91 55 ,     ( ) ;

3 140 85 ,      ( ) ;

   1 68 41 ,     ( ) ;
      43 26 ,     ( ) '';
        5 3 ,     

VII

IV

V

IV

z t t H

y t t H

x t t H

w t t P

t t t T
t t t H
t t t

= − −

= − −

= − −

= − + +

= + +

= − −
= − − 5 ( );H

 

 7. t5 = 2t6 − 8  statement (P2 ) . Substituting it in the system we obtain: 0=0. 
 Substituting it in the other statements, it follows: 

   

z = −1030t6 + 3170

y = −918t6 + 2826

x = −237t6 + 728

w =  365t6 −1123

 

   

2 6

1 6

3 6

4 6

177 543
112 344
 13   40
  5   16

t t
t t
t t
t t

= − ⎫
⎪= + ⎪
⎬= + ⎪
⎪= − ⎭

 statements of no importance. 

 
 Consider h := 7, p := 3 , and go back to step 4.  t6 ∈Z  
 4. No. The general integer solution of the system is: 

    

1

1

1

1

237 728
918 2826

1030 3170
 365 1123

x k
y k
z k
w k

= − +⎧
⎪ = − +⎪
⎨ = +⎪
⎪ = −⎩
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 where k1  is an integer number parameter. 
 Stop. 
 
 Algorithm 3. 
 Input 
 A linear system (1) 
 Output 
 We decide on the possibility of an integer solution of this system. If it is possible, 
we obtain its general integer solution. 
 
 Method 
  

1. Solve the system in  n . If it does not have solutions in n , it does not have 
solutions in  Zn  either. Stop. 

2. f = 1,  t = 1,  h = 1,  g = 1  
3. Write the value of each main variable xi  under the form: 

E f ,  i( )
i
: xi = qij

j
∑ xj

' + qi + rij
j
∑ xj

' + ri

⎛

⎝⎜
⎞

⎠⎟
/ Δ i   

with all qij ,  qi ,  rij ,  ri ,  Δ i in  Z  such that all rij < Δ i ,  Δ i ≠ 0,  ri < Δ i  (where all x j
'  of 

the right term are integer number variables: either of the secondary variables of the 
system or other new variables introduced with the algorithm). For all i , we write  
  rij f

≡ Δi . 

4. E f ,  i( )
i
: rij

j
∑ x j

' − rij f
Yf ,  i + ri = 0  where Yf ,  i( )

i
 are auxiliary integer number 

variables. We remove all the equations Ff ,  i( ) which are identities. 

5. Does at least one equation Ff ,  i( ) exist?  If it does not, write the general  

integer solution of the system substituting k1 ,k2 ,...  for all the variables from the right 
term of each expression representing the value of the initial unknowns of the system. 
Stop. 

6. (A) Divide each equation Ff ,  i( ) by the maximal co-divisor of the coefficients 
of their unknowns. If the quotient is not an integer number for at least one i0  the system 
does not have integer solutions. Stop. 

(B) Simplify –as in m - all the fractions from the statements E f ,  i( )
i
. 

7. Does ri0 j0
 exist having the absolute value 1? If it does not, go on to step 8. If it  

does, find the value of x j
'  from the equation Ff ,  i0( ); write Tt( ) for this statement, and 

substitute it (where it is possible) in the statements E f ,  i( ),  T t−1( ),  Hh( ),  Gg( ) for all 

i,  t,  h  and g . Remove the equation Ff ,  i0( ). Consider f := f +1,  t := t +1 , and go back 
to step3. 

8. Calculate  
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{ }1 2 2
1 2, ,

min ,  (mod ),  0ij ij iji j j
a r r r r r r= ≡ < <   

and determine the indices 1 2,  ,  mi j j  as well as the r  for which this minimum can be 
obtained. (When there are more variables, choose only one). 

9. (A) Write xj2

' = zh −
aim j1

− r

ajm j2

x j1

' , where zh  is a new integer variable; statement 

Hh( ). 
(B) Substitute the letter (where possible) in the statements 

E f ,  i( ),  Ff ,  i( ),  Tt( ),  Hh−1( ),  Gg( ) for all i,  t,  h  and g . 
(C) Consider h := h +1. 

10. (A) If a ≠ 1  go back to step 4. 
(B) If a = 1  calculate the value of the variable x j

'  from the equation Ff ,  i( );  
relation Gg

1( ). Substitute it (where possible) in the statements E f ,  i( ),  Tt( ),  Hh( ),  Gg−1( ) 
for all i,  t,  h , and g . Remove the equation Ff ,  i( ). Consider g := g +1,  f := f +1  and go 
back to step 3. 
 

The correctness of algorithm 3 

Lemma 5. Let i  be fixed. Then 
2

1

'
n

ij j i
j n

r x r
=

⎛ ⎞
+ Δ⎜ ⎟

⎝ ⎠
∑  (with all rij ,  ri ,  Δ i ,  n1,  n2  being 

integers, n1 ≤  n2 , Δ i ≠ 0  and all x j
'  being integer variables) can have integer values if 

and only if ( )1 2
,..., , |in in i ir r rΔ . 

Proof: 
The fraction from the lemma can have integer values if and only if there is a  

 z ∈Z  such that  

  
2 2

1 1

' '| 0
n n

ij j i i ij j i i
j n j n

r x r z r x z r
= =

⎛ ⎞
+ Δ = ⇔ −Δ + =⎜ ⎟

⎝ ⎠
∑ ∑ , 

which is a linear equation. This equation has integer solution ⇔ ( )1 2
,..., , |in in i ir r rΔ . 

 
 Lemma 6. The algorithm is finite. It is true. The algorithm can stop at steps 1,5 or 
sub-steps 6(A). (It rarely stops at step 1). 
 One equation after another are gradually eliminated at step 4 and especially 7 and 
10(B) Ff ,  i( ) - the number of equation is finite.  
 If at steps 4 and 7 the elimination of equations may occur only in special cases 
elimination of equations at sub step 10 (B) is always true because, through steps 8 and 
9 we get to a = 1  (see [5]) or even lemma 4 (from the correctness of algorithm 2). 
Hence, the algorithm is finite. 
 
 Theorem of Correctness. 
 The algorithm 3 correctly calculates the general integer solution of the system (1). 
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 Proof: 
 The algorithm if finite according to lemma 6. It is obvious that the system does 
not have solution in  n it does not have in  Zn  either, because n n⊂Z  (step 1). 
 The variables f ,  t,  h,  g  are counter variables and are meant to number the 
statements of the type E,  F, T , H and G , respectively. They are used to distinguish 
between the statements and make the necessary substitutions (step 2). 
 Step 3 is obvious. All coefficients of the unknowns being integers, each main 
variable xi  will be written: 

   ' |i ij j i i
j

x c x c
⎛ ⎞

= + Δ⎜ ⎟
⎝ ⎠
∑  

which can assume the form and conditions required in this step. 
 Step 4 is obtained from 3 by writing each fraction equal to an integer variable  
Yf ,  i  (this being  xi ∈Z ). 

 Step 5 is very close to the end. If there is no fraction among all Ef ,  i( ) it means 
that all main variables xi  already have values in  Z , while the secondary variables of 
the system can be arbitrary in  Z , or can be obtained from the statements T ,  H or G  
(but these have only integer expressions because of their definition and because only 
integer substitutions are made). The second assertion of this step is meant to 
systematize the parameters and renumber; it could be left out but aesthetic reasons 
dictate its presence. According to lemma 5 the step 6(A) is correct. (If a fraction 
depending on certain parameters (integer variables) cannot have values in  Z , then the 
main variable which has in the value of its expression such a fraction cannot have 
values in  Z  either; hence, the system does not have integer system). This 6(A) also 
has a simplifying role. The correctness of step 7, trivial as it is, also results from [4] 
and the steps 8-10 from [5] or even from algorithm 2 (lemma 4).  
 Ther initial system is equivalent to the “system” from step 3 (in fact, Ef ,  i( ) as 
well, can be considered a system) Therefore, the general integer solution is preserved 
(the changes of variables do not prejudice it (see [4], [5], and also lemma 2 from the 
correctness of algorithm 2)). From a system mi × ni  we form an equivalent system 
mi+1 × ni+1  with mi+1 < mi  and ni+1 < ni . This algorithm works similarly to algorithm 
2. 
 
 Example 3. Employing algorithm 3, find an integer solution of the following 
system:  

   
3x1 + 4x2   + 22x4 − 8x5 = 25

6x1             + 46x4 −12x5 = 2

        4x2 + 3x3 − x4 + 9x5 = 26

⎧

⎨
⎪

⎩
⎪

 

 Solution 
1. Common resolving in 3  it follows: 
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x1 =
23x4 − 6x5 −1

−3

x2 =
x4 + 2x5 + 24

4

x3 =
11x5 + 2

3

⎧

⎨

⎪
⎪
⎪

⎩

⎪
⎪
⎪

 

 
2. f = 1,  t = 1,  h = 1,  g = 1  

 

3.    

x1 = −7x4 + 2x5 +
2x4 −1

−3
      E1,  1( )  

x2 =              6 +
x4 + 3x5

4
      E1,  2( )   

x3 =         − 4x5 +
x5 + 2

3
       E1,  3( )  

⎧

⎨

⎪
⎪
⎪

⎩

⎪
⎪
⎪

 

 

4.   

( )
( )
( )

4 11 1, 1

4 5 12 1, 2

5 13 1, 3

2          3 1 0    

  2 4     0    

           3 2 0    

x y F

x x y F

x y F

⎧ + − =
⎪⎪ + − =⎨
⎪

− + =⎪⎩

 

5. Yes. 
6. – 
7. Yes: r35 = 1 . Then 5 133 2x y= −  the statement T1( ). Substituting it in the  
others, we obtain: 

x1 = −7x4 + 6y13 − 4 +
2x4 −1

−3
               E1,  1( )  

x2 =                        6 +
x4 + 6y13 − 4

4
     E1,  2( )   

x3 =         −12y13 + 8 +
3y13 − 2 + 2

3
       E1,  3( )  

⎧

⎨

⎪
⎪
⎪

⎩

⎪
⎪
⎪

 

Remove the equation F1,  3( ). 
Consider f := 2,  t := 2 ; go back to step 3. 

3  

x1 = −7x4 + 6y13 − 4 +
2x4 −1

−3
               E2,  1( )  

x2 =               y13+5 +
x4 + 2y13

4
              E2,  2( )   

x3 =         −11y13 + 8                              E2,  3( )  

⎧

⎨

⎪
⎪
⎪

⎩

⎪
⎪
⎪
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4.      
( )
( )

4 21 2, 1

4 13 22 2, 2

2          3 1 0    

  2 4     0    

x y F

x y y F

⎧ + − =⎪
⎨

+ − =⎪⎩
 

5. Yes. 
6. – 
7. Yes r24 = 1 . We obtain   x4 = −2y13 + 4y22 statement T2( ). Substituting it in  
the others we obtain: 

( )
( )
( )

13 22
1 22 13 2, 1

2 22 13 2, 2

3 13 2, 3

4 8 128 20   '  
3

        +5                             '   

          11 8                          '  

y yx y y E

x y y E

x y E

− + −⎧ = − + +⎪ −⎪⎪ = +⎨
⎪

= − +⎪
⎪⎩

 

Remove the equation  F2,  2( ) 
Consider f := 3,  t := 3  and go back to step 3. 

 3.   

       

( )
( )
( )

13 22
1 13 22 3, 1

2 13 22 2, 2

3 13 3, 3

2 2 122 30     
3

       5                            

          11 8                          

y yx y y E

x y y E

x y E

+ −⎧ = − + +⎪ −⎪⎪ = + +⎨
⎪

= − +⎪
⎪⎩

 

4.  ( )13 22 31 3, 12 2  3 1 0    y y y F+ + − =  
5. Yes. 
6. – 
7. No. 
8. a = 1  and im = 1,  j1 = 31,  j2 = 22 , and r = 1 . 
9. (A)  y22 = z1 − y31  (statement H1( )). 

(B) Substituting it in the others we obtain: 

( )
( )

13 1 31
1 13 1 31 3, 1

2 13 1 31 3, 2

3 13 3,

2 2 2 122 30 30 4   '  
3

               5                                    '  

11                         8                                     

y z yx y z y E

x y z y E

x y E

+ − −
= − − + − +

−
= + − +

= − + ( ) 3 '  

⎧
⎪
⎪⎪
⎨
⎪
⎪
⎪⎩

 

( )
( )

13 1 31 3, 1

4 13 1 13 2

 2 2 1 0    '

 2 4 4        '

y z y F

x y z y T

+ + − =

= − + −
 

 
(C) Consider h := 2  

10. (B) y13 = 1− 2y13 − 2z1 , statement G1( ). 
Substituting it in the others we obtain: 
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( )
( )
( )
( )
( )

1 13 1 3,1

2 13 1 3,2

3 13 3,3

4 13 1 2

22 13 1 1

 40 92 +27      ''  

  3   3 4          ''  

11         8          ''

6 12 4               ''

2 3   1             '

x y z E

x y z E

x y E

x y z T

y y z H

= − −

= + +

= − +

= + −

= + −

 

Remove equation F3,  1( ). 
Consider g := 2,  f := 4  and go back to step 3. 
3.   

       

( )
( )
( )

1 13 1 4,1

2 13 1 4,2

3 13 4,3

40 92 27          

    3    3 4            

11            8           

x y z E

x y z E

x y E

⎧ = − − +
⎪⎪ = + +⎨
⎪

= − +⎪⎩

 

4. - 
5. No. The general solution of the initial system is: 

( )
( )
( )
( )

1 1 2 4,1

2 1 2 4,2

3 1 4,3

4 1 2 2

5 1

40 92 27,         from    

    3   3   4,         from    

11              8,          from   

   6 12   4,          from     ''

   3              2,          fro

x k k E

x k k E

x k E

x k k T

x k

= − − +

= + +

= − +

= + −

= − ( )1m        T

⎧
⎪
⎪
⎪⎪
⎨
⎪
⎪
⎪
⎪⎩

 

where  k1,k2 ∈Z . 
 
 Algorithm 4 
 Input 
 A linear system (1) with not all aij = 0 . 
 Output  

We decide on the possibility of integer solution of this system. If it is possible, we 
obtain its general integer solution. 

 
 Method 
 1. h = 1,  v = 1 . 

2. (A) Divide every equation i  by the largest co-divisor of the coefficients of the 
unknowns. If the quotient is not an integer for at least one i0  then the system 
does not have integer solutions. Stop. 
 
(B) If there is an inequality in the system, then it does not have integer 
solutions 
 
(C) In case of repetition, retain only one equation of that kind. 
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(D) Remove all the equations which are identities. 

3. Calculate { }
,

min ,  0ij iji j
a a a= ≠  and determine the indices i0 , j0  for which this 

minimum can be obtained. (If there are more variables, choose one, at 
random.) 

4. If a ≠ 1  go on to step 6. 
If a = 1 , then: 
(A) Calculate the value of the variable xj0

 from the equation i0  note this 

statement Vv( ). 
 

(B) Substitute this statement (where possible) in all the equations of the 
system as well as in the statements Vv−1( ), Hh( ), for all v  and h . 

 
(C) Remove the equation i0  from the system. 

 
(D) Consider v := v +1 . 

5. Does at least one equation exist in the system? 
(A) If it does not, write the general integer solution of the system substituting 
k1,  k2 ,...  for all the variables from the right term of each expression 
representing the value of the initial unknowns of the system. 

     (B) If it does, considering the new data, go back to step 2. 
6. Write all ai0 j ,  j ≠ j0  and bi0

 under the form : 

ai0 j = ai0 j0
qi0 j + ri0 j , with ri0 j < ai0 j . 

0 0 0 0 0i j i j i ib a q r= + , with 
0 0 0i i jr a< . 

7. Write xj0
= − qi0 j

j≠ j0

∑ xj + qi0
+ th , statement Hh( ). 

Substitute (where possible) this statement in all the equations of the system as 
well as in the statement Vv( ),  Hh( ), for all v  and h . 

8. Consider  
xj0

:= th ,  h := h +1,

ai0 j := ri0 j ,  j ≠ j0 ,

ai0 j0
:= ±ai0 j0

,  bi0
:= +ri0

,

 

and go back to step 2 
 

The correctness of Algorithm 4 
This algorithm extends the algorithm from [4] (integer solutions of equations to 

integer solutions of linear systems). The algorithm was thoroughly proved in our previous 
article; the present one introduces a new cycle – having as cycling variable the number of 
equations of system – the rest remaining unchanged, hence, the correctness of algorithm 
4 is obvious. 
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Discussion 
1. The counter variables h  and v  count the statements H  and V , respectively, 

differentiating them (to enable the substitutions); 
2. Step 2 ((A)+(B) + (C)) is trivial and is meant to simplify the calculations (as 

algorithm 2); 
3. Sub-step 5 (A) has aesthetic function (as all the algorithms described). 

Everything else has been proved in the previous chapters (see [4], [5], and 
algorithm 2). 
 

Example 4. Let us use algorithm 4 to calculate the integer solution of the 
following linear system: 

1 3 4

1 2 4 5

3       7 6         2
4 3      6 5  19

x x x
x x x x

− + = −⎧
⎨ + + − =⎩

 

 Solution 
 1.  h = 1,  v = 1 

2. – 
3. a = 3  and i = 1,  j = 1  
4. 3 ≠ 1 . Go on to step 6. 
6.  Then, 

−7 = 3 ⋅ (−3) + 2

  6 = 3 ⋅2 + 0

−2 = 3 ⋅0 − 2

 

7.  x1  =3x3 − 2x4 + t1  statement H1( ). Substituting it in the second equation we 
obtain: 

4t1 + 3x2 +12x3 − x4 − 5x5 = 19  
8.  x1 := t1,  h := 2,  a12 := 0,  a13 := +2,   a14 := 0,   a11 := +3,  b := −2 .  
Go back to step 2. 
2. The equivalent  system was written: 

1 3

1 2 3 4 5

3            3                2
4 3 12 5 19
t x
t x x x x

+ = −⎧
⎨ + + − − =⎩

 

3. a = 1,  i = 2,  j = 4  
4. 1=1 

(A) Then:  4 1 2 3 54 3 12 5 19x t x x x= + + − −  statement V1( ). 
(B) Substituting it in H1( ), we obtain:  
x1 = −7t1 − 6 x2 − 21x3 +10x5 + 38,    H1( ) 
(C) Remove the second equation of the system. 
(D) Consider: v := 2 . 

5. Yes. Go back to step 2. 
 

2. The equation 1 33  2 2t x+ + = −  is left. 
3. a = 2  and i = 1,  j = 3  
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4. 2 ≠ 2 , go to step 6. 
6.    

+3 = +2 ⋅2 −1

−2 = +2(−1) + 0
 

7.  x3 = −2t1 + t2 −1 statement H 2( ). 
     Substituting it in H1( )' ,  V1( ), we obtain: 

  
( )
( )

1 1 2 2 5 1

4 1 2 2 5 1

35 6 21 10 59   ''

20 3 12 5 31    '

x t x t x H

x t x t x V

= − − + +

= − + + − −
 

8.  x3 := t2 , h := 3,  a11:= −1,   a13 := +2,  b1:=0  , (the others being all = 0). Go back 
to step 2. 
2. The equation −5t1 + 2t2 = 0  was obtained. 
3.  a = 1 , and i = 1,  j = 1  
4.  1=1 

(A) Then t1 = 2t2  statement V2( ). 
(B) After substitution, we obtain: 

( )
( )
( )

1 2 2 5 1

4 2 2 5 1

3 2 2

 49 6 10 +59     ''';  

28 3 5  31     '' ; 

3                                 ';

x t x x H

x t x x V

x t H

= − +

= − + − −

= −

 

(C) Remove the first equation from the system. 
(D)  v := 3  

5.  No. The general integer solution of the initial system is: 

 

x1 = 49k1 − 6k2 +10k3 + 59 

x2 =              k2      

x3 = −3k1                       −1       

x4 = −28k1 + 3k2 − 5k3 − 31         

x5 =                          k3       

⎧

⎨

⎪
⎪⎪

⎩

⎪
⎪
⎪

 

where  k1,  k2 ,k3( )∈Z3 . 
Stop. 

 
 Algorithm 5 

Input 
A linear system (1) 
Output  
    We decide on the possibility of an integer solution of this system. If it is 

possible, we obtain its general integer solution. 
Method 
1. We solve the common system in n , then it does not have solutions in n , 

then it does not have solutions in  Zn  either. Stop. 
2. f = 1,  v = 1,  h = 1  
3. Write the value of each main variable xi  under the form: 
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 ( ) ' '
, : /f i i ij j i ij j i ii

j j
E x q x q r x r

⎛ ⎞
= − + + Δ⎜ ⎟

⎝ ⎠
∑ ∑ ,  

with all qij ,  qi ,  rij ,  ri ,  Δ i  from  Z  such that all rij < Δ i ,   ri < Δ i , Δ i ≠  

(where all '
jx S−  of the right term are integer variables: either from the 

secondary variables of the system or the new variables introduced with the 
algorithm). For all i , we write rij f

≡ Δi  

4. E f ,  i( )
i
: rij

j
∑ x j − ri, j f

y f ,i + ri = 0  where yf ,i( ) are auxiliary integer variables. 

Remove all the equations Ff ,  i( ) which are identities. 

5. Does at least one equation Ff ,  i( ) exist? If it does not, write the general integer 
solution of the system substituting k1,  k2 ,...  for all the variables of the right 
number of each expression representing the value of the initial unknowns of 
the system. Stop. 

6. (A) Divide each equation Ff ,  i( ) by the largest co-divisor of the coefficients of 
their unknowns. If the quotient is an integer for at least one i0  then the system 
does not have integer solutions. Stop. 
(B) Simplify – as previously ((A)) all the functions in the relations E f ,  i( )

i
. 

7. Calculate { }
,

min ,  0ij iji j
a r r= ≠ , and determine the indices i0 ,  j0  for which this 

minimum is obtained. 
8. If a ≠ 1 , go on to step 9. 

If a = 1 , then: 
(A) Calculate the value of the variable x j0

'  from the equation Ff ,  i( ) write 

Vv( ) for this statement. 

(B) Substitute this statement (where possible) in the statement E f ,  i( ), 
Vv+1( ), Hh( ), for all i, v , and h . 

(C) Remove the equation E f ,  i( ). 
(D) Consider v := v +1,  f := f +1  and go back to step 3. 

9. Write all 
0 0,  i jr j j≠  and ri0

under the form: 

ri0 j = Δ i0
⋅qi0 j + ri0 j

' , with ri0 j
' < Δ i ; 

ri0 j = Δ i0
⋅qi0

+ ri0

' , with ri0

' < Δ i . 

10. (A) Write x j0

' = − qi0 j
j≠ j0

∑ x j
' + qi0

+ th  statement ( )hH . 

(B) Substitute this statement (where possible) in all the statements E f ,  i( ), 
Ff ,  i( ), Vv( ), Hh−1( ). 
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(C) Consider h := h +1 and go back to step 4. 
 

The correctness of the algorithm is obvious. It consists of the first part of  
algorithm 3 and the end part of algorithm 4. Then, steps 1-6 and their correctness were 
discussed in the case of algorithm 3. The situation is similar with steps 7-10. (After 
calculating the real solution in order to calculate the integer solution, we resorted to the 
procedure from 5 and algorithm 5 was obtained). This means that all these insertions 
were proven previously. 
 
 Example 5 
 Using algorithm 5, let us obtain the general integer solution of the system: 

   
3x1       + 6x3 + 2x4         = 0

      4x2 − 2x3        − 7x5 = −1   

⎧
⎨
⎩

 

 Solution 
1. Solving in  5  we obtain: 

3 4
1

3 5
2

6 2
3

2 7 1
4

x xx

x xx

− −⎧ =⎪⎪
⎨ − + −⎪ =
⎪⎩

 

2. f = 1,  v = 1,  h = 1  

3. E1,1( ): x1 = 2x3 +
−2x4

3
 

      E1,2( ): x2 =       x5 +
2x3 + 3x5 −1

4
 

4. ( )1,1 4 11: 2 3 0F x y− − =  

F1,2( ): 2x3 + 3x5 − 4y12 −1= 0  
5. Yes 
6. – 
7. i = 2  and i0 = 2,  j0 = 3  
8. 2 ≠ 1  
9. 3 = 2 ⋅1+1  

               
−4 = 2 ⋅ (−2)

−1= 2 ⋅0 −1
 

10. x3 = −x5 + 2y12 + t1  statement H1( ). After substitution: 

( )

( )
( )

4
1,1 1 5 12 1

5 12 1
1,2 2 5

1,2 5 1

2' : 2 4 2
3

4 2 1' :                     
4

' : 2 1 0

xE x x y t

x y tE x x

F x t

−
= − − +

+ + −
= +

+ − =

 

Consider h := 2  and go back to step 4. 
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4.  ( )1,1 4 11' : 2 3 0F x y− − =  

     ( )1,2 1 5' : 2 1 0F t x+ − =  
5.  Yes. 
6. – 
7. a = 1  and i0 = 2 , j0 = 5  

(A)  x5 = −2t1 +1 statement V1( ) 
(B) Substituting it, we obtain: 

( )
( )
( )

4
1,1 1 1 12

1,2 2 1 12

1 3 1 12

2'' :  6 2 4
3

'' :  2 1   

' :  3 1 1 2  

xE x t y

E x t y

H x t y

−
= − + − +

= − + +

= + − +

 

(C) Remove the equation F1,2( ). 
(D) Consider 2,  2v f= =  and go back to step 3. 

3.  ( ) 4
2,1 1 1 12

2:  6 4 2
3
xE x t y −

= − − + +  

      E2,2( ):  x2 = −2t1 + y12 +1  

4.   ( )2,1 4 12:  2 3 0F x y− − =  
5. Yes. 
6. – 
7. a = 2  and  i0 = 1,  j0 = 4  
8. 2 ≠ 1  
9. − 3 = −2 ⋅ (1) −1 
10. (A) x4 = −y21 + t2  statement H2( ) 

(B) After substitution, we obtain: 

( )
( )

21 2
2,1 1 1 12

2,1 21 2

2 2' :  6 4 2
3

' :  2 0

y tE x t y

F y t

− −
= − − + +

− − =
 

Consider  h := 3,  and go back to step 4. 
4. ( )2,1 21 2' :  2 0F y t− − =  
5. Yes 
6. – 
7. a = 1  and i0 = 1,  j0 = 21 (two, one). 

(A) y21 = −2t2  statement V2( ). 
(B) After substitution, we obtain: 
  
(C) Remove the equation ( )2,1F . 
(D) Consider v = 3,  f = 3  and go back to step 3. 



 56

3. E3,1( ):  x1 = −6t1 − 4y12 − 2t2 + 2  

    E3,2( ):  x2 = −2t1 + y12           +1 
4. – 
5. No. The general integer solution of the system is: 

( )
( )
( )
( )

1 1 2 3 3,1

2 1 2 3,2

3 1 2 1

4 3 2

5 1

6 4 2 2 ,        from ;

2              1,        from ;  

3 2              1,        from  '; 

                   3         ,       from  ';      

2           

x k k k E

x k k E

x k k H

x k H

x k

= − − − +

= − + +

= + −

=

= − ( )1         1,        from  ;   V

⎧
⎪
⎪
⎪⎪
⎨
⎪
⎪
⎪ +⎪⎩

 

where  k1,  k2 ,k3( )∈Z . 
Stop. 
 

 Note 1. Algorithm 3, 4, and 5 can be applied in the calculation of the integer 
solution of a linear equation. 
 
 Note 2. The algorithms, because of their form, are easily adapted to a computer 
program. 
 
 Note 3. It is up to the reader to decide on which algorithm to use. Good luck! 
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