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Abstract  
It is well known that the unpredictable speech production brought on by stress from the task at hand has 

a significant negative impact on the performance of speech processing algorithms. Speech therapy 

benefits from being able to detect stress in speech. Speech processing performance suffers noticeably 

when perceptually produced stress causes variations in speech production. Using the acoustic speech 

signal to objectively characterize speaker stress is one method for assessing production variances brought 

on by stress. Real-world complexity and ambiguity make it difficult for decision-makers to express their 

conclusions with clarity in their speech. In particular, the Neutrosophic speech algorithm is used to encode 

the language variables because they cannot be computed directly. Neutrosophic sets are used to manage 

indeterminacy in a practical situation. Existing algorithms are used except for stress on Neutrosophic 

speech recognition. The creation of algorithms that calculate, categorize, or differentiate between 

different stress circumstances. Understanding stress and developing strategies to combat its effects on 

speech recognition and human-computer interaction system are the goals of this recognition. 
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1.Introduction 

In order to produce speech, a series of intricately synchronised articulator movements, respiratory system 

airflow, and timing of the vocal system physiology are all required. While the posture of the articulator 

changes to create speech, not all utterances made by a speaker will be identical in every way. This is due 

to the fact that the subject is frequently experiencing some sort of emotional stress, which will affect the 

utterance and cause an error in the articulator motions. Listeners can handle or interpret these subtle 

variations in human communications much better than the automatic human-machine interface. The 

features of stress, and its effects on human speech production, perception, and automatic speed systems, 

are still not fully understood. Speech is therefore a complex signal that contains information about the 

speaker. The speaker's intent, language history, features of their accent and dialect, and additional 

paralinguistic information. Stress can cause a change in speech output that can large and will consequently 

affect how well speech processing apps function [1],[2]. Numerous research has examined how stress 

affects speech production variability[3],[4], and [5]. Moreover, a stress-based expansion of multi-style 

training Additionally, token generation has improved anxious speech recognition [6]. Then, five stress-

sensitive targeted feature sets are chosen. 

stress situations such as the cockpit of an Apache helicopter, anger, clarity, the Lombard effect, loudness, 

etc. features that are frequently employed Include the cepstral characteristic for speaker identification 

[7]. When doing cepstral analysis, speaker recognition software often ignores the excitation source data 

that appears as a high-time component of the cestrum[8]. The Mel-Frequency Cepstral Coefficient, a 

phonetic characteristic, was retrieved from the voice signals, and the stress was identified using a neural 

network that was programmed into the system using Python[9]. serve as a resource for decision-makers 

in many real-world scenarios and application domains, particularly from a technical standpoint, for both 

academic and business experts[10]. In the research described in this paper, stress during applicant 

screening interviews is identified via voice analysis. The mean energy, mean intensity, and Mel-Frequency 

Cepstral Coefficients are employed as classification features in machine learning to identify stress in 

speech[11]. This study uses an EEG signal to suggest a stress classification system. 35 individuals' EEG 

signals were analyzed after being collected using a commercially available 4-electrode Muse EEG headgear 
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with four EEG sensors [12]. In this study, it is expected that risk factors would, both cross-sectionally and 

longitudinally, predict mental health issues after controlling for sociodemographic traits and intent to 

become pregnant[13]. This investigation uses brain signals to look at how stress levels are affected by 

English and Urdu language music tracks[14]. This project looks into methods for sensing stress that is used 

to identify hardware[15]. The high-level features are combined into one unified representation using a 

proposed model-level fusion technique, which classifies the stress states into baseline, stress, and 

amusement[16]. The heart rate was measured and classified into three categories of positive, negative, 

and neutral emotions using the Geneva affective picture database. The support vector machine is a 

machine learning technique that has been built to predict the mental stress situation from the measured 

heart rate[17]. The development of a model for measuring stress levels makes use of several sensors, 

including those that measure body temperature, blood pressure (BP), heart rate, and CO2 

concentration[18]. Studies show that combining IoT and AI with deep learning (DL) technology makes it 

possible to take preventative measures. Recognise stress well before its effects on human health become 

apparent[19]. In order to assess teaching effectiveness, enhance education, and limit risks from human 

errors that could occur as a result of workers' stressful circumstances, stress detection is crucial in both 

education and industry [20]. has good classification performance in this study and is able to gauge the 

stress levels of kids with accuracy. The growth of students' mental health has a strong foundation thanks 

to the precise measurement of stress, which also has important practical ramifications[21]. This research 

explores the concept of the intervention effect of physical activity on college students using an integrated 

evaluation-based algorithm. College students are used as an example of stress groups. The findings 

indicate that regular physical activity can significantly reduce college students' stress levels[22]. This study 

employs Neutrosophic logicto provide a valid ranking of hospital construction assets based on their 

changeable criticality and to lessen the subjectivity pertaining to expert-driven judgements[23]. This 

document compiles all research on machine learning mapping. 

methods from the sharp number space to the neutrosophic environment. We also talk about 

contributions and combining single-valued neutrosophic numbers with machine learning methods 

Modeling faulty information using (SVNs)[24]. In this paper, a brand-new paradigm for incorporating 

neutrosophy into deep learning models is given. To further comprehend the feelings, we quantified them 

using three membership functions as opposed to simply predicting a single class as the outcome. The two 
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components of our suggested model are feature extraction and feature categorization[25]. The proposed 

framework would be an appropriate progression in the future by eliminating ineffective qualities through 

feature selection [26]. Stress is a psychological condition that results from an alleged threat or work 

demand and is accompanied by a variety of feelings. Finding linguistic cues of stress could be one of the 

verbal signs of stress. verbal indicators of stress are perceived by the listener, markers range in visibility 

from very visible to invisible. Consciously and unconsciously, these signals are watched continuously [27]. 

Speech recognition is the ability of a system to recognise the words and phrases of the speech and convert 

them to readable or written format. Speech recognition is typically carried out through processes 

including call routing, speech-to-text conversion, voice dialling, voice audibility, and language modelling. 

Although there are numerous techniques and algorithms for voice recognition, none of them is handling 

all factors including word length, speaker independence, a wide vocabulary, comprehension of speech, 

time complexity, noisy surroundings, and conversational speech. Neutrosophic can be integrated to 

analyse the acoustic signal of an unknown speaker and the decision-making process when indeterminacy 

occurs, respectively, to solve these issues. 

2. Preliminaries 

 

 A neutrosophic set �̃�𝑁 in 𝒰 (Universe of discourse) is catogorized as functions of a truth 

membership 𝑇�̃�𝑁
(ℊ), an indeterminacy membership  𝐼𝒜𝑁

(ℊ) and a falsity membership 

𝐹𝒜𝑁
(ℊ)and is given by 

�̃� = {ℊ, 〈𝑇�̃�𝑁
(ℊ),  𝐼𝒜𝑁

(ℊ), 𝐹�̃�𝑁
(ℊ)〉 | ℊ ∈ 𝒰}. 

Here 𝑇�̃�𝑁
(ℊ),  𝐼𝒜𝑁

(ℊ), 𝐹�̃�𝑁
(ℊ) ∈ [0,1] and the relation 0 ≤ sup 𝑇𝒜𝑁

(ℊ) ≤ sup 𝐼𝒜𝑁
(ℊ) ≤

sup 𝐹𝒜𝑁
(ℊ) ≤ 3 holds for all ℊ ∈ 𝒰. 

Definition 2.1[27,28 and 29] 

Let 𝑋 be the universal set, then Neutrosophic set is defined as 𝑆 = {(𝑇𝑆(𝑥), 𝐼𝑆(𝑥), 𝐹𝑆(𝑥)), 𝑥 ∈ 𝑋} where 

𝑇𝑆(𝑥), 𝐼𝑆(𝑥), 𝐹𝑆(𝑥) ∈ [0,1] and 0 ≤ 𝑇𝑆(𝑥) + 𝐼𝑆(𝑥) + 𝐹𝑆(𝑥) ≤ 3. 

3.Database 

The assessments carried out in this study are based on information previously gathered for speech 

analysis in noise and stress analysis and algorithm formulation. Because the task at hand entails mapping 

audio single value Neutrosophic sets(SVNS) to text SVNS for comparison, a dataset that included audio 

translation was necessary. LibriSpeech dataset was chosen as a result. The following two folders were 

utilised for the project demonstration: Dev-clean (337 MB) and Train-clean-100 (6.3 GB). 
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4.Methodology 

4.1 Audio 

converting.flac audio files to.wav 

The dataset could be downloaded in FLAC format. These files had to be converted into.wav format in 

order to be processed further and have features extracted. 

4.2 Features Extraction and Preprocessing 

The python feature extraction script was then run on the audio files, extracting 193 features for each 

audio file. As a result, the npy files X dev.npy (2703 x 193) and X train.npy were created (28539 x 193). 

Then, sklearn was used to normalise these files. 

4.3 Text 

Using VADER, analyse the sentiment of translated text. 

For each input sentence, the sentiment analysis programme VADER delivers a score for the 

truth,indeterminacy and falsity. Each audio file's text translation was examined using VADER, and SVNS 

were produced. 

 

5. Speech recognition in to text conversion 

5.1 Algorithm:1 

Step 1: Import library 

Step 2:Import speech recognition 

Step 3:Initialize recognizer class 

Step 4; Reading Microphone source 

Step 5: Convert audio to text 

Step 6: Adjust for ambient noise. 

Step 7: Recognize the error 

Step 8:Type the text. 

5.2 Programme for Speech to Text  

r = sr.Recognizer() 

    print("Talk") 
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    r.adjust_for_ambient_noise(source, duration=0.2) 

    audio_text = r.listen(source) 

    print("Time over, thanks") 

       print("Text: "+r.recognize_google(audio_text)) 

         print("Sorry, I did not get that") 

Once the programe is over, then run the programe. The out put is  

Talk 

Speak through microphone then it will showing. In this experiment speech word is “very good” 

Time over, thanks 

The output in the screen is  

Text: very good 

 

6. Neutrosophic speech stress analysis 

6.1 Algorithm:2 

Step 1: Import SentimentIntensityAnalyzer class  

Step 2: Function to print sentiments 

Step 3: Score for sentiment speech 

Step 4: Which contains Truth, Falsity, Indeterminacy, and compound scores. 

 

Step 5: Decide sentiment as Truth, Falsity and Indeterminacy se. 

Step 6: Print the value of the compound score 

Step 7: Print overall the stress statement is truth ,falsity or indeterminacy. 

 

6.2 Programme for text to stress analysis by Neutrosophic speech algorithm 

def sentiment_scores(sentence): 

 

sid_obj = SentimentIntensityAnalyzer() 

C = sid_obj.polarity_scores(sentence) 

print 

("Overall sentiment dictionary is : ", C) 

Print 

("sentence was rated as ", C['falsity']*100, "% Negative") 

Print 

("sentence was rated as ", C['indeterminacy']*100, "% Neutral") 

Print 

("sentence was rated as ", C['Truth']*100, "% Positive") 

Print 

("Sentence Overall Rated As", end = " ") 

 

The  following sentence "Very Good.",”Not bad”,”Bad”, "happy birth day." 
 "god bless you.","beautiful." 

In this algorithm 2 , include the output of the algorithm 1 statements. Once run the programme.  
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6.3 The output of the programme 

 

1st statement is Very Good the output of the programme is  

{'Falsity': 0.0, 'Indeterminacy': 0.238, 'Truth': 0.762} 

 0.0 % Falsity, 23.799999999999997 % Indeterminacy, 76.2 % Truth and  the speech is not 

under strees  

2nd Statement : Not bad 

 {'Falsity': 0.0, 'Indeterminacy': 0.26, 'Truth': 0.74} 

 0.0 % Falsity, 26.0 % Indeterminacy, 74.0 % Truth and the speech is not under stress. 

3rd Statement :Bad 

 {'Falsity': 1.0, 'indeterminacy': 0.0, 'Truth': 0.0} 

100.0 % Falsity, 0.0 % Indeterminacy, 0.0 Truth and the speech is under stress. 

 

4th  statement :Happy Birthday 

 {'Falsity': 0.0, 'Indeterminacy': 0.351, 'Truth': 0.649} 

0.0 %  Falsity, 35.099999999999994 %Indeterminacy, 64.9 % Truth and the speech is  not under 

stress. 

 

5th Statement : god bless you 

 {'Falsity': 0.0, 'Indeterminacy': 0.169, 'Truth': 0.831} 

 0.0 % Falsity,16.900000000000002 Indeterminacy, 83.1  Truth and the speech is  not under 

stress. 

6th  Statement : beautiful 

 {‘Falsity': 0.0, 'Indeterminacy': 0.0, 'truth': 1.0} 

 0.0  Falsity, 0.0 % Indeterminacy, 100.0 % Truth the speech is  not under stress. 

 

7th Statement :Please help me 

  {'Falsity': 0.0, 'Indeterminacy': 0.167, 'Truth': 0.833} 

 0.0 % Falsity,16.7 % Indeterminacy, 83.3 % Truth and the speech is  not under stress. 

 

8th Statement :hate 

 {'Falsity': 1.0, 'Indeterminacy': 0.0, 'Truth': 0.0} 

100.0 % Falsity,0.0 % Indeterminacy, 0.0 % Truth and the speech is under stress. 

 

9th Statement :Great 

{'Falsity': 0.0, 'Indeterminacy': 0.0, 'Truth': 1.0} 

0.0 % Falsity, 0.0 % Indeterminacy,100.0 % Truth and the speech is  not under stress. 

Fig:1 Stress Analysis using Neutrosophic speech recognition 
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Fig:1 reveal that the percentage of the speech shows the truth, indeterminacy and falsity 

value .That means the probability of the stress in the speech. The probability value is give the 

statement is the speech is under stress or not.  

 

 

 

 

 

 

Fig:2 Overall rated for Speech 
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 Fig :2 shows that the speech is  under stress or not under stress. From the analysis of the speech 

verygood,  notbad, happy birthday, god bless you, beautiful and great is positive speech text. Bad 

and hate is negative speech . 

 

Conclusion 

 

The requirement to accurately analyse, model, encode, identify, and categorise speech under stress 

will become increasingly important as speech and language technology develops. The condition 

of the speaker can be useful information for human-machine and dialogue systems that use voice 

interaction. This information can be utilised to create speaker and speech recognition technologies, 

leading to the development of systems that function better in actual multi-tasking 

environments.The difficulty, though, lies in finding a framework that can effectively analyse and 

model such speech technologies. The issue of better stress classification utilising targeted speech 

features has been taken into consideration in this work. categorization of stress The estimation of 

a probability vector that represents the level of speaker stress is proposed using neurosophic 

algorithms. Machine learning has demonstrated context-sensitive stress classification. The output 

stress probability vector can also be used to quantify combinations of speaker stress, such as speech 

that is both fast and loud. It is claimed that a stress mixture model could be helpful for tasks like 

sorting emergency phone messages or enhancing the efficiency of traditional speech processing 

systems. In conclusion, it has been demonstrated that stress classification utilising focused features 

in Neutrosophic speech recognition algorithm is effective for estimating the level of speaker stress 

and for providing helpful information for enhancing the performance of a voice recognition 

algorithm. 
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