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Highlights: 
 

 A new word-level similarity measure calculated by means of the sentiment scores of 
the involved words. 

 The similarity measure is defined only based on the words’ sentiment degrees and 
not on the lexical category of the words. 

 The analysed distance between the neutral words and the rest of the considered 
words (that is, the „sentiment words”) obeys the interval values considered as 
correct for this measure. 
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Abstract

In the specialised literature, there are many approaches developed for capturing

textual measures: textual similarity, textual readability and textual sentiment.

This paper proposes a new sentiment similarity measures between pairs of words

using a fuzzy-based approach in which words are considered single-valued neu-

trosophic sets. We build our study with the aid of the lexical resource Sen-

tiWordNet 3.0 as our intended scope is to design a new word-level similarity

measure calculated by means of the sentiment scores of the involved words.

Our study pays attention to the polysemous words because these words are a

real challenge for any application that processes natural language data. After

our knowledge, this approach is quite new in the literature and the obtained

results give us hope for further investigations.

Keywords: word-level similarity, neutrosophic sets, sentiwordnet, sentiment

relatedness
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1. Introduction

Semantic textual similarity is a measure of the degree of semantic equivalence

between some pieces of texts [1]. This measure is exploited in many natural
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language processing (NLP) tasks, very actual at the present moment, such as

paraphrase recognition [2], tweets search [3], image retrieval by caption [4, 5],5

query reformulation [6] or automatic machine translation evaluation [7]. In

information retrieval (IR) the user’s query is usually expressed by means of a

short sequence of words based on which the most similar documents related to

the query must be returned to the user.

On the other hand, textual sentiment analysis consists of measuring the10

attitude or emotional affect of the text. Using this kind of data very actual

research fields such as affective computing or sentiment analysis can understand

and predict human emotions [8] as their basic tasks are emotion recognition

[9, 10] and polarity detection [11, 12, 13, 14]. Emotion recognition means to

find a set of emotion triggers while polarity detection is usually designed as a15

binary classifier with “positive” and “negative” outputs [15, 16].

In a world full of indeterminacy [17] the reality can not be drawn only using

two colours: “white” and “black” or “positive” and “negative” or “true” and

“false” because uncertainty plays a determinant role. Fuzzy set theory has

been used in many studies where uncertainty plays a determinant role. Natural20

language texts contain large amount of uncertain information [18] mainly caused

by: 1.the polysemy of same words (for example, the English word “line” has

more than 20 distinct senses); 2.the fact that different words can have the same

mining (for example “stomach pain” and “belly ache”); 3.the ambiguities of

natural language construction which can happen at many levels of analysis,25

both syntactic and semantic, which imply different interpretations for the same

words or phrases. If we consider also the natural diversity in subjectivity of any

natural language utterance, we can conclude that this domain can be regarded

as uncertain one.

To deal with large amount of uncertain knowledge, many fuzzy based sys-30

tems have been developed, but they still remained weak explored in the domain

of identifying the sentiment orientation of sentences. The detection of the po-

larity or subjectivity predictors in written text usually implies to compute the

terms grade membership in various pre-defined or computed categories [19, 20].
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These studies usually require a pre-defined sentiment lexicon for detecting the35

sentiment words. If this step ends successfully, they have to compute the dis-

tance between the identified words and the class centroid in order to measure

the fuzzy membership [21, 22, 23]. Each membership function is interpreted as

the apartenence degree of the analysed piece of text to a certain sentiment class

[24].40

These systems could benefit from on a robust word-level similarity compo-

nent. Most of the existing approaches for determining the semantic similar-

ity between words do not incorporate the words’ sentiment information. The

present study focuses on the task of measuring the sentiment similarity at a

word-level.45

Sentiment similarity indicates the similarity of word pairs from their un-

derlying sentiments. In the linguistic literature, sentiment similarity has not

received enough attention. In fact, the majority of previous works employed se-

mantic similarity as a measure to also compute the sentiment similarity of word

pairs [25, 26]. Nevertheless, some works stated that sentiment similarity can50

reflect better the similarity between sentiment words than semantic similarity

measures [27].

Following [28] we consider that the sentiment information is crucial in find-

ing the similarity between two concepts, in particular, between two words. In

this assumption, in this study we propose a new sentiment similarity measure55

between pairs of words using a neutroshopic approach [29, 30, 31, 32, 33] and

with the aid of the SentiWordNet 3.0 [34] lexical resource. Our intended scope is

to suggest a new measure for the sentiment similarity degree of two words which

takes into account not only the “positive” and “negative” sentiment labels but

also their more refined derivates such as: “objective”, “weak positive”, “weak60

negative”, “strong positive” and “strong negative”.

1.1. Justification

An important number of word-level similarity measures were defined using

lexico-semantic information. Based on the syntactic category of the involved
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words we can have a similarity measures or a relatedness measures. Most sim-65

ilarity measures are computed for words within the same category, usually for

nouns and verbs. Still, many similarity approaches consider the semantics and

not the lexical category in the process of similarity findings as in the case when

the verb “mary” should be found semantically equivalent with nouns such as

“wife” or “husband” [1] and not necessarily with another verb.70

Corresponding, the relatedness measures are used to compute the similarity

degree between words with different categories, e.g. between a noun and a

verb such as “tears” and “to cry” [35]. Nevertheless, this restriction is not

always obey, as many word similarity measures are developed without paying

attention to the syntactic category of the involved words [36]. When defining75

our proposal we do not differentiate words upon their part of speech as we

consider the sentiment similarity just as the inverse difference value between the

sentiment polarities of two words. Thus, in what follows, the terms similarity

and relatedness will be considered equivalent.

There is another important aspect of the proposed measure: it has a symmet-80

ric dimension, following thus the key assumption of the most similarity models

even if this idea is not universally true, especially when it comes to model human

similarity judgments [37]. “Asymmetrical similarity occurs when an object with

many features is judged as less similar to a sparser object than vice versa” [38]

such as, for example, when comparing a very frequent word with an infrequent85

word as “boat” with “dinghy” [37].

The reason we choose a symmetric measure to model the proposed word-level

similarity measure is determined by two aspects of the study:

1. it treats the words as independent entities, defined only by their Senti-

WordNet scores and therefore, additional information such as word fre-90

quency are not considered

2. by following a neutrosophic approach, the proposed method aggregates all

the scores corresponding to all the senses a word can have in a single-valued

neutrosophic set representation and thus, information about a particular
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sense are not computed and the words are treated as entities with a single95

facet

1.2. WordNet

WordNet thesaurus is a collection of nouns, verbs, adjectives and adverbs,

being a graph-formed dictionary with a unique organization based on word sense

and synonyms [39]. Graph-based structures are widely used in natural langauge100

processing applications such as [40, 41]. In WordNet structure there are two

main forms of word representations: lemma and synset [42]. The synsets are

considered “logical groups of cognitive synonyms” or “logical groups of word

forms” which are inter-connected by “semantic pointers” with the purpose of

describing the semantic relatedness between the connected synsets. These rela-105

tions were used to find similarity measures between word senses based on the

lengths of the relationships between them.

The “net” structure of the WordNet is constructed by means of the lexical

or conceptual links differentiated upon the part of speech of the words from

the connected synsets. The noun synsets are connected through the “hyper-110

onymy” (and its inverse, “hyponymy”) and the “meronymy” (and its inverse,

“holonymy”) relations. The verbs are linked through the “troponym”, “hyper-

nym” and “entailment” relations. Adjectives point to their antonyms or to the

related nouns while adverbs are linked to adjectives through the “pertainym”

relation.115

1.3. SentiWordNet as a Sentiment Lexicon

SentiWordNet extends the usability of WordNet to another dimension, by

mapping a large number of WordNet synsets to sentiment scores indicating their

“positivity”, “negativity” and “objectivity” [42]. Always, the sum of these three

values is 1.0.120

Because SentiWordNet is built upon the WordNet data, the common prob-

lem that is observed at WordNet appears also at SentiWordNet senses: the too

fine-grained synsets make hard the distinguishing between the senses of a word.
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Table 1: Example of scores in SentiWordNet [43]

Synsets & Positive Negative Neutral

Sentiment Score Score Score Score

good#1 (0.75, 0, 0.25) 0.75 0 0.25

superb#1 (0.875, 0, 0.125) 0.875 0 0.125

abject#1 (0, 1, 0) 0 1 0

bad#1 (0, 0.625, 0.325) 0 0.625 0.325

unfortunate#1 (0, 0.125, 0.875) 0 0.125 0.875

As a direct consequence, the scoring of synsets are even more difficult to pre-

dict. The main problem is how much the related synsets and glosses or even125

the terms of the same synset share or not the same sentiment.

Table 1 presents some sentiment scores examples of the most positive and the

most negative words’ senses in SentiWordNet [43]. It is important to mention

that all the SentiWordNet scores were obtained after weighting 8 classifiers and

averaging their classifications [44].130

With the construction of this lexical resource, a wide category of tasks,

usually in the domain of Opinion Mining (or Sentiment Analysis) started to

take shape. Here are three categories of tasks that can be implemented by

making usage of the synsets sentiment scores [44]:

- subjectivity-objectivity polarity : its scope is to determine whether the given135

text is subjective or objective [11, 45];

- positivity-negativity polarity : its scope is to determine whether the text is

positive or negative on its subject matter [11, 46];

- strength of the positivity-negativity polarity : its scope is to determine how

positive or negative the given text is. More precisely, these tasks have140

to decide if the opinion expressed by a text is weakly or strongly posi-

tive/negative [12, 29];
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- extracting opinions from a text, which firstly implies to determine if the

given text includes an opinion or not, and (if it is the case) to determine

the author of the opinion, the opinion subject and/or the opinion type145

[26].

Sentiment analysis was defined for textual content analysis but recent studies

perform this kind of analysis on visual content such as images and videos [4].

Performing sentiment analysis on visual content implies to identify the “visual

concepts that are strongly related to sentiments” and to label these concepts150

with few lexical terms (for example, in [4] the authors propose a visual labeling

mechanism by means of adjective-noun pairs as usually opinion detection is

based on the examination of adjectives in sentences [19]).

This paper is dedicated to the problem of sentiment similarity between pairs

of words using a neutroshopic approach in which a word is interpreted as a155

single-valued neutrosophic set [47, 48]. At our knowledge, this is the second

study that addresses the problem of words sentiment data using neutrosophic

concepts. With the intended scope of filling the gap concerning the objectivity

aspect of some words, the previous study [49] addresses the problem of the so-

called “neutral words” with the aid of neutrosophic measures applied on the160

words’ sentiment scores.

The study presented in this paper includes and extends the work initiated

in [49] as it addresses all types of words, whether sentiment words or objective

words. The proposed formalism can be used in any sentiment analysis task as

it determines the sentiment polarity of a word by computing its similarity with165

some seed words (words whose sentiment labels are known or provided). The

considered similarity measures can be of great help also for the text similarity

techniques that pair the words of the involved texts in order to quantify the

degree to which the analysed texts are semantically related [1, 50]. In these

techniques, pairs of text sequences are aligned based on the similarity measures170

of their component words.

The remainder of the paper is organized as follows: in the following section
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we summarize the most recent studies in the domain of similarity measures

with focus on the investigated neutrosophic concepts. Section 3 describes the

method we designed for constructing a new word-level similarity measure using175

the sentiment scores of the involved words and applying the neutrosophic theory.

In Section 4 the evaluation results are given. The final section sketches the

conclusions and the future plan directions.

2. Similarity Measures. Related Works

There is an important number of works concerning the semantic similarity180

with different levels of granularity starting from the word-to-word similarity to

the document-to-document similarity (important issue for any search engine)

[35, 1].

Many approaches have been proposed with the intended scope of capturing

the semantic similarity between words: Latent Semantic Analysis (LSA) [51],185

Point-wise Mutual Information (PMI) [52] (for estimate the sentiment orien-

tation) or numerous WordNet based similarity measures. Much attention has

recently been given to calculating the similarity of word senses, in support of

various natural language learning and processing tasks. One can use the shortest

path or the Least Common Subsumer (LCS) depth length algorithm to calculate190

the distance between the nodes (words) as a measure of similarity between word

senses [36, 42]. One difficulty here is that some words have different meanings

(senses) in different contexts, and thus different scores for each sense.

Such techniques can be applied within a semantic hierarchy, or ontology,

such as WordNet. WordNet acts as a thesaurus, in that it groups words together195

based on their meanings. The semantic distance between words can be estimated

as the number of vertices that connect the two words. Another approach makes

usage of a large corpus (e.g. Wikipedia) to count the terms that appear close

to the words being analysed in order to construct two vectors and compute a

distance (e.g. cosine). In this method, the similarity degree between the two200

entities is given by the cosine value of the angle determined by their vectors
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representation [53].

The similarity problems are also modelled using concepts from fuzzy set the-

ory and it is our belief (which will be further proved) that neutrosophic theory,

that was defined in order to generalise the concepts of classic set and fuzzy set,205

offers more appropriate tools. Indeed, in a Neutrosophic Set the indeterminacy,

which is so often encountered in real-life problems such as decision support [54],

is quantified explicitly [30, 31] as it will be shown in what follows.

2.1. Fuzzy and Neutrosophic Sets

A fuzzy set is built from a reference set called universe of discourse which is

never fuzzy. Let us consider U - the universe of discourse. A fuzzy set A over

U is defined as:

A = {(xi, µA(xi)) | xi ∈ U}

where µA(xi) ∈ [0, 1] represents the membership degree of the element xi ∈ U210

in the set A [55, 56].

Now, if we take A be a intuitionistic fuzzy set (IFS) in the universe of

discourse U , then the set A is defined as [57]:

A = {(x, µA(x), νA(x)) | x ∈ U}

where µA(x) : U → [0, 1] is the membership degree and νA(x) : U → [0, 1]

represents the non-membership degree of the element x ∈ U in A, with 0 ≤
µA(x) + νA(x) ≤ 1.

The concept of neutrosophic set A in the universe of discourse U is defined

as an object having the form [47]:

A = {< x : tA(x), iA(x), fA(x) >, x ∈ U}

where the functions tA(x), iA(x), fA(x) : U → [0, 1] define respectively the215

degree of membership, the degree of indeterminacy, and the degree of non-

membership of a generic element x ∈ U to the set A.
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If on a neutrosophic set A we impose the following condition on the mem-

bership functions tA, iA, fA : U → [0, 1]:

0 ≤ tA + iA + fA ≤ 3, x ∈ A

then the resulted set A ⊂ U is called a single-valued neutrosophic set [58]. We

can also write x(tA, iA, fA) ∈ A.

Corresponding to the notions of neutrosophic set and single-valued neutro-220

sophic set, similar works have been done on graph-theory resulting the notions

of neutrosophic graphs [59] and single-valued neutrosophic graphs [60] and on

number-theory resulting the concept of neutrosophic numbers and single valued

trapezoidal neutrosophic number [61, 62].

2.2. Neutrosophic Similarity Measures225

Neutrosophic distance and similarity measures were applied in many scien-

tific fields such as decision making [63, 64], pattern recognition [65, 66], medical

diagnosis [67, 68] or market prediction [69].

In this section we enumerate the similarity measures together with their

complements - the distance measures, that are applied and then compared in230

the proposed neutrosophic method for words similarity (see Section 3).

Intuitionistic fuzzy similarity measure between two IFSs A and B satisfies

the following properties [70]:

1) 0 ≤ S(A,B) ≤ 1

2) S(A,B) = 1 if A = B235

3) S(A,B) = S(B,A)

4) S(A,C) ≤ S(A,B) and S(A,C) ≤ S(B,C) if A ⊆ B ⊆ C for any A,

B, C - intuitionistic fuzzy sets.

We have that similarity and distance (dissimilarity) measures are comple-

mentary, which implies S(A,B) = 1− d(A,B).240
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Let A = {(x, µA(x), νA(x)) | x ∈ U}, B = {(x, µB(x), νB(x)) | x ∈ U} be

two IFSs in the universe U = {x1, . . . , xn}. Several distance measures between

A and B were proposed in the literature, from which we consider here only the

Normalized Euclidean distance for two IFSs [71]:

dIE(A,B) =

√√√√ 1

2n

n∑

i=1

((µA(xi)− µB(xi))2 + (νA(xi)− νB(xi))2) (1)

which will be called in what follows as Intuitionistic Euclidean distance measure.245

In general a similarity measure between two single-value neutrosophic sets A and

B is a function defined as [33, 72, 73]:

S : NS(X)2 → [0, 1]

where NS denotes the Neutrosophic Set concept.

The Euclidean distance or the Euclidean dissimilarity measure between two single-

value neutrosophic elements x1(t1A, i
1
A, f

1
A), x2(t2A, i

2
A, f

2
A) ∈ A is defined as [72, 73]:

dE(x1, x2) =

√
1

3
[(t1A − t2A)2 + (i1A − i2A)2 + (f1

A − f2
A)2] (2)

Properties of the Euclidean distance. If x1 and x2 are two neutrosophic elements

and dE(x1, x2) denotes the Euclidean distance as in Definition 2, then the following250

properties are fulfilled:

1. dE(x1, x2) ∈ [0, 1]

2. dE(x1, x2) = 0 if and only if x1 = x2 (or t1A = t2A, i1A = i2A and f1
A = f2

A)

3. dE(x1, x2) = 1 if and only if | t1A − t2A | = | i1A − i2A | = | f1
A − f2

A | = 1

For examples: x1(1, 1, 1) and x2(0, 0, 0); or x1(1, 0, 0) and x2(0, 1, 1); or x1(0, 1, 0)255

and x2(1, 0, 1), etc.

The Euclidean similarity measure or the complement of the Euclidean distance

between two neutrosophic elements x1(t1A, i1A, f
1
A), x2(t2A, i

2
A, f

2
A) ∈ A is defined as

[72, 73]:

sE(x1, x2) = 1− dE(x1, x2) = 1−
√

1

3
[(t1A − t2A)2 + (i1A − i2A)2 + (f1

A − f2
A)2] (3)

Properties of the Euclidean similarity measure. If x1 and x2 are two neutrosophic260

elements and sE(x1, x2) denotes the Euclidean similarity measure as in Definition 3,

then the following properties are fulfilled:
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1. sE(x1, x2) ∈ [0, 1]

2. sE(x1, x2) = 0 if and only if x1 = x2 (or t1A = t2A, i1A = i2A and f1
A = f2

A)

3. sE(x1, x2) = 1 if and only if | t1A − t2A | = | i1A − i2A | = | f1
A − f2

A | = 1265

For examples: x1(1, 1, 1) and x2(0, 0, 0); or x1(1, 0, 0) and x2(0, 1, 1); or x1(0, 1, 0)

and x2(1, 0, 1), etc.

The Euclidean distance between two neutrosophic elements can be extended to

the Normalized Euclidean distance or Normalized Euclidean dissimilarity measure as

follows.270

Let A and B be two single-valued neutrosophic sets from the universe of discourse

U ,

A = {xi ∈ U,where tA(xi), iA(xi), fA(xi) ∈ [0, 1], for 1 ≤ i ≤ n and n ≥ 1},
and

B = {xi ∈ U,where tB(xi), iB(xi), fB(xi) ∈ [0, 1], for 1 ≤ i ≤ n and n ≥ 1}275

The Normalized Euclidean distance between the two single-valued neutrosophic

sets A and B is defined as [72, 73, 74, 75]:

dnE(A,B) =

{
1

3n

n∑

i=1

(tA(xi)− tB(xi))
2 + (iA(xi)− iB(xi))

2 + (fA(xi)− fB(xi))
2

} 1
2

(4)

Properties of the Normalized Euclidean distance between two Neutrosophic

Sets. If A and B are two single-valued neutrosophic sets then the Normalized280

Euclidean distance between A and B follows the distance measures properties:

1. dnE(A,B) ∈ [0, 1]

2. dnE(A,B) = 0 if and only if A = B or for all i ∈ {1, 2, . . . , n}, tA(xi) =

tB(xi), iA(xi) = iB(xi) and fA(xi) = fB(xi)

3. dnE(A,B) = 1 if and only if for all i ∈ {1, 2, . . . , n}, | tA(xi)− tB(xi) | =285

| iA(xi)− iB(xi) | = | fA(xi)− fB(xi) | = 1

The Normalized Euclidean similarity measure or the complement of the Nor-

malized Euclidean distance between two single-valued neutrosophic sets A and

B is defined as [30, 72, 73, 74, 75]:

snE(A,B) = 1− dnE(A,B) (5)

12



which implies290

snE(A,B) = 1−
{

1

3n

n∑

i=1

(tA(xi)−tB(xi))
2+(iA(xi)−iB(xi))

2+(fA(xi)−fB(xi))
2

} 1
2

(6)

Properties of the Normalized Euclidean Similarity Measure between two Neu-

trosophic Sets If A and B are two single-valued neutrosophic sets then the Nor-

malized Euclidean Similarity Measure between A and B follows the similarity

measures properties:

1. snE(A,B) ∈ [0, 1]295

2. snE(A,B) = 0 if and only if A = B or for all i ∈ {1, 2, . . . , n}, tA(xi) =

tB(xi), iA(xi) = iB(xi) and fA(xi) = fB(xi)

3. snE(A,B) = 1 if and only if for all i ∈ {1, 2, . . . , n}, | tA(xi)− tB(xi) | =

| iA(xi)− iB(xi) | = | fA(xi)− fB(xi) | = 1

Another commonly used distance measure for two single-valued neutrosophic300

sets A and B is Normalized Hamming distance measure defined as [76]:

dnH(A,B) =
1

3n

n∑

i=1

(| tA(xi)−tB(xi) | + | iA(xi)−iB(xi) | + | fA(xi)−fB(xi) |)

(7)

3. Proposed Approach

In this section we present a method designed for determining the seman-

tic distance between pairs of words using a neutroshopic approach in which a

word is interpreted as a single-valued neutrosophic set [47, 48]. The semantic305

distances are determined without taking into account the part of speech data

of the involved words. In our approach, the words are internally represented as

vectors of three values, their corresponding SentiWordNet scores (shortly, SWN

scores). Thus, any lexical and syntactical information about words is discarded.

In what follows we describe all the involved data, the theoretical concepts310

and the representations used in the implementation of the proposed similarity

method.
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3.1. Word-Level Neutrosophic Sentiment Similarity

In this study we address the problem of sentiment similarity between pairs of

words by following the neutrosophic approach firstly proposed in [49] in which315

a word w is interpreted as a single-valued neutrosophic set [47, 48] having the

representation:

w = (µtruth(w), µindeterminacy(w), µfalse(w)) (8)

where µtruth(w) denotes the truth membership degree of w, µindeterminacy(w)

represents the indeterminacy membership degree of w and µfalse(w) represents

the false membership degree of the word w, with µtruth(w), µindeterminacy(w),320

µfalse(w) ∈ [0, 1].

Similar with [49] we use the SentiWordNet lexical resource (shortly, SWN) in

order to fuel the proposed approach with data. More precisely, the three mem-

bership degrees of the words representation (see Equation 8) are the positive,

neutral and, correspondingly, the negative scores provided by SentiWordNet.325

Problem Definition. We propose and evaluate a method for the problem of de-

termining the sentiment class of a word w by measuring its distance from several

seed words, one seed word for each sentiment class. In this assumption, we pro-

pose the usage of three semantic distances: Intuitionistic Euclidean distance,

Euclidean distance and Hamming distance. We work with 7 seed words, each330

seed word being a representative sentiment word for each of the seventh sen-

timent degrees: strong positive, positive, weak positive, neutral, weak negative,

negative and strong negative. We prove that all the considered theoretical con-

cepts work very well as we apply and evaluate them on all the SentiWordNet

words (that is, 155 287 words).335

If w1 and w2 are highly similar, we expect the semantic distance value to

be closer to 0, otherwise semantic relatedness value should be closer to 1. We

consider SentiWordNet sentiment scores as the only features of the words.

As we have already pointed out, in this approach, a word internal representa-

tion consists of its SWN scores. In this assumption, a word w can be considered340
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a single-valued neutrosophic set and thus, all the properties involving this con-

cept can be used and applied.

In order to exemplify this assumption, let us consider the verb “scam”. In

the SWN dataset this word has a single entry, that is it has a single SWN score

triplet:

scam = (0, 0.125, 0.875)

By following the neutrosophic assumption in which a word is considered a

single-value neutrosophic set, the representation of the word w becomes:

w(tw, iw, fw)

where:

- the degree of membership, tw, is the word positive score,

- the degree of indeterminate-membership, iw, is the word neutral score,345

- the degree of non-membership, fw, is the word negative score.

Obviously the conditions imposed on these degree values are preserved: tw,

iw, fw ∈ [0, 1] and 0 ≤ tw + iw + fw = 1 ≤ 3.

For the considered example we have: tscam = 0, iscam = 0.125 and fscam =

0.875, which implies scam(0, 0.125, 0.875).350

Let us now consider the general case in which a word w can appear in more

than one synset in the SentiWordNet lexicon, meaning that the word has more

than one sense. In this case we have n SWN score triplets for a single word w,

with n ≥ 1.

In order to construct the neutrosophic word representation, a single scores355

triplet must be provided. For this reason, for every word w with n senses,

n ≥ 1, we implemented the weighted average formula (afler [77]) over all its

positive, negative and, respectively, neutral scores obtaining in this manner

three sentiment scores for all the three facets of a word sentiment polarity:

• the overall positive score of the word w:360

tw =
tw1 + 1

2 tw2 + . . .+ 1
n twn

1 + 1
2 + . . .+ 1

n

(9)
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• the overall neutral score of the word w:

iw =
iw1 + 1

2 iw2 + . . .+ 1
n iwn

1 + 1
2 + . . .+ 1

n

(10)

• the overall negative score of the word w:

fw =
fw1 + 1

2fw2 + . . .+ 1
nfwn

1 + 1
2 + . . .+ 1

n

(11)

where w1 denotes the first sense of the word w, w2 represents the second sense

of the word w, etc.

In order to calculate the overall scores of a word w we use the weighted365

average formula because it considers frequencies of the words’ senses: the score

of the first sense (which is the most frequent) is preserved entirely, while the

rest of the scores, which correspond to the less used senses, appear divided

accordingly (by 1/2, 1/3, etc.)

The sentiment class of a word is determined by computing a single score upon370

these overall scores. This unique score will represent the average of the differ-

ences between the positivity and negativity scores calculated per each sense.

More precisely, for a word w with n senses, the single sentiment score is

determined by following the already defined mechanism for words’ scores cal-

culus based on SentiWordNet triplets (see [42]) which implies to determine the

average weighted difference between their positive and negative scores such as:

1

n

n∑

i=1

ωi(posi − negi)

where the weights ωi are chosen taking into account several word characteris-

tics which can carry different levels of importance in conveying the described

sentiment [42] (such as part of speech) and n represents the number of synsets375

in which the word w appears, that is the number of its senses. The average is

used in order to ensure that the resulted scores are ranging between -1 and 1

[42].

Let us consider a word w with n senses, w1, w2, . . ., wn. In this study the
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overall score of the word w is determined using the formula [42, 77]:380

score =
(tw1
− fw1

) + 1
2 (tw2

− fw2
) + . . .+ 1

n (twn
− fwn

)

1 + 1
2 + . . .+ 1

n

(12)

As we have already pointed out, the values of score vary between −1 (meaning

that the word w is a “strong negative” word) and 1 (the word w is a “strong

positive” word).

Usually sentiment analysis applications deal with binary (positive vs. nega-

tive) or ternary (positive vs. negative vs. objective) classifications which nor-385

mally leads to very good state-of-the-art accuracy (more then 70%) [42]. In

this study, using the sentiment scores defined for the SentiWordNet synsets, we

consider all the degrees of sentiments referred in the literature:

- strong positive/negative word : great difference between the positive/ neg-

ative scores and the negative/positive scores of the word (usually, above390

0.5)

- positive/negative word : the positive/negative scores are greater than the

negative/positive ones (the difference is smaller than 0.5 but greater than

0.25)

- weak positive/negative word : small difference between the positive/ nega-395

tive scores and the negative/positive ones

- neutral word : the neutral scores subsume the positive and negative scores.

We defined a set of rules in order to uniquely map the general score of a word

to one of the following sentiment classes: “strong positive”, “positive”, “weak

positive”, “neutral”, “weak negative”, “negative”, “strong negative”. The rules400

are given in an algorithmic form form under the sent−class function in Figure

1.

If w1 and w2 are two words: w1(tw1
, iw1

, fw1
), w2(tw2

, iw2
, fw2

), the distance

measures between w1 and w2 are as follows:

1. Intuitionistic Euclidean distance:405

dIE(w1, w2) =

√
1

2
[(tw1 − tw2)2 + (fw1 − fw2)2] (13)
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Figure 1: The sent−class function

2. Euclidean distance:

dE(w1, w2) =

√
1

3
[(tw1

− tw2
)2 + (iw1

− iw2
)2 + (fw1

− fw2
)2] (14)

3. Hamming distance:

dH(w1, w2) =
1

3

[
| tw1

− tw2
| + | iw1

− iw2
| + | fw1

− fw2
|
]

(15)

4. Experimental Setup

We evaluate the accuracy of the considered mechanism by implementing the

Normalized Euclidean and, in order to give terms of comparison, we also evaluate410

the Normalized Hamming distance and Intuitionistic Euclidean distance in the

same scenario.

In Table 2 we give the values we impose on the distance measures with

respect to the sentiment classes of the involved two words. The values of Table

2 are symmetrical and for this reason only the values under the main diagonal415

are given.

Obviously, we considered the smallest distance values in cases of words hav-

ing the same sentiment class (these cases are given on the diagonal). A strong

value for distance value means that the two words are completely dissimilar

from the sentiment polarity point of view. For example, a word having “nega-420

tive” sentiment class (or shortly, a negative word) and a word with “positive”
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Table 2: The used distance measure values with respect to the words sentiment classes
STRONG

POSI-

TIVE

[0, 0.2)

POSITIVE [0, 0.3) [0, 0.2)

WEAK

POSI-

TIVE

[0.25, 0.5) [0, 0.3) [0, 0.2)

NEUTRAL [0.3, 0.65) [0.3, 0.65) [0, 0.3) [0, 0.2)

WEAK

NEGA-

TIVE

(0.65, 1] (0.65, 1] [0.25, 0.5) [0, 0.3) [0, 0.2)

NEGATIVE (0.65, 1] (0.65, 1] (0.65, 1] [0.3, 0.65) [0, 0.3) [0, 0.2)

STRONG

NEGA-

TIVE

(0.65, 1] (0.65, 1] (0.65, 1] [0.3, 0.65) [0.25, 0.5) [0, 0.3) [0, 0.2)

SENT.

CLASSES

STRONG

POSI-

TIVE

POSITIVE WEAK

POSI-

TIVE

NEUTRAL WEAK

NEGA-

TIVE

NEGATIVE STRONG

NEGA-

TIVE

Figure 2: The evaluate function

sentiment class (a positive word) must have the distance value d bigger than

0.65, where d can not be greater than 1.

Based on Table 2 values, the evaluation of the distance values with respect

to the sentiment classes of the involved words is depicted in Figure 2.425

For the evaluation scenario we chose seven “seed words”, one for each senti-

ment class and we iterate through the lexical resource and calculate the distance

measures between each of the seven seed words and all the words that appear

in SentiWordNet (155287 words in total).

Resuming, the algorithmic form of the evaluation scenario for the proposed430

word-level sentiment similarity method is given in Figure 3.
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Figure 3: The evaluation scenario
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Figure 4: The graphical visualisation of the similarity distances precision

4.1. Evaluation Scores

In Table 3 we present the selected seed words together with the results ob-

tained by implementing and evaluating all the three distance measures proposed

for this study: Normalized Euclidean distance, Normalized Hamming distance435

and Intuitionistic Euclidean distance measurea.

The obtained accuracy results are mainly influenced by the way in which the

considered seed words can be distinguished from the most preponderant words

of this lexical resource, that is from the neutral words as they are the most

frequent words of the SentiWordNet resource.440
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Table 3: Evaluation scores

Similarity Distance Precision

Seed Word Euclidean

Distance

Hamming

Distance

Intuitionistic

Euclidean

Distance

Sent. Class: STRONG POSITIVE

Word: singable#a

Overall scores: (0.75, 0.0, 0.25)

0.8411 0.8580 0.8808

Sent. Class: POSITIVE

Word: spunky#a

Overall scores: (0.5416, 0.2083, 0.25)

0.7714 0.7725 0.8059

Sent. Class: WEAK POSITIVE

Word: immunized#a

Overall scores: (0.5, 0.375, 0.125)

0.0392 0.0608 0.1219

Sent. Class: NEUTRAL

Word: hydrostatic#a

Overall scores: (0.0, 0.0, 1.0)

0.9676 0.9489 0.9570

Sent. Class: WEAK NEGATIVE

Word: misguided#a

Overall scores: (0.25, 0.4583, 0.2916)

0.0973 0.1070 0.1279

Sent. Class: NEGATIVE

Word: reformable#a

Overall scores: (0.125, 0.5, 0.375)

0.8259 0.8260 0.8573

Sent. Class: STRONG NEGATIVE

Word: unworkmanlike#a

Overall scores: (0.0, 0.75, 0.25)

0.8542 0.8764 0.8875
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As it can be seen in Table 3 and Figure 4 the considered distance mea-

sures have a similar behaviour: all the distance measures have more than 77%

precision for the most of the considered seed words, which is above the aver-

age precision (70%) recognised in the specialised literature for the sentiment

classifiers accuracy.445

The highest precision (more than 74%) is achieved by applying the distance

measures between the neutral seed word and all the SentiWordNet’s words. Also

very good scores (more than 82%) were achieved by applying the distances be-

tween the negative seed word and SentiWordNet words, then we have the scores

corresponding to the strong positive seed word (more than 0.84 as precision)450

and finally the scores corresponding to the positive seed word (more than 77%

precision).

But these very good results were not achieved for the weak positive seed

word and weak negative seed word where the precision is almost zero. This

failure can be caused by the fact that these particular sentiment words cannot455

be distinguished very well from the most preponderant words of SentiWordNet,

that is from the neutral words.

We can therefore conclude that all the considered distance measures can

distinguish very well the words of the most important sentiment classes from

the point of view of a sentiment classifier: the (strong) positive or negative460

words and the neutral words. Still, the proposed measures are not capable for

measuring the similarity of weak sentiment words with the rest of the sentiment

words.

The most important conclusion that comes from the performed experiment

is that the behaviour of all the considered distance measures is very similar465

- almost identical (see Figure 4). We interpret this result as a proof for the

robustness of the considered theory.
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5. Conclusions and Future Work

In the latest years there has been developed a relatively large number of

word-to-word similarity studies that can be grouped in two main categories:470

distance-oriented measures applied on structured representations and metrics

based on distributional similarity learned from large text collections [50].

In this paper we propose a sentiment similarity method that fits in the first

category of similarity studies and which takes into account only the sentiment

aspects of the words and not their lexical category. We follow here recent text475

similarity approaches such as [1, 28] defined around the same hypothesis which

postulates that knowing the sentiment is beneficial in measuring the similarity.

Our proposal is formalized in a domain that was never used before for this

kind of task - the neutrosophic theory, as it uses neutrosophic sets for represent-

ing the sentiment aspects of the words. The neutrosophic set is a generalization480

of the intuitionistic fuzzy set concept, and thus our proposal is in line with

the recent fuzzy based studies that started to emerge for text processing tasks

[20, 78, 79]. Indeed, fuzzy logic is capable of dealing with linguistic uncertainty

as it considers the classification problem to be a “degree of grey” problem rather

than a “black and white” problem [20] (the last one is the most used approach485

in sentiment analysis tasks).

For this first approach we obtained very promising results. Indeed, by ap-

plying distance measures on the neutrosophic words representations we shown

that we can thus obtain a similarity method as we manage very clear to dis-

tinguish the words of the most important sentiment classes from the rest of490

the considered words: the SentiWordNet entries, that is, 155 287 words of all

possible sentiment classes.

We also plan to extend our study to sequences of words with the intended

scope of designing a method that can be applied for measuring documents sim-

ilarity.495
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