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*Highlights (for review)

Highlights:

e A new word-level similarity measure calculated by means of the sentiment scores of
the involved words.

e The similarity measure is defined only based on the words’ sentiment ac_rees and
not on the lexical category of the words.

e The analysed distance between the neutral words and the rest v + 1e considered
words (that is, the ,,sentiment words”) obeys the interval value. ~ons.dered as
correct for this measure.
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Abstract

In the specialised literature, there are man+ ~~~~- ches developed for capturing
textual measures: textual similarity, textual . ~adability and textual sentiment.
This paper proposes a new sentiment sy il .rity measures between pairs of words
using a fuzzy-based approach in w."..™ we ds are considered single-valued neu-
trosophic sets. We build our ~*ndv v.ith the aid of the lexical resource Sen-
tiWordNet 3.0 as our intended sco, ~ is to design a new word-level similarity
measure calculated by mr s ~f the sentiment scores of the involved words.
Our study pays attentio.. *o the polysemous words because these words are a
real challenge for any apy'ication that processes natural language data. After
our knowledge, thi~ a,. roac is quite new in the literature and the obtained
results give us hr o for further investigations.

Keywords: wr_" level similarity, neutrosophic sets, sentiwordnet, sentiment
relatedness

2010 MS” : 03B5z, 68T50

1. T itrodr ~tion

JSemauic textual similarity is a measure of the degree of semantic equivalence

etween some pieces of texts [1]. This measure is exploited in many natural
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language processing (NLP) tasks, very actual at the present n.. ment, such as
paraphrase recognition [2], tweets search [3], image retriev' « by ~aption [4, 5],
query reformulation [6] or automatic machine translation -aluation [7]. In
information retrieval (IR) the user’s query is usually ‘ xpress 4 by means of a
short sequence of words based on which the most simil. ~ docr .nents related to
the query must be returned to the user.

On the other hand, textual sentiment ana'-sis cons’sts of measuring the
attitude or emotional affect of the text. Using this *ind of data very actual
research fields such as affective computing ¢. senuv. -~ .t analysis can understand
and predict human emotions [8] as thei =~~~ - sks are emotion recognition
[9, 10] and polarity detection [11, 12, 13, 14, Emotion recognition means to
find a set of emotion triggers while pc ariy detection is usually designed as a
binary classifier with “positive” an ' “ege ive” outputs [15, 16].

In a world full of indetermir ~~v [17" the reality can not be drawn only using
two colours: “white” and “black” ¢ “positive” and “negative” or “true” and
“false” because uncertain’, . vs a determinant role. Fuzzy set theory has
been used in many studic. vhere incertainty plays a determinant role. Natural
language texts contai’ lars 2 amount of uncertain information [18] mainly caused
by: 1.the polysem o1 me words (for example, the English word “line” has
more than 20 dis 1. * senses); 2.the fact that different words can have the same
mining (for ey _-vle “stomach pain” and “belly ache”); 3.the ambiguities of
natural lang =ge construction which can happen at many levels of analysis,
both synt .ctic ana semantic, which imply different interpretations for the same
words or . ases If we consider also the natural diversity in subjectivity of any
natu al lan; 1age utterance, we can conclude that this domain can be regarded
as un °rtair one.

To 'eal with large amount of uncertain knowledge, many fuzzy based sys-
t. ms b- ve been developed, but they still remained weak explored in the domain
0 .. ntifying the sentiment orientation of sentences. The detection of the po-
. rity or subjectivity predictors in written text usually implies to compute the

terms grade membership in various pre-defined or computed categories [19, 20].
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These studies usually require a pre-defined sentiment lexicon to. detec ing the
sentiment words. If this step ends successfully, they have *» cc mnute the dis-
tance between the identified words and the class centroid .. rder to measure
the fuzzy membership [21, 22, 23]. Each membership f nctior is interpreted as
the apartenence degree of the analysed piece of text to « ~ertai . sentiment class
[24].

These systems could benefit from on a robuv -t word-I- vel similarity compo-
nent. Most of the existing approaches for determin 1g the semantic similar-
ity between words do not incorporate the -ords - .timent information. The
present study focuses on the task of m~~~-+~- le sentiment similarity at a
word-level.

Sentiment similarity indicates the - .arity of word pairs from their un-
derlying sentiments. In the lingu. . lite ‘ature, sentiment similarity has not
received enough attention. In f-~* the majority of previous works employed se-
mantic similarity as a measure to a. compute the sentiment similarity of word
pairs [25, 26]. Neverthele ., 5. me works stated that sentiment similarity can
reflect better the similar.. - betw en sentiment words than semantic similarity
measures [27].

Following [28] v-e ¢cu «ide  that the sentiment information is crucial in find-
ing the similarit- . *ween two concepts, in particular, between two words. In
this assumptic _ ‘n this study we propose a new sentiment similarity measure
between pai. - of words using a neutroshopic approach [29, 30, 31, 32, 33] and
with the 7.d of the CentiWordNet 3.0 [34] lexical resource. Our intended scope is
to sugges. ~ aew .neasure for the sentiment similarity degree of two words which
takes mto e ~count not only the “positive” and “negative” sentiment labels but
also eir 1 ure refined derivates such as: “objective”, “weak positive”’, “weak

»”

egativ 7, “strong positive” and “strong negative”.

1 1. Justification

An important number of word-level similarity measures were defined using

lexico-semantic information. Based on the syntactic category of the involved
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words we can have a simelarity measures or a relatedness measw. s. N\ st sim-
ilarity measures are computed for words within the same c .teg »v. usually for

L

nouns and verbs. Still, many similarity approaches conside. “’.e semantics and
not the lexical category in the process of similarity finc.ngs as in the case when
the verb “mary” should be found semantically equiva. nt wi’.a nouns such as
“wife” or “husband” [1] and not necessarily with ‘notl .. verb.

Corresponding, the relatedness measures are vised to < ompute the similarity
degree between words with different categories, e.g. between a noun and a
verb such as “tears” and “to cry” [35]. 17ever.. ~'_ss, this restriction is not
always obey, as many word similarity n~~~-=~~ e developed without paying
attention to the syntactic category of the in. ~lved words [36]. When defining
our proposal we do not differentiate -or is upon their part of speech as we
consider the sentiment similarity ju v ~s th inverse difference value between the
sentiment polarities of two wo ?< Th s, in what follows, the terms similarity
and relatedness will be considered e, tivalent.

There is another impor’ wuv . “pect of the proposed measure: it has a symmet-
ric dimension, following v. 's the ey assumption of the most similarity models
even if this idea is not univ rsally true, especially when it comes to model human
similarity judgmen’s |0 “2 symmetrical similarity occurs when an object with
many features is juved as less similar to a sparser object than vice versa” [38]
such as, for ex . »le, when comparing a very frequent word with an infrequent
word as “bc.*” v ith “dinghy” [37].

The re asor we c..00se a symmetric measure to model the proposed word-level

similarity > -:asv e is determined by two aspects of the study:

1 it trea s the words as independent entities, defined only by their Senti-
v, =" vet scores and therefore, additional information such as word fre-
qu 'ncy are not considered

«. vy following a neutrosophic approach, the proposed method aggregates all
the scores corresponding to all the senses a word can have in a single-valued

neutrosophic set representation and thus, information about a particular
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sense are not computed and the words are treated as entit.. - witn 1 single

facet

1.2. WordNet

WordNet thesaurus is a collection of nouns, verbs, ~djecti es and adverbs,
being a graph-formed dictionary with a unique orgs aizat - based on word sense
and synonyms [39]. Graph-based structures are wiaeiy use 1 in natural langauge
processing applications such as [40, 41]. In WordI\ " structure there are two
main forms of word representations: lemmr= an’ svrset [42]. The synsets are

”

considered “logical groups of cognitive svnonvn. ” or “logical groups of word
forms” which are inter-connected by “sema. *ic pointers” with the purpose of
describing the semantic relatedness be wee 1 vie connected synsets. These rela-
tions were used to find similarity -.~asu1 s between word senses based on the
lengths of the relationships between t. em.

The “net” structure of the Wo. 'Net is constructed by means of the lexical
or conceptual links differe~ .. *ed upon the part of speech of the words from
the connected synsets. he nou . synsets are connected through the “hyper-
onymy” (and its inve se, “hypcaymy”) and the “meronymy” (and its inverse,
“holonymy”) relation. " he - erbs are linked through the “troponym”, “hyper-
nym” and “entai’ . ~ut” relations. Adjectives point to their antonyms or to the
related nouns vhile adverbs are linked to adjectives through the “pertainym”

relation.

1.8. Ser iW:rdN t as a Sentiment Lexicon

Se ...Wora. et extends the usability of WordNet to another dimension, by
map, ing a la ge number of WordNet synsets to sentiment scores indicating their
“ousitivity”, “negativity” and “objectivity” [42]. Always, the sum of these three
alues is 1.0.

Because SentiWordNet is built upon the WordNet data, the common prob-
“em that is observed at WordNet appears also at SentiWordNet senses: the too

fine-grained synsets make hard the distinguishing between the senses of a word.
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Table 1: Example of scores in SentiWordNet [43]

Synsets & Positive Negative Jeut a
Sentiment Score Score Score Sce =
good#1 (0.75, 0, 0.25) 0.75 0 0.°5
superb#1 (0.875, 0, 0.125) 0.875 J 0.125
abject#1 (0, 1, 0) 0 N 0
bad#1 (0, 0.625, 0.325) 0 0.027 0.325
unfortunate#1 (0, 0.125, 0.875) 0 n.12, 0.875

As a direct consequence, the scoring of syn. *s are even more difficult to pre-
dict. The main problem is how much the reiated synsets and glosses or even
the terms of the same synset sharc .- not ‘he same sentiment.

Table 1 presents some sentirent scc ves examples of the most positive and the
most negative words’ senses in Sen."WordNet [43]. It is important to mention
that all the SentiWordNet ... ~s were obtained after weighting 8 classifiers and
averaging their classifica.” s [44

With the constru cior of uvais lexical resource, a wide category of tasks,
usually in the domawn. ¢ O mion Mining (or Sentiment Analysis) started to
take shape. Her. ~re three categories of tasks that can be implemented by

making usage ~* the synsets sentiment scores [44]:

- subjectiv.’ -objectivity polarity: its scope is to determine whether the given

tex . is £ abjective or objective [11, 45];

- positivity- negativity polarity: its scope is to determine whether the text is

nositiv  or negative on its subject matter [11, 46];

- st 2ngth of the positivity-negativity polarity: its scope is to determine how
-~ ositive or negative the given text is. More precisely, these tasks have
to decide if the opinion expressed by a text is weakly or strongly posi-

tive/negative [12, 29];
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- extracting opinions from a text, which firstly implies to . ‘ermu 2 if the
given text includes an opinion or not, and (if it is the cas ) to aetermine
the author of the opinion, the opinion subject and/c. .he opinion type

[26].

Sentiment analysis was defined for textual conter’ .naiy... out recent studies
perform this kind of analysis on visual content st ~b .s ir ages and videos [4].
Performing sentiment analysis on visual content 1. nlies to identify the “visual

7

concepts that are strongly related to sentim “ts” an . to label these concepts
with few lexical terms (for example, in [4] the . "thors propose a visual labeling
mechanism by means of adjective-noun | airs as usually opinion detection is
based on the examination of adjectiv . = ~entences [19]).

This paper is dedicated to the proble. of sentiment similarity between pairs
of words using a neutroshopic appiac. in which a word is interpreted as a
single-valued neutrosophic set |7 ac,. At our knowledge, this is the second
study that addresses the problem of words sentiment data using neutrosophic
concepts. With the inten .ed sco, e of filling the gap concerning the objectivity
aspect of some words, 'he p. ~i- as study [49] addresses the problem of the so-
called “neutral worc <’ v.th ‘he aid of neutrosophic measures applied on the
words’ sentiment - cores.

The study p.esenuv. ! in this paper includes and extends the work initiated
in [49] as it 2 .dre ses all types of words, whether sentiment words or objective
words. The prc, ased formalism can be used in any sentiment analysis task as
it deterr mes che ~entiment polarity of a word by computing its similarity with
some s~od we 5 (words whose sentiment labels are known or provided). The
cons dered s. nilarity measures can be of great help also for the text similarity
te "niqu.. chat pair the words of the involved texts in order to quantify the
legree 1> which the analysed texts are semantically related [1, 50]. In these
teciuuques, pairs of text sequences are aligned based on the similarity measures
¢ { their component words.

The remainder of the paper is organized as follows: in the following section
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we summarize the most recent studies in the domain of simu. -ty .. 2asures
with focus on the investigated neutrosophic concepts. Sec'.on 2 describes the
method we designed for constructing a new word-level simii. ¥ v measure using
the sentiment scores of the involved words and applying .he ne: trosophic theory.
In Section 4 the evaluation results are given. The fii ~1 sec’.on sketches the

conclusions and the future plan directions.

2. Similarity Measures. Related Works

There is an important number of works co. ~erning the semantic similarity
with different levels of granularity startin, from the word-to-word similarity to
the document-to-document similarit; (.. ~~rtant issue for any search engine)
[35, 1].

Many approaches have been proy ise. with the intended scope of capturing
the semantic similarity between ~orus. Latent Semantic Analysis (LSA) [51],
Point-wise Mutual Information (PMI) [52] (for estimate the sentiment orien-
tation) or numerous Wo» i{Net b. sed similarity measures. Much attention has
recently been given to calcu.. *i".g the similarity of word senses, in support of
various natural lang' »ge "carr ag and processing tasks. One can use the shortest
path or the Least “ ommou “ubsumer (LCS) depth length algorithm to calculate
the distance between 1..~ nodes (words) as a measure of similarity between word
senses [36, 47,. O e difficulty here is that some words have different meanings
(senses) in difte. mt contexts, and thus different scores for each sense.

Such ceck aiquss can be applied within a semantic hierarchy, or ontology,
such a« "Woru. "< .. WordNet acts as a thesaurus, in that it groups words together
base 1 on the - meanings. The semantic distance between words can be estimated
2~ e nuw.uoer of vertices that connect the two words. Another approach makes
wsage ol a large corpus (e.g. Wikipedia) to count the terms that appear close
to tue words being analysed in order to construct two vectors and compute a
‘astance (e.g. cosine). In this method, the similarity degree between the two

ewtities is given by the cosine value of the angle determined by their vectors
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representation [53].

The similarity problems are also modelled using concepts tro, » fuzzy set the-
ory and it is our belief (which will be further proved) that 1. rosophic theory,
that was defined in order to generalise the concepts of _lassic et and fuzzy set,
offers more appropriate tools. Indeed, in a Neutrosophic Set t* 2 indeterminacy,
which is so often encountered in real-life problems ,uch .. lecision support [54],

is quantified explicitly [30, 31] as it will be shov = in wha" follows.

2.1. Fuzzy and Neutrosophic Sets

A fuzzy set is built from a reference set callec. -niverse of discourse which is
never fuzzy. Let us consider U - the univer. of discourse. A fuzzy set A over
U is defined as:

A={(z, .oz |2, €U}

where pa(z;) € [0,1] represent .~ m.mbership degree of the element z; € U
in the set A [55, 56].
Now, if we take A b a w. uitionistic fuzzy set (IFS) in the universe of

discourse U, then the set .. is de med as [57]:

c=1@,pa(r),va(@)) |z e U}

7

where pa(z) : 7 — '0.1] is the membership degree and vu(z) : U — [0,1]
represents ths nc¢ -membership degree of the element x € U in A, with 0 <
pa() +va(z, = 1.

The ¢ once yt of neutrosophic set A in the universe of discourse U is defined

as an objec. har ing the form [47]:
A={<x :ta(x),ia(x), falz) >z €U}

vhere t e functions t4(x),ia(z), fa(xz) : U — [0,1] define respectively the
deg... of membership, the degree of indeterminacy, and the degree of non-

» iembership of a generic element x € U to the set A.
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If on a neutrosophic set A we impose the following conditio. on t..2 mem-

bership functions t4, i, fa: U — [0,1]:
0<tatiat+fa<3zeA

then the resulted set A C U is called a single-valued ne. *rosc shic set [58]. We
can also write x(ta,i4, fa) € A.

Corresponding to the notions of neutrosoph. set e~ single-valued neutro-
sophic set, similar works have been done on sraph-the ory resulting the notions

of neutrosophic graphs [59] and single-valuc '

neu..usophic graphs [60] and on
number-theory resulting the concept of r I ... uic numbers and single valued

trapezoidal neutrosophic number [61, 62].

2.2. Neutrosophic Similarity Mea. . s

Neutrosophic distance and ~imilar, v measures were applied in many scien-
tific fields such as decision making | ? 64], pattern recognition [65, 66], medical
diagnosis [67, 68] or marke. p. diction [69].

In this section we ei. merate the similarity measures together with their
complements - the di can e measures, that are applied and then compared in
the proposed neutroso, ' 1¢c v ethod for words similarity (see Section 3).

Intuitionistic .. ~v similarity measure between two IFSs A and B satisfies

the following r= nerties |70]:
1)0<5. B)<1
2)/4,B) =1ifA=B
3) S(«~. B)=S8(B,A)

4 S(A,C) < S(A,B) and S(A,C) < S(B,C) if AC B C C for any A,

B C - intuitionistic fuzzy sets.

ve have that similarity and distance (dissimilarity) measures are comple-

v entary, which implies S(A4, B) =1 — d(A, B).

10
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Let A = {(z,pa(x),va(z)) | x € U}, B = {(z,pp(x),velx,) | © - U} be
two IFSs in the universe U = {z1,...,z,}. Several distanc: mdasures between
A and B were proposed in the literature, from which we cc <i- er here only the

Normalized Euclidean distance for two IFSs [71]:

n

1

die(4,B) = | 5~ D ((nalws) = pp(@:)? + wala:) — ve(@:))?) (1)

i=1
which will be called in what follows as Intuitionistic "uclic. .. distance measure.

In general a similarity measure between two <ingle-val ‘e neutrosophic sets A and

B is a function defined as [33, 72, 73]:

S:NS(X) +[0,1]

where NS denotes the Neutrosophic Set oncr pu.
The FEuclidean distance or the Fu “dean 'issimilarity measure between two single-

value neutrosophic elements z1(ty, Y, 7)), w.(t3, i3, f3) € A is defined as [72, 73]:

i, w2) = [ gl(8h = )2 + (@ — 302+ (7 - F3)7 2)

Properties of the Euclic zan dist nce. If 1 and z2 are two neutrosophic elements
and dg(w1,w2) denotes the t. 'id un distance as in Definition 2, then the following

properties are fulfilled:

1. de(z1,22) € I, 1]

2. de(z1,72) =0it « A only if z1 = z2 (or th =¢34, iy =44 and f} = f3)

3. dp(z1,7.,) = ifandonlyif |ty —t4 | = |4k —E& | =|fA—-fil=1
For exam," s: z1(1,1,1) and z2(0,0,0); or 1(1,0,0) and 22(0, 1,1); or 21 (0, 1,0)
ancd z2(7,0,1), etc.

Th~ Huct. 2 similarity measure or the complement of the Fuclidean distance
betw ten two eutrosophic elements x1(th, ik, f4), z2(t%,i%, f3) € A is defined as

(72 73

sp(z,w2) =1 —dp(r1,22) =1 = \/;[(th — )7+ (G -3+ (FA - )7 ()

rroperties of the Fuclidean similarity measure. If x1 and x2 are two neutrosophic
ements and sg(z1,z2) denotes the Euclidean similarity measure as in Definition 3,

then the following properties are fulfilled:

11
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1. sp(z1,z2) € [0,1]

2. sgp(z1,22) = 0 if and only if z1 = @2 (or th =13, i4 =% nd = 13)

3. sp(ar,@2) =1ifandonly if [ th — 4 | = |4 A [=|j. fil=1
For examples: z1(1,1, 1) and 22(0, 0,0); or z1(1,0,0) # 1d z2(C 1,1); or z1(0, 1, 0)
and x2(1,0, 1), etc.

The Fuclidean distance between two neutrosophi . ele’ .ci.'s can be extended to
the Normalized Fuclidean distance or Normalized Iiclidean < .ssimilarity measure as
follows.

Let A and B be two single-valued neutroso~hic » *< fr.m the universe of discourse
U,

A = {z; € U,where ta(x;),ia(zi), falzs) € U, for 1 <i<mandn > 1},
and

B = {z; € U,where tg(x;),is(x:), fr(z;) € I,1],for 1 <i<nandn>1}

The Normalized Euclidean d.. .. - Sween the two single-valued neutrosophic

sets A and B is defined as [72, 73, 74, (.:

-

dnp(A, B) = {3171 D (talc ) —tp())* + (ialw:) —in(2:))® + (falw:) — fB(Iz‘))2}2
- )

Properties of th= iv. mal zed Euclidean distance between two Neutrosophic
Sets. If A and I « ~ two single-valued neutrosophic sets then the Normalized

Euclidean dist- . = between A and B follows the distance measures properties:

1. dpr(A, > 210,1]

2. d, ,(A.3)=0if and only if A = B or for all i € {1,2,...,n}, ta(x;) =
trlxy), "0 x;) =ipg(x;) and fa(z;) = f(x;)

3 dyp(A B)=1if and only if for all i € {1,2,...,n}, | ta(x;) —tp(z;) | =
| vaiwi) —ip(@:) | = | fa(zi) = fB(z:) | =1

The Vormalized Euclidean similarity measure or the complement of the Nor-

malized Euclidean distance between two single-valued neutrosophic sets A and
3 is defined as [30, 72, 73, 74, 75]:

sne(A,B) =1—dn.e(A, B) (5)

12
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which implies

n

snp(A, B) = 1{3; ;(mm)ftB<xi>>2+<m<xi>fz'Bm))? ffA/me(xi))z}
B (6)

Properties of the Normalized Euclidean Similarity M. ~asure I 2tween two Neu-

1
2

trosophic Sets If A and B are two single-valued ne’ ¢rose~hic sets then the Nor-
malized Euclidean Similarity Measure between A «..d B ollows the similarity

measures properties:

1. sup(A,B) € [0,1]

2. spp(A,B)=0ifand only if A= " .. v all i € {1,2,...,n}, ta(z;) =
tp(x;), ia(x;) = ig(x;) and falr:) = fplx;)

3. spe(A,B) =1if and only if for a.' € {1,2,...,n}, | ta(x;) —tp(z;) | =

lia(zi) —ip(@i) | = | fa(wi) - yolxi)| =1

Another commonly used dista. ~e measure for two single-valued neutrosophic
sets A and B is Normalized Hamming distance measure defined as [76]:

n

dnu (A, B) = 3% Z(| talw, —tp @) |+ |da(z)—ip(@:) | + | fa(zi)—fB(2i) |)
- (7)

3. Proposed /.pprc <h

In this s ~tio'. we present a method designed for determining the seman-
tic distan e betwe. 1 pairs of words using a neutroshopic approach in which a
word is 1. *e pret .d as a single-valued neutrosophic set [47, 48]. The semantic
diste .ces are determined without taking into account the part of speech data
of th. involv .d words. In our approach, the words are internally represented as

ectors of three values, their corresponding SentiWordNet scores (shortly, SWN
s ores) Thus, any lexical and syntactical information about words is discarded.

" what follows we describe all the involved data, the theoretical concepts

ud the representations used in the implementation of the proposed similarity

method.

13
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8.1. Word-Level Neutrosophic Sentiment Similarity

In this study we address the problem of sentiment simila ity } .. veen pairs of
words by following the neutrosophic approach firstly propose in [49] in which
a word w is interpreted as a single-valued neutrosophi : set [47, 48] having the

representation:

w = (,Utruth(w>7 Hindeterminacy (w)y rvfalse/ J})) (8)

where pyruin(w) denotes the truth members’ in degre of w, pindeterminacy(W)
represents the indeterminacy membership dey e o1 w and fiyq1sc (W) represents
the false membership degree of the worc v, with figruth (W), Windeterminacy (W),
frfase(w) € [0, 1].

Similar with [49] we use the SentiWo. 7 Vet lexical resource (shortly, SWN) in
order to fuel the proposed approach w. " aata. More precisely, the three mem-
bership degrees of the words i wc..~* tion (see Equation 8) are the positive,

neutral and, correspondingly, the neg.tive scores provided by SentiWordNet.

Problem Definition. We ~ropose und evaluate a method for the problem of de-
termining the sentime .t cl~ss o, a word w by measuring its distance from several
seed words, one seed v, > 4 for each sentiment class. In this assumption, we pro-
pose the usage ¢ ‘hree semantic distances: Intuitionistic Fuclidean distance,
Fuclidean distr~ce and .damming distance. We work with 7 seed words, each
seed word b g . representative sentiment word for each of the seventh sen-
timent de rees: s. ong positive, positive, weak positive, neutral, weak negative,
negative ¢ strc g negative. We prove that all the considered theoretical con-
cepts work very well as we apply and evaluate them on all the SentiWordNet
wora  (that s, 155 287 words).

If v+ and wy are highly similar, we expect the semantic distance value to
» » close  to 0, otherwise semantic relatedness value should be closer to 1. We
. ~ider SentiWordNet sentiment scores as the only features of the words.

As we have already pointed out, in this approach, a word internal representa-

tion consists of its SWN scores. In this assumption, a word w can be considered
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a single-valued neutrosophic set and thus, all the properties inv. >ring .'.is con-
cept can be used and applied.

In order to exemplify this assumption, let us consider 1..> verb “scam”. In
the SWN dataset this word has a single entry, that is i’ has a ‘ingle SWN score
triplet:

scam = (0,0.125,0.87F

By following the neutrosophic assumption i.. whic> . word is considered a

single-value neutrosophic set, the representation of th word w becomes:

w(tum iun fw)
where:

- the degree of membership, t,,, is “he word positive score,
- the degree of indeterminate-m ‘mi. ~rship, i, is the word neutral score,

- the degree of non-members..’ . f,,, is the word negative score.

Obviously the conditio” . .. ~nosed on these degree values are preserved: t,,,
w, fuw €10,1] and 0 <ty + iy + foo =1 < 3.

For the considered example we have: tscam = 0, iscam = 0.125 and fscam =
0.875, which implies ». ~ n(0 J.125, 0.875).

Let us now cc .. ‘der the general case in which a word w can appear in more
than one synse* ‘n the SentiWordNet lexicon, meaning that the word has more
than one ser 'e. T this case we have n SWN score triplets for a single word w,
with n > 7.

In o1 >r .0 ¢ astruct the neutrosophic word representation, a single scores
triplr . mus* be provided. For this reason, for every word w with n senses,
n > ‘. we i aplemented the weighted average formula (afler [77]) over all its
,0sitive negative and, respectively, neutral scores obtaining in this manner

v ree se ttiment scores for all the three facets of a word sentiment polarity:

« the overall positive score of the word w:
bt + Stz A e ©
I+4+...+1

n
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e the overall neutral score of the word w:

Gt + Sz 4o+ i

w = 10
! 1+14...4+1 (10)
e the overall negative score of the word w:
Wl F 2z fun
fu = Lot 2tv n (11)

1+2+...- 1

where w! denotes the first sense of the word w, w* . wresents the second sense
of the word w, etc.

In order to calculate the overall scores of a ~vord w we use the weighted
average formula because it considers freque.. ~ies of the words’ senses: the score
of the first sense (which is the most ~eq ci..; is preserved entirely, while the
rest of the scores, which corresp. .1 to he less used senses, appear divided
accordingly (by 1/2, 1/3, etc.)

The sentiment class of a word 15 'etermined by computing a single score upon
these overall scores. This 1~ "~1e score will represent the average of the differ-
ences between the positi ity and 1egativity scores calculated per each sense.

More precisely, for a wora v with n senses, the single sentiment score is
determined by follow. ¢ the ilready defined mechanism for words’ scores cal-
culus based on S¢ +*iWordNet triplets (see [42]) which implies to determine the

average weighted differe..ce between their positive and negative scores such as:

1 n
— Z w;(pos; — neg;)
n

i=1
where the <igh.s w; are chosen taking into account several word characteris-
tics vhich « n carry different levels of importance in conveying the described
sentit. ~nt [/2] (such as part of speech) and n represents the number of synsets
n whic. the word w appears, that is the number of its senses. The average is
u. 7 i~ order to ensure that the resulted scores are ranging between -1 and 1
|44)-

Let us consider a word w with n senses, wi, ws, ..., wy,. In this study the
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overall score of the word w is determined using the formula [42, 77]:
(twl - fwl) + %(th - fwz) +. %(tu;i)
1+14+...412

As we have already pointed out, the values of score var, vetween —1 (meaning

(12)

score =

that the word w is a “strong negative” word) and 1 ( he wor . w is a “strong
positive” word).

Usually sentiment analysis applications deal wi._ pina y (positive vs. nega-
tive) or ternary (positive vs. negative vs. objective, classifications which nor-
mally leads to very good state-of-the-art accu.cy ! nore then 70%) [42]. In
this study, using the sentiment scores defined fo. “he SentiWordNet synsets, we

consider all the degrees of sentiments refer. - in the literature:

- strong positive/negative word: g1 at aterence between the positive/ neg-
ative scores and the negative - ~sit1 = scores of the word (usually, above

0.5)

- positive/negative word: the posicive/negative scores are greater than the
negative/positive or :s (the difference is smaller than 0.5 but greater than

0.25)

- weak positive/. ~aa we 7 ord: small difference between the positive/ nega-

tive scores 7 1d the negative/positive ones

- neutral v~ ~1: the neutral scores subsume the positive and negative scores.

We defined = et of rules in order to uniquely map the general score of a word
to one of the Jollowing sentiment classes: “strong positive”, “positive”, “weak
positive”,  eut al”, “weak negative”, “negative”, “strong negative”. The rules
are { (ven in w algorithmic form form under the sent_class function in Figure
1.

If w, and wy are two words: w1 (tw, s tw, , fuwy)s W2 (twss Gwys fw, ), the distance
m. "~ s between wy and wq are as follows:

1. Intuitionistic Euclidean distance:

1

st ) =\ 2ty — 1 G = fu] (13)
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function sent_class(score)
sent_class <- "neutral”
IF (score > 0.5) THEN sent_class <- "strong posi .ive' ELSE
IF (0.25 < score <= 0.5) THEN sent_class <- "pr ‘iti- e" ELSE
IF (@ < score <= 0.25) THEN sent_class <- "weak p. itive" ELSE
IF (-0.25 <= score < @) THEN sent_clas <- "w un negauv.ve" ELSE
IF (-0.5 <= score < -0.25) THEN sent_class .- "nege. -ive" ELSE
IF (score < -0.5) THEN sent_class <- "stronc negati /e"

return sent_class

endfunction

Figure 1: The sent_class functio

2. Euclidean distance:

dE(wla wQ) = \/;[(twl - tw2,2 + (twy — Z‘11)2)2 + (fw1 - fw2)2] (14)

3. Hamming distance:

dH(wlvU)Q) = [|tw1 — lu, | + | Gy — by “i‘ ‘ Jw, = fuw, |] (15>

W =

4. Experimental Setu,

We evaluate the ~cu acy f the considered mechanism by implementing the
Normalized Euclic zan ana, "a order to give terms of comparison, we also evaluate
the Normalized dammn. ~g distance and Intuitionistic Euclidean distance in the
same scenari .

In Tab'e 2 . ~ give the values we impose on the distance measures with
respect *» th = sen'iment classes of the involved two words. The values of Table
2 are - nme. * al and for this reason only the values under the main diagonal
are y iven.

Dbvivusly, we considered the smallest distance values in cases of words hav-
ng the ame sentiment class (these cases are given on the diagonal). A strong
value tor distance value means that the two words are completely dissimilar

‘-om the sentiment polarity point of view. For example, a word having “nega-

troe” sentiment class (or shortly, a negative word) and a word with “positive”

18
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Table 2: The used distance measure values with respect to the words senti.. ~nt classes

STRONG [0,0.2)

POSI-

TIVE

POSITIVE | [0,0.3) [0,0.2)

WEAK [0.25,0.5) [0,0.3) [0,0.2)

POSI-

TIVE

NEUTRAL | [0.3,0.65) [0.3,0.65) [0,0.3) [0,0.2)

WEAK (0.65, 1] (0.65, 1] [0.25,0.5) [0,0.3) L 0.2)

NEGA-

TIVE

NEGATIVE| (0.65, 1] (0.65, 1] (0.65, 1] [0.3,0. ™) 10,0.3) [0,0.2)

STRONG (0.65, 1] (0.65, 1] (0.65, 1] L " 0.65) [0.25,0.5) [0,0.3) [0,0.2)

NEGA-

TIVE

SENT. STRONG POSITIVE  WEAK " BSUTRAL  WEAK NEGATIVE STRONG

CLASSES POSI- POS NEGA- NEGA-
TIVE TIVE TIVE TIVE

function distance(dist, se. “ .class_wl, sent_class_w2)
IF (dist is between Tablel(sent_class_wl, sent_class_w2))
return true
return false
endfunction|

Fig' ce 2: The evaluate function

sentiment clas [~ positive word) must have the distance value d bigger than
0.65, where . ~ar not be greater than 1.

Based on Table 2 values, the evaluation of the distance values with respect
to the sen.’ 1ent classes of the involved words is depicted in Figure 2.

For the valuation scenario we chose seven “seed words”, one for each senti-
ment lass a .d we iterate through the lexical resource and calculate the distance
neasui s between each of the seven seed words and all the words that appear
1. Sent” WordNet (155287 words in total).

—.2suming, the algorithmic form of the evaluation scenario for the proposed

-ord-level sentiment similarity method is given in Figure 3.
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foreach seed_w <- seed word from sentiment classes: {strong posit. ~ pos. ‘ve,
weak positive, n. ‘ral,
weak nega’ .v. negav.ve,
strong n gati _;
seed_sent_class <- sentiment class of seed_w

foreach w <- word from SentiWordNet
score <- overall score of w
w_sent_class <- sentiment_class(score)

foreach d <- distance from {dIF, dE, dH}
evaluate(d, w_sent_class, seed_sent_cla s)

endfor
endfor
endfor
Figure 3: The evaluat*ion s. mari

1.00 -
090 AN

v
0.80 / )
0.70 /
0.60 4
0.50 /

"
0.40
0.30 //
0.20
0.10 =
0.00
Strong Positive P tive Weak Positive Neutral Weak Negative Negative Strong Negative
=l 'ide 1Distan ==l Hamming Distance Intuitionistic Euclidean

Figure 4. The g. »hical visualisation of the similarity distances precision

4.1. FEval ition . -2res

In Te 'e 3 we present the selected seed words together with the results ob-

taine . by implementing and evaluating all the three distance measures proposed

a5 for t.is stud = Normalized Euclidean distance, Normalized Hamming distance
.nd Intf-iitionistic Euclidean distance measurea.

The Hbtained accuracy results are mainly influenced by the way in which the

<. ~dered seed words can be distinguished from the most preponderant words

f this lexical resource, that is from the neutral words as they are the most

w0 frequent words of the SentiWordNet resource.
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Table 3: Evaluation scores

Similarity L tance Precision

Seed Word Euclidean Ha. ming Intuitionistic

Distance Dic ance Euclidean
Distance

Sent. Class: STRONG POSITIVE

Word: singable#a 0..'11 0.8580 0.8808

Overall scores: (0.75, 0.0, 0.25)

Sent. Class: POSITIVE

Word: spunky#a .. 714 0.7725 0.8059

Overall scores: (0.5416, 0.2083, ¢ .7\

Sent. Class: WEAK POSITT .

Word: immunized#a 0.0392 0.0608 0.1219

Overall scores: (0.5, 0.370, 0.1.5)

Sent. Class: NEUTR AL

Word: hydrostatic:, = 0.9676 0.9489 0.9570

Overall scores: (1.0, 0.0, ..0)

Sent. Class: VW HWAK NEGATIVE

Word: mis_nide 1#a 0.0973 0.1070 0.1279

Overall - cores: (v.25, 0.4583, 0.2916)

Sent. Clas.- N 1GATIVE

We :d: refc mable#a 0.8259 0.8260 0.8573

Over ' e~ res: (0.125, 0.5, 0.375)

Sent. ( lass: STRONG NEGATIVE

Word: unworkmanlike#a 0.8542 0.8764 0.8875

Overall scores: (0.0, 0.75, 0.25)
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As it can be seen in Table 3 and Figure 4 the considereu Tistai. e mea-
sures have a similar behaviour: all the distance measures b we rave than 77%
precision for the most of the considered seed words, whic. ‘< above the aver-
age precision (70%) recognised in the specialised liter ature “r the sentiment
classifiers accuracy.

The highest precision (more than 74%) is achic ved * , pplying the distance
measures between the neutral seed word and all *he SentiV' ordNet’s words. Also
very good scores (more than 82%) were achieved by & >plying the distances be-
tween the negative seed word and SentiWor. Net . ~~.s, then we have the scores

1

corresponding to the strong positive see” ==~  jore than 0.84 as precision)
and finally the scores corresponding to the p. “itive seed word (more than 77%
precision).

But these very good results w .. not achieved for the weak positive seed
word and weak megative seed ~rd w ere the precision is almost zero. This
failure can be caused by the fact tn.* these particular sentiment words cannot
be distinguished very well ".own. “he most preponderant words of SentiWordNet,
that is from the neutral « ~vds.

We can therefore consiude that all the considered distance measures can
distinguish very well v. * we ds of the most important sentiment classes from
the point of vie', (¢ a sentiment classifier: the (strong) positive or negative
words and the _ -itral words. Still, the proposed measures are not capable for
measuring t._ - siv dlarity of weak sentiment words with the rest of the sentiment
words.

The 1. <, im ,ortant conclusion that comes from the performed experiment
is th «t the hehaviour of all the considered distance measures is very similar
- aln, st ide itical (see Figure 4). We interpret this result as a proof for the

obusti ~ss of the considered theory.
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5. Conclusions and Future Work

In the latest years there has been developed a relati 2ly !.wrge number of
word-to-word similarity studies that can be grouped i» *wo .. ~in categories:
distance-oriented measures applied on structured rep esentati ms and metrics
based on distributional similarity learned from larg . .ext couections [50].

In this paper we propose a sentiment similarit, = .choc that fits in the first
category of similarity studies and which takes int. ~ccount only the sentiment
aspects of the words and not their lexical cav. ~ory. V e follow here recent text
similarity approaches such as [1, 28] defined ai."'nd the same hypothesis which
postulates that knowing the sentiment is . ~neficial in measuring the similarity.

Our proposal is formalized in a d ...."~ *hat was never used before for this
kind of task - the neutrosophic therry, as t uses neutrosophic sets for represent-
ing the sentiment aspects of the worc.x. e neutrosophic set is a generalization
of the intuitionistic fuzzy set c. ~cepy, and thus our proposal is in line with
the recent fuzzy based studies that started to emerge for text processing tasks
[20, 78, 79]. Indeed, fuzz  logic it capable of dealing with linguistic uncertainty
as it considers the class ficatic ~ » roblem to be a “degree of grey” problem rather
than a “black and w ite” pro’lem [20] (the last one is the most used approach
in sentiment anal- sis tasks .

For this first appro. ~h we obtained very promising results. Indeed, by ap-
plying distar e o :asures on the neutrosophic words representations we shown
that we cen th. obtain a similarity method as we manage very clear to dis-
tinguish che worcs of the most important sentiment classes from the rest of
the com~iderc. vords: the SentiWordNet entries, that is, 155 287 words of all
poss ble sent ment classes.

"We a.u plan to extend our study to sequences of words with the intended
‘cope of designing a method that can be applied for measuring documents sim-

ilarivy.
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