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On Erdös-Smarandache numbers\textsuperscript{1}
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Abstract Let $A$ denote the set of Erdös-Smarandache numbers, for any positive integer $n$, they can be defined by the solutions of the diophantine equation $P(n) = S(n)$, where $P(n)$ is the largest prime factor which divides $n$, $S(n)$ is the Smarandache function defined as follows: $S(n)$ is the smallest number, such that $S(n)!$ is divisible by $n$, i.e., $S(n) = \min\{m : m \in \mathbb{N}, n|m!\}$. For any real number $x > 1$, let $M(x)$ denote the number of natural numbers $n$ in the set $A$ and such that $n \leq x$, in this paper, we study $M(x)$ by the elementary and analytic methods, and give an interesting asymptotic formula of $M(x)$.

Keywords Erdös-Smarandache numbers, the largest prime factor, asymptotic formula.


§1. Introduction

For any positive integer $n$, the Smarandache function $S(n)$ can be defined as follows: $S(n)$ is the smallest number, such that $S(n)!$ is divisible by $n$, i.e., $S(n) = \min\{m : m \in \mathbb{N}, n|m!\}$. According to the definition of $S(n)$, if $n = p_1^{\alpha_1}p_2^{\alpha_2} \cdots p_r^{\alpha_r}$ denoting the prime powers factorization of $n$, we have $S(n) = \max_{1 \leq i \leq r}(S(p_i^{\alpha_i}))$. Hence we can easily get several values of $S(n)$: $S(1) = 1$, $S(2) = 2$, $S(3) = 3$, $S(4) = 4$, $S(5) = 5$, $S(6) = 3$, $S(7) = 7$, $S(8) = 4$, $S(9) = 6$, \cdots. About the arithmetical properties of $S(n)$, many scholars have studied them (see Ref.[4]-[8]). For example, Lu (see Ref.[4]) and Le (see Ref.[5]) studied the solutions involving the equations of $S(n)$, i.e., the equation

$$S(m_1 + m_2 + \cdots + m_k) = S(m_1) + S(m_2) + \cdots + S(m_k)$$

has infinite many positive integer solutions.

Du (see Ref.[6]) studied the conjecture on $S(n)$, i.e., when $n$ was a squarefree number, the sum

$$\sum_{d|n} \frac{1}{S(n)}$$

\textsuperscript{1}This work is supported by the 2011 Basic Research Fund of Northwestern Polytechnical University(JC201123).
is impossible an integer.

Xu (see Ref. [7]) got a profound result about $S(n)$, that is

$$\sum_{n \leq x} (S(n) - P(n))^2 = \frac{2\zeta(\frac{3}{2}) x^{\frac{3}{2}}}{3 \ln x} + O \left( \frac{x^{\frac{3}{2}}}{\ln^2 x} \right),$$

where $P(n)$ is the largest prime factor which divides $n$, $\zeta(s)$ is Riemann zeta-function.

Now we let $A$ denote the set of Erdős-Smarandache numbers (See Ref. [8] and [9]), which is defined by the solutions of the diophantine equation $S(n) = P(n)$. According to the definitions of $S(n)$ and $P(n)$, we can easily get several front Erdős-Smarandache numbers, i.e., $A = \{2, 3, 5, 6, 7, 10, 11, 13, 14, 15, 17, 19, 21, 22, 23, 26, 28, 29, 30, 31, \cdots \}$. In 1991, for any positive integer $k > 3$, Erdős (see Ref. [10]) asserted the number of elements of the set $A$ was

$$\sum_{\substack{n \leq k \atop n \in A}} 1 = k + o(k) \quad (k \to +\infty).$$

After that, many scholars (see Ref. [11, 12]) improved the result. Further more, in 2005, Ivic (see Ref. [1]) got the asymptotic formula

$$\sum_{\substack{n \leq k \atop n \not\in A}} 1 = k \exp \left\{ -\sqrt{2 \log k \log_2 k} \left( 1 + O \left( \frac{1}{\log_2 k} \right) \right) \right\},$$

where $\exp(x) = e^x$. Even he got the asymptotic formula involving the Dickman-de Bruijn function. Thereby he sharpened and corrected results of Ford (see Ref. [2]), Koinick and Doyon (see Ref. [3]).

The authors are also very interested in this problem and want to know some more about the number of Erdős-Smarandache numbers. So we use the elementary method to study this problem and get a weaker asymptotic formula of the number of Erdős-Smarandache numbers. Although the result is weaker than those of the above, we have used the alternative approach (completely different from the Ivic’s). That is, we shall prove the following:

**Theorem 1.1.** Let $A$ denote the set of Erdős-Smarandache numbers, then for all positive integer $k > 2$, we have the asymptotic formula

$$\sum_{\substack{n \leq k \atop n \not\in A}} 1 = k + O \left( \frac{k}{\log k (\log \log k)^{\frac{3}{2}}} \right).$$

§2. Some lemmas

To complete the proof of the above theorem, we need the several following lemmas. First, we give the familiar formula Abel’s identity.

**Lemma 2.1.** Abel’s identity. For any arithmetical function $a(n)$, let

$$A(x) = \sum_{n \leq x} a(n),$$

then
where \( A(x) = 0 \) if \( x < 1 \). Assume \( f \) has a continuous derivative on the interval \([x, y]\), where \( 0 < x < y \). Then we have

\[
\sum_{x < n \leq y} a(n) f(n) = A(y) f(y) - A(x) f(x) - \int_x^y A(t) f'(t) dt.
\] (1)

**Proof.** See Ref.\[13\].

**Lemma 2.2.** Prime number theorem. For \( x > 0 \), let \( \pi(x) \) denote the number of primes not exceeding \( x \). Then we have

\[
\pi(x) = \frac{x}{\log x} + O\left(\frac{x}{\log^2 x}\right).
\] (2)

In addition, the prime number theorem also has an equivalent form

\[
\vartheta(x) = \sum_{p \leq x} \log p = \pi(x) \log x - \int_2^x \frac{\pi(t)}{t} dt = x + O\left(\frac{x}{\log x}\right).
\] (3)

**Proof.** See Ref.\[14\].

**Lemma 2.3.** For all \( 0 < x < y \), we have

\[
\sum_{x < p \leq y} \frac{1}{p^2} = \frac{1}{y \log y} \sum_{n \leq y} a(n) - \frac{1}{x \log x} \sum_{n \leq x} a(n) + 2 \int_{x}^{y} \frac{1}{t^2} \sum_{n \leq t} a(n) dt.
\] (4)

From Lemma 2.2 we have \( \pi(x) = \sum_{n \leq x} a(n) = \frac{x}{\log x} + R(x) \), where \( R(x) = O\left(\frac{x}{\log^2 x}\right) \), then we find

\[
\sum_{x < p \leq y} \frac{1}{p^2} = -\frac{1}{x \log x} + O\left(\frac{1}{x \log^2 x}\right) + 2 \int_{x}^{y} \frac{1}{t^2} \log t + R(t) \frac{1}{t^3} dt.
\] (5)
Now
\[ \int_x^y \frac{1}{t^2 \log t} dt = \frac{1}{x \log x} - \frac{1}{y \log y} - \int_x^y \frac{1}{t^2 \log^2 t} dt \]
\[ = \frac{1}{x \log x} + O\left(\frac{1}{x \log^2 x}\right) \quad (6) \]
and
\[ \int_x^y \frac{R(t)}{t^3} dt = O\left(\int_x^y \frac{1}{t^2 \log^2 t} dt\right) = O\left(\frac{1}{x \log^2 x}\right), \quad (7) \]
where we used the condition \( R(t) = O\left(\frac{1}{t \log t}\right) \). Hence equation (5) can be expressed as follows:
\[ \sum_{x < p \leq y} \frac{1}{p^2} = \frac{1}{x \log x} + O\left(\frac{1}{x \log^2 x}\right). \]
This proves the lemma.

§3. Proof of the theorem

In this section, we shall complete the proof of the theorem. First we will estimate the upper bound of \( \sum_{n \leq k} 1 \). In fact, for any positive integer \( k > 1 \), we let \( n = p_1^{\alpha_1} p_2^{\alpha_2} \cdots p_r^{\alpha_r} \) denote the prime powers factorization of \( n \), then according to the definitions and properties of \( S(n) \) and \( P(n) \), we can let \( S(n) = S(p_1^{\alpha_1}) = m \), where \( S(p_i^{\alpha_i}) \) is the largest number of \( \{S(p_1^{\alpha_1}), S(p_2^{\alpha_2}), \ldots, S(p_r^{\alpha_r})\} \). If \( \alpha_i = 1 \), then \( m = 1 \) and \( S(n) = p_i \) is prime. If \( \alpha_i > 1 \), then \( m > 1 \) and \( S(n) \) is composite. Hence \( \sum_{n \leq k} 1 \) is the number of \( n \) (\( 1 \leq n \leq k \)) such that \( S(n) = 1 \) or \( S(n) \) is composite. Apparently \( S(n) = 1 \) if and only if \( n = 1 \). Therefore we have
\[ \sum_{n \leq k} 1 = \sum_{n \leq k} S(n) \leq \sum_{n \leq k} 1 + \sum_{S(n) = 1} S(n), \quad (8) \]
where \( M \ll k^\epsilon, \epsilon > 0 \) is a real number. Now we will estimate every term of (8). Firstly we will estimate the first summation. From Lemma 2.3 we have
\[ \sum_{n \leq k} 1 = \sum_{n \leq k} \left( \frac{k}{p^\alpha} + O(1) \right) = \sum_{n \leq k} \left( \frac{k}{p^\alpha} + O(1) \right) \]
\[ \leq \frac{2k}{M \log M} + O\left(\frac{k}{M \log^2 M}\right) + \frac{k}{M \sqrt{M}} + \frac{k}{2M^{3/2}} \ll \frac{k}{M \log M}, \quad (9) \]
where \( M \ll k^\epsilon \).

In order to estimate the other term of (8), we must estimate it in a different way. For any prime \( p \leq M \), let \( \alpha(p) = \lfloor \frac{M}{p-1} \rfloor \) denote the largest number not exceeding \( \lfloor \frac{M}{p-1} \rfloor \). Let
\[ u = \prod_{p \leq M} p^{\alpha(p)}. \] For any positive integer \( n \) such that \( S(n) \leq M \), let \( S(n) = S(p^n) \), according to the definition of \( S(n) \), we must have \( p^n \mid M! \), thus we have \( \alpha \leq \sum_{j=1}^{\infty} \left[ \frac{M}{p^j} \right] \leq \left[ \frac{M}{p-1} \right] \). Hence for all positive integer \( n \) such that \( S(n) \leq M \), we have \( n \mid u \), that is, the number of all the \( n \) like this is not exceeding all the divisors of \( u \), then we have

\[
\sum_{S(n) \leq M} 1 \leq \sum_{d \mid u} 1 = \prod_{p \leq M} (1 + \alpha(p)) = \prod_{p \leq M} \left( 1 + \left[ \frac{M}{p-1} \right] \right)
\]

\[ = \exp \left( \sum_{p \leq M} \log \left( 1 + \left[ \frac{M}{p-1} \right] \right) \right) , \] (10)

where \( \exp(y) = e^y \).

From Lemma 2.2 and (10), we have

\[
\sum_{S(n) \leq M} 1 \leq \exp \left( \sum_{p \leq M} \log \left( 1 + \frac{M}{p-1} \right) \right)
\]

\[ = \exp \left\{ \sum_{p \leq M} \left[ \log(p - 1 + M) - \log p - \log \left( 1 - \frac{1}{p} \right) \right] \right\}
\]

\[ \leq \exp \left( \pi(M) \log(2M) - \sum_{p \leq M} \log p + \sum_{p \leq M} \frac{1}{p} \right)
\]

\[ = \exp \left( \frac{M \log(2M)}{\log M} - M + O \left( \frac{M}{\log M} \right) \right)
\]

\[ \ll \exp \left( \frac{M}{\log M} \right) , \] (11)

where \( M \ll k^\epsilon \). Now let \( M = \log k \sqrt{\log \log k} \) (it determines \( k > 2 \)), we have \( \exp \left( \frac{M}{\log M} \right) \ll \frac{k}{\log k (\log \log k)^{\frac{3}{2}}} \), thus combining (8), (9) and (11), we immediately get

\[
\sum_{n \leq k, n \notin A} 1 = O \left( \frac{k}{\log k (\log \log k)^{\frac{3}{2}}} \right) .
\]

Therefore, we have

\[
\sum_{n \leq k \atop n \notin A} 1 = k - \sum_{n \leq k \atop n \notin A} 1 = k + O \left( \frac{k}{\log k (\log \log k)^{\frac{3}{2}}} \right) .
\]

This completes the proof of the theorem.
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§1. Introduction

The fuzzy concept has invaded almost all branches of mathematics ever since the introduction of fuzzy sets by L. A. Zadeh [16]. These fuzzy sets have applications in many fields such as information [14] and control [15]. The theory of fuzzy topological space was introduced and developed by C. L. Chang [7] and since then various notions in classical topology has extended the fuzzy topological space.

The idea of “intuitionistic fuzzy set” was first published by Atanassov [1] and many works by the same author and his colleagues appeared in the literature [2,3,4]. Later, this concept was generalized to “intuitionistic L-fuzzy sets” by Atanassov and Stoeva [5]. The concepts of “On some generalizations of fuzzy continuous functions” was introduced by G. Balasubramanian and P. Sundaram [6]. The concepts of “Generalized intuitionistic fuzzy closed sets” was introduced by R. Dhavaseelan, E. Roja and M. K. Uma [9]. The concepts of “fuzzy contra continuous” was
introduced by E. Ekici and E. Kerre [10].

In this paper the following concepts are generalized intuitionistic fuzzy contra continuous
function, strongly generalized intuitionistic fuzzy contra continuous function and generalized
intuitionistic fuzzy contra irresolute are studied. The concepts of generalized intuitionistic
fuzzy \$S\$-closed and strongly generalized intuitionistic fuzzy \$S\$-closed are studied. The concepts
of generalized intuitionistic fuzzy compact spaces and generalized intuitionistic fuzzy almost
compact spaces are established. The concepts of generalized intuitionistic fuzzy filter and
intuitionistic fuzzy \$C\$-convergent are established. Some properties are investigated with some
illustrations.

\section*{§2. Preliminaries}

\textbf{Definition 2.1.}[3] Let \(X\) be a nonempty fixed set. An intuitionistic fuzzy set (IFS for
short) \(A\) is an object having the form \(A = \{ \langle x, \mu_A(x), \delta_A(x) \rangle : x \in X \}\) where the function
\(\mu_A : X \to I\) and \(\delta_A : X \to I\) denote the degree of membership (namely \(\mu_A(x)\)) and the
degree of nonmembership (\(\delta_A(x)\)) of each element \(x \in X\) to the set \(A\), respectively, and \(0 \leq \mu_A(x) + \delta_A(x) \leq 1\) for each \(x \in X\).

\textbf{Definition 2.2.}[3] Let \(X\) be a nonempty set and the intuitionistic fuzzy sets \(A\) and \(B\) in
the form \(A = \{ \langle x, \mu_A(x), \delta_A(x) \rangle : x \in X \}\), \(B = \{ \langle x, \mu_B(x), \delta_B(x) \rangle : x \in X \}\). Then
(a) \(A \subseteq B\) iff \(\mu_A(x) \leq \mu_B(x)\) and \(\delta_A(x) \geq \delta_B(x)\) for all \(x \in X\);
(b) \(A = B\) iff \(A \subseteq B\) and \(B \subseteq A\);
(c) \(\bar{A} = \{ \langle x, \delta_A(x), \mu_A(x) \rangle : x \in X \}\);
(d) \(A \cap B = \{ \langle x, \mu_A(x) \land \mu_B(x), \delta_A(x) \lor \delta_B(x) \rangle : x \in X \}\);
(e) \(A \cup B = \{ \langle x, \mu_A(x) \lor \mu_B(x), \delta_A(x) \land \delta_B(x) \rangle : x \in X \}\);
(f) \(\sim A = \{ \langle x, 1 - \mu_A(x), \delta_A(x) \rangle : x \in X \}\);
(g) \(\langle \rangle A = \{ \langle x, 1 - \delta_A(x), \mu_A(x) \rangle : x \in X \}\).

\textbf{Definition 2.3.}[3] Let \(\{ A_i : i \in J \}\) be an arbitrary family of intuitionistic fuzzy sets in
\(X\). Then
(a) \(\bigcap A_i = \{ \langle x, \land \mu_{A_i}(x), \lor \delta_{A_i}(x) \rangle : x \in X \}\);
(b) \(\bigcup A_i = \{ \langle x, \lor \mu_{A_i}(x), \land \delta_{A_i}(x) \rangle : x \in X \}\).

Since our main purpose is to construct the tools for developing intuitionistic fuzzy topological
spaces, we must introduce the intuitionistic fuzzy sets \(0_\sim\) and \(1_\sim\) in \(X\) as follows:

\textbf{Definition 2.4.}[8] \(0_\sim = \{ \langle x, 0, 1 \rangle : x \in X \}\) and \(1_\sim = \{ \langle x, 1, 0 \rangle : x \in X \}\).

Here are the basic properties of inclusion and complementation:

\textbf{Corollary 2.1.}[3] Let \(A, B, C\) be intuitionistic fuzzy sets in \(X\). Then
(a) \(A \subseteq B\) and \(C \subseteq D\) \(\Rightarrow\) \(A \cup C \subseteq B \cup D\) and \(A \cap C \subseteq B \cap D\);
(b) \(A \subseteq B\) and \(A \subseteq C\) \(\Rightarrow\) \(A \subseteq B \cap C\);
(c) \(A \subseteq C\) and \(B \subseteq C\) \(\Rightarrow\) \(A \cup B \subseteq C\);
(d) \(A \subseteq B\) and \(B \subseteq C\) \(\Rightarrow\) \(A \subseteq C\);
(e) \(\overline{A \cup B} = \overline{A} \cap \overline{B}\);
(f) \(\overline{A \cap B} = \overline{A} \cup \overline{B}\);
(g) \(A \subseteq B\) \(\Rightarrow\) \(\overline{B} \subseteq \overline{A}\);
(h) \( \overline{A} = A \);
(i) \( \square = 0_\sqcup \);
(j) \( \overline{\square} = 1_\sqcup \).

Now we shall define the image and preimage of intuitionistic fuzzy sets. Let \( X \) and \( Y \) be two nonempty sets and \( f : X \to Y \) be a function.

**Definition 2.5.**

(a) If \( B = \{ (y, \mu_B(y), \delta_B(y)) : y \in Y \} \) is an intuitionistic fuzzy set in \( Y \), then the preimage of \( B \) under \( f \), denoted by \( f^{-1}(B) \), is the intuitionistic fuzzy set in \( X \) defined by \( f^{-1}(B) = \{ (x, f^{-1}(\mu_B)(x), f^{-1}(\delta_B)(x)) : x \in X \} \).

(b) If \( A = \{ (x, \lambda_A(x), \vartheta_A(x)) : x \in X \} \) is an intuitionistic fuzzy set in \( X \), then the image of \( A \) under \( f \), denoted by \( f(A) \), is the intuitionistic fuzzy set in \( Y \) defined by \( f(A) = \{ (y, f(\lambda_A)(y), (1 - f(1 - \vartheta_A))(y)) : y \in Y \} \).

Where

\[
\begin{align*}
f(\lambda_A)(y) &= \begin{cases} 
sup_{x \in f^{-1}(y)} \lambda_A(x), & \text{if } f^{-1}(y) \neq \emptyset; \\
0, & \text{otherwise}, \end{cases} \\
(1 - f(1 - \vartheta_A))(y) &= \begin{cases} 
inf_{x \in f^{-1}(y)} \vartheta_A(x), & \text{if } f^{-1}(y) \neq \emptyset; \\
1, & \text{otherwise}. \end{cases}
\end{align*}
\]

For the sake of simplicity, let us use the symbol \( f_-(\vartheta_A) \) for \( 1 - f(1 - \vartheta_A) \).

**Corollary 2.2.**

Let \( A, A_i (i \in J) \) be intuitionistic fuzzy sets in \( X \), \( B, B_i (i \in K) \) be intuitionistic fuzzy sets in \( Y \) and \( f : X \to Y \) a function. Then

(a) \( A_1 \subseteq A_2 \Rightarrow f(A_1) \subseteq f(A_2) \);
(b) \( B_1 \subseteq B_2 \Rightarrow f^{-1}(B_1) \subseteq f^{-1}(B_2) \);
(c) \( A \subseteq f^{-1}(f(A)) \} \) \{ If \( f \) is injective, then \( A = f^{-1}(f(A)) \};
(d) \( f(f^{-1}(B)) \subseteq B \} \) \{ If \( f \) is surjective, then \( f(f^{-1}(B)) = B \};
(e) \( f^{-1}(\bigcup B_j) = \bigcup f^{-1}(B_j) \);
(f) \( f^{-1}(\bigcap B_j) = \bigcap f^{-1}(B_j) \);
(g) \( f(\bigcup A_i) = \bigcup f(A_i) \);
(h) \( f(\bigcap A_i) \subseteq \bigcap f(A_i) \} \) \{ If \( f \) is injective, then \( f(\bigcap A_i) = \bigcap f(A_i) \};
(i) \( f^{-1}(1_\sqcup) = 1_\sqcup \);
(j) \( f^{-1}(0_\sqcup) = 0_\sqcup \);
(k) \( f(1_\sqcup) = 1_\sqcup \), if \( f \) is surjective;
(l) \( f(0_\sqcup) = 0_\sqcup \);
(m) \( \overline{f(A)} \subseteq f(\overline{A}) \), if \( f \) is surjective;
(n) \( f^{-1}(\overline{B}) = \overline{f^{-1}(B)} \).

**Definition 2.6.**

An intuitionistic fuzzy set \( A \) of intuitionistic fuzzy topological space \( X \) is called a intuitionistic fuzzy regular closed set if \( IFcl(IFint(A)) = A \).

Equivalently An intuitionistic fuzzy set \( A \) of intuitionistic fuzzy topological space \( X \) is called a intuitionistic fuzzy regular open set if \( IFint(IFcl(A)) = A \).

**Definition 2.7.**

Let \( (X, T) \) be an intuitionistic fuzzy topological space. An intuitionistic fuzzy set \( A \) in \( (X, T) \) is said to be generalized intuitionistic fuzzy closed (in shortly \( GIF \) closed)
if $IFcl(A) \subseteq G$ whenever $A \subseteq G$ and $G$ is intuitionistic fuzzy open. The complement of a GIF-closed set is GIF open.

**Definition 2.8.** Let $(X, T)$ be an intuitionistic fuzzy topological space and $A$ be an intuitionistic fuzzy set in $X$. Then intuitionistic fuzzy generalized closure (in short $IFGcl$) and intuitionistic fuzzy generalized interior (in short $IFGint$) of $A$ are defined by

(a) $IFGcl(A) = \bigcap \{G : G$ is a GIF closed set in $X$ and $A \subseteq G \}$.
(b) $IFGint(A) = \bigcup \{G : G$ is a GIF open set in $X$ and $A \supseteq G \}$.

**Definition 2.9.** A nonvoid family $F$ of GIF sets on $X$ is said to be generalized intuitionistic fuzzy filter (in short GIF filter) if

(1) $0_{\sim} \notin F$;
(2) If $A, B \in F$ then $A \cap B \in F$;
(3) If $A \in F$ and $A \subset B$ then $B \in F$.

§3. Generalized intuitionistic fuzzy contra continuous function

**Definition 3.1.** Let $(X, T)$ and $(Y, S)$ be any two intuitionistic fuzzy topological spaces.
(a) A map $f : (X, T) \to (Y, S)$ is called intuitionistic fuzzy contra continuous (in short $IF$ contra continuous) if the inverse image of every open set in $(Y, S)$ is intuitionistic fuzzy closed in $(X, T)$.

Equivalently if the inverse image of every closed set in $(Y, S)$ is intuitionistic fuzzy open in $(X, T)$.
(b) A map $f : (X, T) \to (Y, S)$ is called generalized intuitionistic fuzzy contra continuous (in short GIF contra continuous) if the inverse image of every open set in $(Y, S)$ is GIF closed in $(X, T)$.

Equivalently if the inverse image of every closed set in $(Y, S)$ is GIF open in $(X, T)$.
(c) A map $f : (X, T) \to (Y, S)$ is called GIF contra irresolute if the inverse image of every GIF closed set in $(Y, S)$ is GIF open in $(X, T)$.

Equivalently if the inverse image of every GIF open set in $(Y, S)$ is GIF closed in $(X, T)$.
(d) A map $f : (X, T) \to (Y, S)$ is said to be strongly GIF contra continuous if the inverse image of every GIF open set in $(Y, S)$ is intuitionistic fuzzy closed in $(X, T)$.

Equivalently if the inverse image of every GIF closed set in $(Y, S)$ is intuitionistic fuzzy open in $(X, T)$.

**Proposition 3.1.** Let $f : (X, T) \to (Y, S)$ be a bijective map. Then $f$ is GIF contra continuous mapping if $IFcl(f(A)) \subseteq f(IFGint(A))$ for every intuitionistic fuzzy set $A$ in $(X, T)$.

**Proposition 3.2.** Let $(X, T)$ and $(Y, S)$ be any two intuitionistic fuzzy topological spaces. Let $f : (X, T) \to (Y, S)$ be a map. Suppose that one of the following properties hold.
(a) $f(IFGcl(A)) \subseteq IFint(f(A))$ for each intuitionistic fuzzy set $A$ in $(X, T)$.
(b) $IFGcl(f^{-1}(B)) \subseteq f^{-1}(IFint(B))$ for each intuitionistic fuzzy set $B$ in $(Y, S)$.
(c) $f^{-1}(IFcl(B)) \subseteq IFGint(f^{-1}(B))$ for each intuitionistic fuzzy set $B$ in $(Y, S)$.

Then $f$ is GIF contra continuous mapping.
Proposition 3.3. Let \((X, T)\) and \((Y, S)\) be any two intuitionistic fuzzy topological spaces. Let \(f: (X, T) \to (Y, S)\) be a map. Suppose that one of the following properties hold.
(a) \(f^{-1}(\text{IFGcl}(A)) \subseteq \text{IFGint}(\text{IFGcl}(f^{-1}(A)))\) for each intuitionistic fuzzy set \(A\) in \((Y, S)\).
(b) \(\text{IFGcl}(\text{IFGint}(f^{-1}(A))) \subseteq f^{-1}(\text{IFGint}(A))\) for each intuitionistic fuzzy set \(A\) in \((Y, S)\).
(c) \(f(\text{IFGcl}(\text{IFGint}(A))) \subseteq \text{IFGint}(f(A))\) for each intuitionistic fuzzy set \(A\) in \((X, T)\).
(d) \(f(\text{IFGcl}(A)) \subseteq \text{IFGint}(f(A))\) for each intuitionistic fuzzy set \(A\) in \((X, T)\).

Then \(f\) is GIF contra continuous mapping.

Proposition 3.4. Let \((X, T)\) and \((Y, S)\) be any two intuitionistic fuzzy topological spaces. If \(f: (X, T) \to (Y, S)\) is intuitionistic fuzzy contra continuous then it is GIF contra continuous.

The converse of Proposition 3.4 is not true. See Example 3.1.

Example 3.1. Let \(X = \{a, b, c\}\). Define intuitionistic fuzzy sets \(A\) and \(B\) as follows

\[
A = (x, (\frac{a}{0.7}, \frac{b}{0.5}, \frac{c}{0.4}), (\frac{a}{0.7}, \frac{b}{0.5}, \frac{c}{0.4}))
\]

and

\[
B = (x, (\frac{a}{0.7}, \frac{b}{0.5}, \frac{c}{0.4}), (\frac{a}{0.7}, \frac{b}{0.5}, \frac{c}{0.4})).
\]

Then \(T = \{0, 1\}, \{0, 1\}\) and \(S = \{0, 1\}, \{0, 1\}\) are intuitionistic fuzzy topologies on \(X\). Thus \((X, T)\) and \((X, S)\) are intuitionistic fuzzy topological spaces. Define \(f: (X, T) \to (X, S)\) as \(f(a) = b, f(b) = a, f(c) = c\). Clearly \(f\) is GIF contra continuous. But \(f\) is not intuitionistic fuzzy contra continuous. Since, \(f^{-1}(B) \notin T\) for \(B \in S\).

Proposition 3.5. Let \((X, T)\) and \((Y, S)\) be any two intuitionistic fuzzy topological spaces. If \(f: (X, T) \to (Y, S)\) is GIF contra irresolute then it is GIF contra continuous.

The converse of Proposition 3.5 is not true. See Example 3.2.

Example 3.2. Let \(X = \{a, b, c\}\). Define the intuitionistic fuzzy sets \(A\), \(B\) and \(C\) as follows.

\[
A = (x, (\frac{a}{0.7}, \frac{b}{0.5}, \frac{c}{0.5}), (\frac{a}{0.7}, \frac{b}{0.5}, \frac{c}{0.5})),
\]

\[
B = (x, (\frac{a}{0.7}, \frac{b}{0.5}, \frac{c}{0.5}), (\frac{a}{0.7}, \frac{b}{0.5}, \frac{c}{0.5})),
\]

and

\[
C = (x, (\frac{a}{0.7}, \frac{b}{0.5}, \frac{c}{0.5}), (\frac{a}{0.7}, \frac{b}{0.5}, \frac{c}{0.5})).
\]

\(T = \{0, 1\}, \{0, 1\}\) and \(S = \{0, 1\}, \{0, 1\}\) are intuitionistic fuzzy topologies on \(X\). Thus \((X, T)\) and \((X, S)\) are intuitionistic fuzzy topological spaces. Define \(f: (X, T) \to (X, S)\) as follows \(f(a) = b, f(b) = a, f(c) = c\). Clearly \(f\) is GIF contra continuous. But \(f\) is not GIF contra irresolute. Since \(D = (x, (\frac{a}{0.3}, \frac{b}{0.4}, \frac{c}{0.4}), (\frac{a}{0.3}, \frac{b}{0.4}, \frac{c}{0.4})),\) \(f^{-1}(D)\) is not GIF-open in \((X, T)\).

Proposition 3.6. Let \((X, T)\) and \((Y, S)\) be any two intuitionistic fuzzy topological spaces. If \(f: (X, T) \to (Y, S)\) is strongly GIF contra continuous then \(f\) is intuitionistic fuzzy contra continuous.

The converse Proposition 3.6 is not true. See Example 3.3.

Example 3.3. Let \(X = \{a, b, c\}\). Define the intuitionistic fuzzy sets \(A\), \(B\) and \(C\) as follows.
\[
A = \langle x, (\frac{a}{0.7}, \frac{b}{0.2}, \frac{c}{0.2}), (\frac{a}{0.7}, \frac{b}{0.5}, \frac{c}{0.5}) \rangle,
\]
\[
B = \langle x, (\frac{a}{0.7}, \frac{b}{0.2}, \frac{c}{0.1}), (\frac{a}{0.7}, \frac{b}{0.2}, \frac{c}{0.2}) \rangle,
\]
and
\[
C = \langle x, (\frac{a}{0.7}, \frac{b}{0.3}, \frac{c}{0.3}), (\frac{a}{0.7}, \frac{b}{0.2}, \frac{c}{0.2}) \rangle.
\]

\[T = \{0_\sim, 1_\sim, A, B\} \text{ and } S = \{0_\sim, 1_\sim, C\} \text{ are intuitionistic fuzzy topologies on } X. \text{ Thus (}X, T\text{) and (}X, S\text{) are intuitionistic fuzzy topological spaces. Define } f : (X, T) \to (X, S) \text{ as follows: } f(a) = a, f(b) = b, f(c) = b. \text{ Clearly } f \text{ is intuitionistic fuzzy contra continuous. But } f \text{ is not strongly GIF contra continuous. Since } D = \langle x, (\frac{a}{0.7}, \frac{b}{0.3}, \frac{c}{0.3}), (\frac{a}{0.7}, \frac{b}{0.2}, \frac{c}{0.2}) \rangle \text{ is GIF open in (}X, S\text{), } f^{-1}(D) \text{ is not intuitionistic fuzzy closed in (}X, T\text{).}
\]

**Proposition 3.7.** Let (X, T) and (Y, S) be any two intuitionistic fuzzy topological spaces. If \( f : (X, T) \to (Y, S) \) is strongly GIF contra continuous then \( f \) is GIF contra continuous.

The converse Proposition 3.7 is not true. See Example 3.4.

**Example 3.4.** Let \( X = \{a, b, c\} \). Define the intuitionistic fuzzy sets A, B and C as follows.

\[
A = \langle x, (\frac{a}{0.7}, \frac{b}{0.5}, \frac{c}{0.5}), (\frac{a}{0.5}, \frac{b}{0.5}, \frac{c}{0.3}) \rangle,
\]
\[
B = \langle x, (\frac{a}{0.7}, \frac{b}{0.5}, \frac{c}{0.5}), (\frac{a}{0.5}, \frac{b}{0.5}, \frac{c}{0.3}) \rangle,
\]
and
\[
C = \langle x, (\frac{a}{0.7}, \frac{b}{0.3}, \frac{c}{0.3}), (\frac{a}{0.7}, \frac{b}{0.3}, \frac{c}{0.2}) \rangle.
\]

\[T = \{0_\sim, 1_\sim, A, B\} \text{ and } S = \{0_\sim, 1_\sim, C\} \text{ are intuitionistic fuzzy topologies on } X. \text{ Thus (}X, T\text{) and (}X, S\text{) are intuitionistic fuzzy topological spaces. Define } f : (X, T) \to (X, S) \text{ as follows: } f(a) = c, f(b) = c, f(c) = c. \text{ Clearly } f \text{ is GIF contra continuous. But } f \text{ is not strongly GIF contra continuous. Since } D = \langle x, (\frac{a}{0.7}, \frac{b}{0.3}, \frac{c}{0.3}), (\frac{a}{0.7}, \frac{b}{0.3}, \frac{c}{0.3}) \rangle \text{ is a GIF open set in (}X, S\text{), } f^{-1}(D) \text{ is not intuitionistic fuzzy closed in (}X, T\text{).}
\]

**Proposition 3.8.** Let (X, T) and (Y, S) be any two intuitionistic fuzzy topological spaces. If \( f : (X, T) \to (Y, S) \) is strongly GIF contra continuous then \( f \) is GIF contra irresolute.

The converse Proposition 3.8 is not true. See Example 3.5.

**Example 3.5.** Let \( X = \{a, b, c\} \). Define the intuitionistic fuzzy sets A, B and C as follows.

\[
A = \langle x, (\frac{a}{0.7}, \frac{b}{0.3}, \frac{c}{0.3}), (\frac{a}{0.7}, \frac{b}{0.3}, \frac{c}{0.1}) \rangle,
\]
\[
B = \langle x, (\frac{a}{0.7}, \frac{b}{0.3}, \frac{c}{0.3}), (\frac{a}{0.7}, \frac{b}{0.3}, \frac{c}{0.1}) \rangle,
\]
and
\[
C = \langle x, (\frac{a}{0.7}, \frac{b}{0.3}, \frac{c}{0.3}), (\frac{a}{0.7}, \frac{b}{0.3}, \frac{c}{0.1}) \rangle.
\]

\[T = \{0_\sim, 1_\sim, A, B\} \text{ and } S = \{0_\sim, 1_\sim, C\} \text{ are intuitionistic fuzzy topologies on } X. \text{ Thus (}X, T\text{) and (}X, S\text{) are intuitionistic fuzzy topological spaces. Define } f : (X, T) \to (X, S) \text{ as follows: } f(a) = a, f(b) = c, f(c) = b. \text{ Clearly } f \text{ is GIF contra irresolute. But } f \text{ is not strongly...}
GIF contra continuous. Since $D = (x, (\frac{a}{0.7}, \frac{b}{0.95}, \frac{c}{0.95}), (\frac{a}{0.01}, \frac{b}{0.01}, \frac{c}{0.01}))$ is a GIF open set in $(X, S)$, $f^{-1}(D)$ is not intuitionistic fuzzy closed in $(X, T)$.

**Proposition 3.9.** Let $(X, T)$, $(Y, S)$ and $(Z, R)$ be any three intuitionistic fuzzy topological spaces. Let $f : (X, T) \to (Y, S)$ and $g : (Y, S) \to (Z, R)$ be maps.

(i) If $f$ is GIF contra irresolute and $g$ is GIF contra continuous then $g \circ f$ is GIF contra continuous.

(ii) If $f$ is GIF contra irresolute and $g$ is GIF continuous then $g \circ f$ is GIF contra continuous.

(iii) If $f$ is GIF irresolute and $g$ is GIF contra continuous then $g \circ f$ is GIF contra continuous.

(iv) If $f$ is strongly GIF contra continuous and $g$ is GIF contra continuous then $g \circ f$ is intuitionistic fuzzy contra continuous.

(v) If $f$ is strongly GIF contra continuous and $g$ is GIF continuous then $g \circ f$ is intuitionistic fuzzy contra continuous.

(vi) If $f$ is strongly GIF continuous and $g$ is GIF contra continuous then $g \circ f$ is intuitionistic fuzzy contra continuous.

**Definition 3.2.** An intuitionistic fuzzy topological space $(X, T)$ is said to be intuitionistic fuzzy $T_{1/2}$ if every GIF closed set in $(X, T)$ is intuitionistic fuzzy closed in $(X, T)$.

**Proposition 3.10.** Let $(X, T)$, $(Y, S)$ and $(Z, R)$ be any three intuitionistic fuzzy topological spaces. Let $f : (X, T) \to (Y, S)$ and $g : (Y, S) \to (Z, R)$ be mapping and $(Y, S)$ be intuitionistic fuzzy $T_{1/2}$ if $f$ and $g$ are GIF contra continuous then $g \circ f$ is GIF contra continuous.

The Proposition 3.10 is not valid if $(Y, S)$ is not intuitionistic fuzzy $T_{1/2}$. See Example 3.6.

**Example 3.6.** Let $X = \{a, b, c\}$. Define the intuitionistic fuzzy sets $A$, $B$, $C$ and $D$ as follows.

$$A = \langle x, (\frac{a}{0.7}, \frac{b}{0.3}, \frac{c}{0.4}), (\frac{a}{0.7}, \frac{b}{0.5}, \frac{c}{0.5})\rangle,$$

$$B = \langle x, (\frac{a}{0.7}, \frac{b}{0.6}, \frac{c}{0.6}), (\frac{a}{0.7}, \frac{b}{0.3}, \frac{c}{0.3})\rangle,$$

$$C = \langle x, (\frac{a}{0.3}, \frac{b}{0.5}, \frac{c}{0.4}), (\frac{a}{0.3}, \frac{b}{0.3}, \frac{c}{0.3})\rangle$$

and

$$D = \langle x, (\frac{a}{0.7}, \frac{b}{0.4}, \frac{c}{0.3}), (\frac{a}{0.7}, \frac{b}{0.7}, \frac{c}{0.7})\rangle.$$ 

Then the family $T = \{0_\sim, 1_\sim, A, B\}$, $S = \{0_\sim, 1_\sim, C\}$ and $R = \{0_\sim, 1_\sim, D\}$ are intuitionistic fuzzy topologies on $X$. Thus $(X, T)$, $(X, S)$ and $(X, R)$ are intuitionistic fuzzy topological spaces. Also define $f : (X, T) \to (X, S)$ as $f(a) = a$, $f(b) = b$, $f(c) = b$ and $g : (X, S) \to (X, R)$ as $g(a) = b$, $g(b) = a$, $g(c) = c$. Then $f$ and $g$ are GIF contra continuous functions. But $g \circ f$ is not GIF continuous. For $D$ is intuitionistic fuzzy open in $(X, R)$, $f^{-1}(g^{-1}(D))$ is not GIF open in $(X, T)$. $g \circ f$ is not GIF continuous. Further $(X, S)$ is not intuitionistic fuzzy $T_{1/2}$.

**Proposition 3.11.** Let $(X, T)$, $(Y, S)$ and $(Z, R)$ be any three intuitionistic fuzzy topological spaces. Let $f : (X, T) \to (Y, S)$ and $g : (Y, S) \to (Z, R)$ be mapping and $(Y, S)$ be intuitionistic fuzzy $T_{1/2}$ if $f$ is intuitionistic fuzzy contra continuous and $g$ is GIF contra irresolute then $g \circ f$ is strongly GIF continuous.
The Proposition 3.11 is not valid if \((Y, S)\) is not intuitionistic fuzzy \(T_{1/2}\). See Example 3.7.

**Example 3.7.** Let \(X = \{a, b, c\}\). Define the intuitionistic fuzzy sets \(A, B, C\) and \(D\) as follows.

\[
A = \langle x, (a_{0.7}, b_{0.9}, c_{0.9}), (a_{0.1}, b_{0.1}, c_{0.1}) \rangle,
\]
\[
B = \langle x, (a_{0.7}, b_{0.1}, c_{0.3}), (a_{0.1}, b_{0.1}, c_{0.1}) \rangle,
\]
\[
C = \langle x, (a_{0.7}, b_{0.5}, c_{0.3}), (a_{0.4}, b_{0.4}, c_{0.5}) \rangle
\]

and

\[
D = \langle x, (a_{0.7}, b_{0.2}, c_{0.3}), (a_{0.7}, b_{0.8}, c_{0.7}) \rangle.
\]

Then the family \(T = \{0_-, 1_-, A, B\}, S = \{0_-, 1_-, C\}\) and \(R = \{0_-, 1_-, D\}\) are intuitionistic fuzzy topologies on \(X\). Thus \((X, T), (X, S)\) and \((X, R)\) are intuitionistic fuzzy topological spaces. Also define \(f : (X, T) \to (X, S)\) as \(f(a) = a, f(b) = a, f(c) = b\) and \(g : (X, S) \to (X, R)\) as \(g(a) = c, g(b) = a, g(c) = b\). Then \(f\) is intuitionistic fuzzy contra continuous and \(g\) is \(GIF\) contra irresolute. But \(g \circ f\) is not strongly \(GIF\) continuous. For \(D\) is \(GIF\) open in \((X, R)\). \(f^{-1}(g^{-1}(D))\) is not intuitionistic fuzzy open in \((X, T)\). \(g \circ f\) is not strongly \(GIF\) continuous. Further \((X, S)\) is not intuitionistic fuzzy \(T_{1/2}\).

**Definition 3.3.** Let \(X\) be a non-empty set and \(x \in X\) a fixed element in \(X\). If \(r \in I_0, s \in I_1\) are fixed real number such that \(r+s \leq 1\) then the intuitionistic fuzzy set \(x_{r,s} = (y, x_r, x_s)\) is called an intuitionistic fuzzy point in \(X\), where \(r\) denotes the degree of membership of \(x_{r,s}\), \(s\) denotes the degree of nonmembership of \(x_{r,s}\). The intuitionistic fuzzy point \(x_{r,s}\) is contained in the intuitionistic fuzzy set \(A\) iff \(r < \mu_A(x), s > \delta_A(x)\).

**Proposition 3.12.** Let \((X, T)\) and \((Y, S)\) be any two intuitionistic fuzzy topological spaces. For a function \(f : (X, T) \to (Y, S)\) the following statements are equivalents:

(a) \(f\) is \(GIF\) contra continuous mapping.

(b) For each intuitionistic fuzzy point \(x_{r,s}\) of \(X\) and for each intuitionistic fuzzy closed set \(B\) of \((Y, S)\) containing \(f(x_{r,s})\), there exists a \(GIF\) open set \(A\) of \((X, T)\) containing \(x_{r,s}\), such that \(A \subseteq f^{-1}(B)\).

(c) For each intuitionistic fuzzy point \(x_{r,s}\) of \(X\) and for each intuitionistic fuzzy closed set \(B\) of \((Y, S)\) containing \(f(x_{r,s})\), there exists a \(GIF\) open set \(A\) of \((X, T)\) containing \(x_{r,s}\), such that \(f(A) \subseteq B\).

**Proof.** (a)\(\Rightarrow\)(b) Let \(f\) is \(GIF\) contra continuous mapping. Let \(B\) be an intuitionistic fuzzy closed set in \((Y, S)\) and let \(x_{r,s}\) be an intuitionistic fuzzy point of \(X\), such that \(f(x_{r,s}) \in B\). Then \(x_{r,s} \in f^{-1}(B), x_{r,s} \in f^{-1}(B) = IGFint(f^{-1}(B))\). Let \(A = IGFint(f^{-1}(B))\), then \(A\) is a \(GIF\) open set and \(A = IGFint(f^{-1}(B)) \subseteq f^{-1}(B)\). This implies \(A \subseteq f^{-1}(B)\).

(b)\(\Rightarrow\)(c) Let \(B\) be an intuitionistic fuzzy closed set in \((Y, S)\) and let \(x_{r,s}\) be an intuitionistic fuzzy point in \(X\), such that \(f(x_{r,s}) \in B\). Then \(x_{r,s} \in f^{-1}(B)\). By hypothesis \(f^{-1}(B)\) is a \(GIF\) open set in \((X, T)\) and \(A \subseteq f^{-1}(B)\). This implies \(f(A) \subseteq f(f^{-1}(B)) \subseteq B\).

(c)\(\Rightarrow\)(a) Let \(B\) be an intuitionistic fuzzy closed set in \((Y, S)\) and let \(x_{r,s}\) be an intuitionistic fuzzy point in \(X\), such that \(f(x_{r,s}) \in B\). Then \(x_{r,s} \in f^{-1}(B)\). By hypothesis there exists a \(GIF\) open set \(A\) of \((X, T)\), such that \(x_{r,s} \in A\) and \(f(A) \subseteq B\). This implies \(x_{r,s} \in A \subseteq B\).
\[ f^{-1}(f(A)) \subseteq f^{-1}(B). \] Since \( A \) is GIF open, \( A = IFGint(A) \subseteq IFGint(f^{-1}(B)). \) Therefore \( x_{r,s} \in IFGint(f^{-1}(B)), f^{-1}(B) = \bigcup_{x_{r,s} \in f^{-1}(B)} (x_{r,s}) \subseteq IFGint(f^{-1}(B)) \subseteq f^{-1}(B). \) Hence \( f^{-1}(B) \) is a GIF open set in \((X, T)\). Thus \( f \) is GIF contra continuous mapping.

**Definition 3.4.** Let \((X, T)\) and \((Y, S)\) be any intuitionistic fuzzy topological spaces. Let \( f : (X, T) \rightarrow (Y, S) \) be a mapping. The graph \( g : X \rightarrow X \times Y \) of \( f \) is defined by \( g(x) = (x, f(x)) \), \( \forall x \in X \).

**Proposition 3.13.** Let \((X, T)\) and \((Y, S)\) be any two intuitionistic fuzzy topological spaces. Let \( f : (X, T) \rightarrow (Y, S) \) be any mapping. If the graph \( g : X \rightarrow X \times Y \) of \( f \) is GIF contra continuous then \( f \) is also GIF contra continuous.

**Proof.** Let \( A \) be an intuitionistic fuzzy open set in \((Y, S)\). By definition \( f^{-1}(A) = 1_{\sim} \bigcap f^{-1}(A) = g^{-1}(1_{\sim} \times A) \). Since \( g \) is GIF contra continuous, \( g^{-1}(1_{\sim} \times A) \) is GIF closed in \((X, T)\). Thus \( f^{-1}(A) \) is a GIF closed set in \((X, T)\). Hence \( f \) is GIF contra continuous.

**Proposition 3.14.** Let \((X, T)\) and \((Y, S)\) be any two intuitionistic fuzzy topological spaces. Let \( f : (X, T) \rightarrow (Y, S) \) be any mapping. If the graph \( g : X \rightarrow X \times Y \) of \( f \) is strongly GIF contra continuous then \( f \) is also strongly GIF contra continuous.

**Proof.** Let \( A \) be a GIF open set in \((Y, S)\). By definition \( f^{-1}(A) = 1_{\sim} \bigcap f^{-1}(A) = g^{-1}(1_{\sim} \times A) \). Since \( g \) is strongly GIF contra continuous, \( g^{-1}(1_{\sim} \times A) \) is intuitionistic fuzzy closed in \((X, T)\). Thus \( f^{-1}(A) \) is a intuitionistic fuzzy closed set in \((X, T)\). Hence \( f \) is strongly GIF contra continuous.

**Proposition 3.15.** Let \((X, T)\) and \((Y, S)\) be any two intuitionistic fuzzy topological spaces. Let \( f : (X, T) \rightarrow (Y, S) \) be any mapping. If the graph \( g : X \rightarrow X \times Y \) of \( f \) is GIF contra irresolute then \( f \) is also GIF contra irresolute.

**Proof.** Let \( A \) be an GIF open set in \((Y, S)\). By definition \( f^{-1}(A) = 1_{\sim} \bigcap f^{-1}(A) = g^{-1}(1_{\sim} \times A) \). Since \( g \) is GIF contra irresolute, \( g^{-1}(1_{\sim} \times A) \) is GIF closed in \((X, T)\). Thus \( f^{-1}(A) \) is a GIF closed set in \((X, T)\).

**Definition 3.5.** Let \((X, T)\) be an intuitionistic fuzzy topological space. If a family \( \{x, \mu_{G_i}, \delta_{G_i} : i \in J\} \) of GIF open sets in \((X, T)\) satisfies the condition \( \bigcup \{x, \mu_{G_i}, \delta_{G_i} : i \in J\} = 1_{\sim} \) then \( J \) is called a GIF open cover of \((X, T)\).

**Definition 3.6.** A finite subfamily of a GIF open cover \( \{x, \mu_{G_i}, \delta_{G_i} : i \in J\} \) of \((X, T)\) which is also a GIF open cover of \((X, T)\) is called a finite subcover of \( \{x, \mu_{G_i}, \delta_{G_i} : i \in J\} \).

**Definition 3.7.** An intuitionistic fuzzy topological space \((X, T)\) is called GIF compact if every GIF open cover of \((X, T)\) has a finite subcover.

**Proposition 3.16.** Let \((X, T)\) and \((Y, S)\) be any two intuitionistic fuzzy topological spaces and \( f : (X, T) \rightarrow (Y, S) \) be GIF contra continuous surjection. If \((X, T)\) is GIF compact then so is \((Y, S)\).

**Proof.** Let \( G_i = \{y, \mu_{G_i}, \delta_{G_i} : i \in J\} \) be an intuitionistic fuzzy closed in \((Y, S)\). \( 1 - G_i \) be an intuitionistic fuzzy open cover in \((Y, S)\) with \( \bigcup \{1 - y, 1 - \mu_{G_i}, 1 - \delta_{G_i} : i \in J\} = \bigcup_{i \in J} 1 - G_i = 1_{\sim} \). Since \( f \) is GIF contra continuous, \( f^{-1}(G_i) = \{x, \mu_{f^{-1}(G_i)}, \delta_{f^{-1}(G_i)} : i \in J\} \) is GIF open cover of \((X, T)\). Now \( \bigcup_{i \in J} f^{-1}(G_i) = f^{-1}(\bigcup_{i \in J} G_i) = 1_{\sim} \). Since \((X, T)\) is GIF compact, there exists a finite subcover \( J_0 \subset J \) such that \( \bigcup_{i \in J_0} f^{-1}(G_i) = 1_{\sim} \). Hence \( f(\bigcup_{i \in J_0} f^{-1}(G_i)) = 1_{\sim} \). \( f^{-1}(\bigcup_{i \in J_0} G_i) = \bigcup_{i \in J_0} (1 - G_i) = 1_{\sim} \). That is, \( \bigcup_{i \in J_0} (1 - G_i) = 1_{\sim} \). Therefore \((Y, S)\) is intuitionistic fuzzy compact.
Definition 3.8. (i) An intuitionistic fuzzy set $A$ of intuitionistic fuzzy topological space $X$ is called an $\text{GIF}$ regular closed set if $\text{IFGcl}(\text{IFGint}(A)) = A$.

Equivalently, an intuitionistic fuzzy set $A$ of intuitionistic fuzzy topological space $X$ is called an $\text{GIF}$ regular open set if $\text{IFGint}(\text{IFGcl}(A)) = A$.

(ii) An intuitionistic fuzzy topological space $(X, T)$ is called a intuitionistic fuzzy $S$-closed space if each intuitionistic fuzzy regular closed cover of $X$ has a finite subcover for $X$.

(iii) An intuitionistic fuzzy topological space $(X, T)$ is called a $\text{GIF}$ $S$-closed space if each $\text{GIF}$ regular closed cover of $X$ has a finite subcover for $X$.

(iv) An intuitionistic fuzzy topological space $(X, T)$ is called a strongly intuitionistic fuzzy $S$-closed space if each intuitionistic fuzzy fuzzy closed cover of $X$ has a finite subcover for $X$.

(v) An intuitionistic fuzzy topological space $(X, T)$ is called a strongly $\text{GIF}$ $S$-closed space if each $\text{GIF}$ closed cover of $X$ has a finite subcover for $X$.

Proposition 3.17. Every strongly $\text{GIF}$ $S$-closed space of $(X, T)$ is $\text{GIF}$ $S$-closed.

Proof. Let $(X, T)$ be strongly $\text{GIF}$ $S$-closed space and let $\bigcup_{i \in J}(G_i) = 1_\sim$. Where, $\{G_i\}_{i \in J}$ is a family of $\text{GIF}$ regular closed sets in $(X, T)$. Since every $\text{GIF}$ regular closed is a $\text{GIF}$ closed set, $\bigcup_{i \in J}(G_i) = 1_\sim$ and $(X, T)$ is strongly $\text{GIF}$ $S$-closed implies that there exists a finite subfamily $\{G_i\}_{i \in J_0 \subset J}$, such that $\bigcup_{i \in J_0}(G_i) = 1_\sim$. Here the finite cover of $X$ by $\text{GIF}$ regular closed sets has a finite subcover. Therefore $(X, T)$ is $\text{GIF}$ $S$-closed.

Proposition 3.18. Let $(X, T)$ and $(Y, S)$ be any two intuitionistic fuzzy topological spaces and let $f : (X, T) \rightarrow (Y, S)$ be $\text{GIF}$ contra continuous function. If $(X, T)$ is strongly $\text{GIF}$ $S$-closed space then $(Y, S)$ is intuitionistic fuzzy compact.

Proof. Let $G_i = \{(y, \mu_{G_i}(y), \delta_{G_i}(y)) : i \in J\}$ be intuitionistic fuzzy open cover of $(Y, S)$ and let $\bigcup_{i \in J}(G_i) = 1_\sim$. Since $f$ is $\text{GIF}$ contra continuous, $f^{-1}(G_i) = \{(x, \mu_{f^{-1}(G_i)}(x), \delta_{f^{-1}(G_i)}(x))\}$ is $\text{GIF}$ closed cover of $(X, T)$ and $\bigcup_{i \in J}f^{-1}(G_i) = 1_\sim$. Since $(X, T)$ is strongly $\text{GIF}$ $S$-closed, there exists a finite subcover $J_0 \subset J$, such that $\bigcup_{i \in J_0}f^{-1}(G_i) = 1_\sim$. Hence $f(\bigcup_{i \in J_0}f^{-1}(G_i)) = \bigcup_{i \in J_0}f^{-1}(G_i)$ is $\text{GIF}$ closed. Therefore $(Y, S)$ is intuitionistic fuzzy compact.

Proposition 3.19. Let $(X, T)$ and $(Y, S)$ be any two intuitionistic fuzzy topological spaces and let $f : (X, T) \rightarrow (Y, S)$ be strongly $\text{GIF}$ contra continuous function. If $(X, T)$ is intuitionistic fuzzy compact space then $(Y, S)$ is $\text{GIF}$ $S$-closed.

Proof. Let $G_i = \{(y, \mu_{G_i}(y), \delta_{G_i}(y)) : i \in J\}$ be $\text{GIF}$ regular closed cover of $(Y, S)$. Every $\text{GIF}$ regular closed set is $\text{GIF}$ closed set, let $\bigcup_{i \in J}(G_i) = 1_\sim$. Since $f$ is strongly $\text{GIF}$ contra continuous, $f^{-1}(G_i) = \{(x, \mu_{f^{-1}(G_i)}(x), \delta_{f^{-1}(G_i)}(x))\}$ is intuitionistic fuzzy open cover of $(X, T)$ and $\bigcup_{i \in J}f^{-1}(G_i) = 1_\sim$. Since $(X, T)$ is intuitionistic fuzzy compact space, there exists a finite subcover $J_0 \subset J$, such that $\bigcup_{i \in J_0}f^{-1}(G_i) = 1_\sim$. Hence $f(\bigcup_{i \in J_0}f^{-1}(G_i)) = \bigcup_{i \in J_0}f^{-1}(G_i)$ is $\text{GIF}$ closed. Therefore $(Y, S)$ is $\text{GIF}$ $S$-closed.

Proposition 3.20. Let $(X, T)$ and $(Y, S)$ be any two intuitionistic fuzzy topological spaces and let $f : (X, T) \rightarrow (Y, S)$ be $\text{GIF}$ contra irresolute. If $(X, T)$ is $\text{GIF}$ compact space then $(Y, S)$ is strongly $\text{GIF}$ $S$-closed.

Proof. Let $G_i = \{(y, \mu_{G_i}(y), \delta_{G_i}(y)) : i \in J\}$ be $\text{GIF}$ closed cover of $(Y, S)$ and let $\bigcup_{i \in J}(G_i) = 1_\sim$. Since $f$ is $\text{GIF}$ contra irresolute, $f^{-1}(G_i) = \{(x, \mu_{f^{-1}(G_i)}(x), \delta_{f^{-1}(G_i)}(x))\}$ is $\text{GIF}$ open cover of $(X, T)$ and $\bigcup_{i \in J}f^{-1}(G_i) = 1_\sim$. Since $(X, T)$ is
GIF compact space, there exists a finite subcover \(J_0 \subset J\), such that \(\bigcup_{i \in J_0} f^{-1}(G_i) = 1_\sim\). Hence \(f(\bigcup_{i \in J_0} f^{-1}(G_i)) = f\sim f^{-1}(\bigcup_{i \in J_0}(G_i)) = \bigcup_{i \in J_0}(G_i) = 1_\sim\). Therefore \((Y, S)\) is strongly GIF \(S\)-closed.

**Definition 3.9.** An intuitionistic fuzzy topological space \(X\) is called almost compact if each intuitionistic fuzzy open cover of \(X\) has finite subcover, the intuitionistic fuzzy closure of whose members cover \(X\).

**Definition 3.10.** An intuitionistic fuzzy topological space \(X\) is called GIF almost compact if each GIF open cover of \(X\) has finite subcover, the GIF closure of whose members cover \(X\).

**Proposition 3.21.** Let \((X, T)\) and \((Y, S)\) be any two intuitionistic fuzzy topological spaces and let \(f : (X, T) \rightarrow (Y, S)\) be GIF contra irresolute and onto mapping. If \((X, T)\) is GIF compact space then \((Y, S)\) is GIF almost compact.

**Proof.** Let \(G_i = \{y, \mu_{G_i}(y), \delta_{G_i}(y)\} : i \in J\) be GIF open cover of \((Y, S)\). Then \(1_\sim = \bigcup_{i \in J} G_i \subseteq \bigcup_{i \in J}(IFGcl(G_i))\). Since \(f\) is GIF contra irresolute, \(f^{-1}(IFGcl(G_i))\) is GIF open cover of \((X, T)\) and \(\bigcup_{i \in J} f^{-1}(IFGcl(G_i)) = 1_\sim\). Since \((X, T)\) is GIF compact, there exists a finite subcover \(J_0 \subset J\), such that \(\bigcup_{i \in J_0} f^{-1}(IFGcl(G_i)) = 1_\sim\). Hence \(1_\sim = f(\bigcup_{i \in J_0} f^{-1}(IFGcl(G_i))) = f\sim f^{-1}(\bigcup_{i \in J_0}(IFGcl(G_i))) = \bigcup_{i \in J_0}(IFGcl(G_i))\). Therefore \((Y, S)\) is GIF almost compact.

**Definition 3.11.** (i) A nonempty family \(\mathbb{F}\) of GIF open sets on \((X, T)\) is said to be a GIF filter if

1. \(0_\sim \notin \mathbb{F}\);
2. If \(A, B \in \mathbb{F}\) then \(A \cap B \in \mathbb{F}\);
3. If \(A \in \mathbb{F}\) and \(A \subseteq B\) then \(B \in \mathbb{F}\);

(ii) A nonempty family \(\mathbb{B}\) of GIF open sets on \(X\) is said to be a GIF filter base if

1. \(0_\sim \notin \mathbb{B}\);
2. If \(B_1, B_2 \in \mathbb{B}\) then \(B_3 \subseteq B_1 \cap B_2\) for some \(B_3 \in \mathbb{B}\);

(iii) A GIF filter \(\mathbb{F}\) is called GIF convergent to an intuitionistic fuzzy point \(x_{r,s}\) of an intuitionistic fuzzy topological space \((X, T)\) if for each GIF open set \(A\) of \((X, T)\) containing \(x_{r,s}\), there exists a intuitionistic fuzzy set \(B \in \mathbb{F}\) such that \(B \subseteq A\);

(iv) A intuitionistic fuzzy filter \(\mathbb{F}\) is said to be intuitionistic fuzzy \(C\)-convergent to an intuitionistic fuzzy point \(x_{r,s}\) of an intuitionistic fuzzy topological space \((X, T)\) if for each intuitionistic fuzzy closed set \(A\) of \((X, T)\) containing \(x_{r,s}\), there exists a intuitionistic fuzzy set \(B \in \mathbb{F}\) such that \(B \subseteq A\).

**Proposition 3.22.** Let \((X, T)\) and \((Y, S)\) be any two intuitionistic fuzzy topological spaces. A mapping \(f : (X, T) \rightarrow (Y, S)\) is GIF contra continuous. If for each intuitionistic fuzzy point \(x_{r,s}\) and each GIF filter \(\mathbb{F}\) in \((X, T)\) is GIF convergent to \(x_{r,s}\) then intuitionistic fuzzy filter \(f(\mathbb{F})\) is intuitionistic fuzzy \(C\)-convergent to \(f(x_{r,s})\).

**Proof.** Let \(x_{r,s} = (x, x_r, x_s)\) be a intuitionistic fuzzy point and \(\mathbb{F}\) be any GIF filter in \((X, T)\) is GIF convergent to \(x_{r,s}\). Since \(f\) is GIF contra continuous mapping, for each intuitionistic fuzzy closed set \(A\) containing \(f(x_{r,s})\), there exists a GIF open set \(B\) of \((X, T)\) containing \(x_{r,s}\), such that \(f(B) \subseteq A\). Since \(\mathbb{F}\) is GIF convergent to \(x_{r,s}\), there exists intuitionistic fuzzy set \(C \in \mathbb{F}\) such that \(C \subseteq B\). Then \(f(C) \subseteq f(B) \subseteq A\). That is \(f(C) \subseteq A\). Hence the
intuitionistic fuzzy filter $f(\mathcal{F})$ is intuitionistic fuzzy $C$-convergent to $f(x_{r,s})$.
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Abstract Let \( \{T_n\} = \{1, 2, 10, 11, 12, 100, 101, 102, 110, 1000, 1001, 1002, 1010, 1011, 10000, 10001, 10002, 10010, 10011, 10012, 100000, 100001, 100002, 1000010, 1000011, 1000012, 1000100, \ldots \} \) denotes the triangular base sequence. The main purpose of this paper is using the elementary method and the properties of the geometric progression to study the convergent properties of the series consists of reciprocal elements of the set and the asymptotic properties of the triangular base sequence, then proved that the series \( \sum_{n=1}^{\infty} \frac{1}{T_n} \) is convergent and obtained an asymptotic formula for \( \ln(T_n) \).
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§1. Introduction and main results

American-Romanian number theorist F. Smarandache introduced hundreds of interesting sequences and unsolved problems in reference [1] and [2], many authors had studied these problems before and obtained some interesting results, see reference [3] and [4]. In [1], he denotes triangular base sequence: \( \{T_n\} = \{1, 2, 10, 11, 12, 100, 101, 102, 110, 1000, 1001, 1002, 1010, 1011, 10000, 10001, 10002, 10010, 10011, 10012, 100000, 100001, 100002, 1000010, 1000011, 1000012, 1000100, \ldots \} \). In a general case: if we want to design a base such that any number \( A = (a_n \cdots a_2 a_1)_B \) with all \( a_i = 0, 1, \cdots, t_i \) for \( i \geq 1 \), then the base should be \( b_1 = 1, b_{i+1} = (t_i + 1)b_i \) for \( i \geq 1 \).

Numbers written in the triangular base defined as follows: \( t(n) = \frac{n(n+1)}{2}, n \geq 1 \). So we
can easily get the first several terms:

\[
\begin{align*}
1 &= 1 \cdot \frac{1(1 + 1)}{2}; \\
2 &= 2 \cdot \frac{1(1 + 1)}{2}; \\
3 &= 1 \cdot \frac{2(2 + 1)}{2} + 0 \cdot \frac{1(1 + 1)}{2}; \\
&\quad \vdots \\
8 &= 1 \cdot \frac{3(3 + 1)}{2} + 0 \cdot \frac{2(2 + 1)}{2} + 2 \cdot \frac{1(1 + 1)}{2}; \\
&\quad \vdots
\end{align*}
\]

So in this sequence \( T_1 = 1, T_2 = 2, T_3 = 10, \ldots, T_8 = 102, \ldots \), we note that in the triangular base sequence \( a_i \) can only to be 0, 1, 2 and \( a_n \neq 0 \).

There have no people studied the properties of this sequence until now, at least we couldn’t find any reference about it. In this paper, we first study the properties of this sequence and obtain substantive progress. That is, we have proved these two results:

**Theorem 1.1.** The series of positive terms which are formed by triangular base sequence

\[
S = \sum_{n=1}^{\infty} \frac{1}{T_n}
\]

is convergent and \( S < 2 \).

**Theorem 1.2.** Let \( \{ T_n \} \) denotes the triangular base sequence, then we have the asymptotic formula

\[
\ln (T_n) = \sqrt{2n} \cdot \ln 10 + O(1).
\]

§2. Proof of the theorems

In this section, we shall use the elementary method and the structure of triangular base sequence to complete the proof of our theorems. The elementary methods used in this paper can be found in reference [5] and [6], we don’t repeat here.

First we prove Theorem 1.1. We will classify the sequence \( \{ T_n \} \) by the digit of each element: there are two elements 1, 2 which contain one digit in the decimal; There are three elements 10, 11, 12 which contain two digits in the decimal; There are four elements 100, 101, 102, 110 which contain three digits in the decimal; Generally, there are \( k + 1 \) elements which contain \( k \) digits in the decimal. Let \( u \in \{ T_n \} \) and the digit of \( u \) is \( i \) in the decimal, then we have:

\[
10^{i-1} = 100 \cdots 00 \leq u \leq 22 \cdots 22 = 2 \cdot \frac{10^i - 1}{9}.
\]

(1)

Obviously, in the interval of \( \frac{k(k+1)}{2} - 1 < n \leq \frac{(k+1)(k+2)}{2} - 1 \), the digit of \( T_n \) is \( k \) in the decimal, while the total of \( T_n \) which satisfy the digit is \( k \) in the decimal is \( k + 1 \). Then from (1) we can
immediately deduce the estimation formula

\[
S = \sum_{n=1}^{\infty} \frac{1}{T_n} = \sum_{k=1}^{\infty} \frac{1}{\sum_{1 < n \leq \frac{(k+1)(k+2)}{2} - 1}^{\infty} \frac{1}{T_n} < 1 + \frac{1}{2} + \sum_{k=2}^{\infty} \frac{k+1}{10^{k-1}}. \tag{2}
\]

Now using the property of geometric series to estimate \( S' = \sum_{k=2}^{\infty} \frac{k+1}{10^{k-1}}, \)

\[
S' = \sum_{k=2}^{\infty} \frac{k+1}{10^{k-1}}
\]

\[
= \frac{3}{10} + \frac{4}{10^2} + \frac{5}{10^3} + \frac{6}{10^4} + \cdots
\]

\[
\frac{1}{10} S' = \frac{1}{10} \sum_{k=2}^{\infty} \frac{k+1}{10^{k-1}}
\]

\[
= \frac{3}{10^2} + \frac{4}{10^3} + \frac{5}{10^4} + \frac{6}{10^5} + \cdots
\]

Make difference of the following formula we have

\[
(1 - \frac{1}{10}) S' = \frac{3}{10} + \frac{1}{10^2} + \frac{1}{10^3} + \frac{1}{10^4} + \frac{1}{10^5} + \cdots
\]

\[
= \frac{2}{10} + \frac{m}{9}.
\]

Thus

\[
S' = \frac{2}{9} + \frac{10}{81} < \frac{1}{2}. \tag{3}
\]

Combine (2) and (3) we get

\[
S = \sum_{n=1}^{\infty} \frac{1}{T_n} < 1 + \frac{1}{2} + \frac{1}{2} = 2. \tag{4}
\]

From (4) and the convergence rule of series of positive terms we can immediately deduce that \( \sum_{n=1}^{\infty} \frac{1}{T_n} \) is convergent, so we proved Theorem 1.1.

Now we prove Theorem 1.2. For any real integer \( n \), there insists real integer \( m \) such that

\[
m \left( \frac{m+1}{2} \right) - 1 < n \leq \frac{(m+1)(m+2)}{2} - 1,
\]

when \( n \) satisfy \( m \left( \frac{m+1}{2} \right) - 1 < n \leq \frac{(m+1)(m+2)}{2} - 1 \), the digit of \( T_n \) is \( m \) in decimal scale.

So from (1) we know that \( T_n \) must satisfy the inequality

\[
10^{m-1} = 100 \cdots 00 \leq T_n \leq 22 \cdots 22 = 2 \cdot 10^m - 1. \tag{5}
\]

Taking the logarithm of (5) in two sides we get

\[
\ln (T_n) = m \cdot \ln 10 + O (1). \tag{6}
\]

On the other hand, by the definition of \( m \), \( \frac{m(m+1)}{2} - 1 < n \leq \frac{(m+1)(m+2)}{2} - 1 \), we have estimation formula

\[
m = \sqrt{2n + O(1)}.\]
Combining (5) and (6) we obtain the asymptotic formula

$$\ln (T_n) = \sqrt{2n} \cdot \ln 10 + O(1).$$

This completes the proof of our Theorems.
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§1. Introduction and preliminaries

Interval arithmetic was first suggested by Dwyer [2] in 1951. Development of interval arithmetic as a formal system and evidence of its value as a computational device was provided by Moore [9] in 1959 and Moore and Yang [10] 1962. Furthermore, Moore and others [2],[3],[6],[10] have developed applications to differential equations.

Chiao in [1] introduced sequence of interval numbers and defined usual convergence of sequences of interval number. Şengönül and Eryilmaz in [11] introduced and studied bounded and convergent sequence spaces of interval numbers and showed that these spaces are complete metric space. Later Esi in [5] introduced and studied strongly almost $\lambda$−convergence and statistically almost $\lambda$−convergence of interval numbers. Recently Esi [4] introduced and studied the new concept of interval valued sequence space $\ell(p)$, where $p = (p_k)$ is a sequence of bounded strictly positive numbers.

A set consisting of a closed interval of real numbers $x$ such that $a \leq x \leq b$ is called an interval number. A real interval can also be considered as a set. Thus we can investigate some properties of interval numbers, for instance arithmetic properties or analysis properties.

We denote the set of all real valued closed intervals by $I\mathbb{R}$. Any elements of $I\mathbb{R}$ is called closed interval and denoted by $\Xi$. That is $\Xi = \{x \in \mathbb{R} : a \leq x \leq b\}$. An interval number $\Xi$ is a closed subset of real numbers [1]. Let $x_l$ and $x_r$ be first and last points of interval number, respectively. For $\Xi_1$, $\Xi_2 \in I\mathbb{R}$, we have $\Xi_1 = \Xi_2 \iff x_{1,l} = x_{2,l}, \ x_{1,r} = x_{2,r}$. $\Xi_1 + \Xi_2 = \{x \in \mathbb{R} : x_{1,l} + x_{2,l} \leq x \leq x_{1,r} + x_{2,r}\}$, and if $\alpha \geq 0$, then $\alpha \Xi = \{x \in \mathbb{R} : \alpha x_{1,l} \leq x \leq \alpha x_{1,r}\}$ and if $\alpha < 0$, then $\alpha \Xi = \{x \in \mathbb{R} : \alpha x_{1,l} \leq x \leq \alpha x_{1,r}\}$.

$\Xi_1, \Xi_2 = \{x \in \mathbb{R} : \min\{x_{1,l}, x_{2,l}, x_{1,r}, x_{2,r}\} \leq x \leq \max\{x_{1,l}, x_{2,l}, x_{1,r}, x_{2,r}\}\}$. 
The set of all interval numbers $I \mathbb{R}$ is a complete metric space defined by

$$d(\overline{x}_1, \overline{x}_2) = \max \{|x_{1l} - x_{2l}|, |x_{1r} - x_{2r}|\}.$$  

In the special case $\overline{x}_1 = [a, a]$ and $\overline{x}_2 = [b, b]$, we obtain usual metric of $\mathbb{R}$.

Let us define transformation $f : \mathbb{N} \rightarrow \mathbb{R}$ by $k \rightarrow f(k) = \overline{x}_k$. Then $\overline{x} = (\overline{x}_k)$ is called sequence of interval numbers. The $x_k$ is called $k$th term of sequence $x = (x_k)$.

Let us define transformation $f : \mathbb{N} \rightarrow \mathbb{R}$ by $k \rightarrow f(k) = \overline{x}_k$. Then $\overline{x} = (\overline{x}_k)$ is called sequence of interval numbers. The $x_k$ is called $k$th term of sequence $x = (x_k)$.

Let us define transformation $f : \mathbb{N} \rightarrow \mathbb{R}$ by $k \rightarrow f(k) = \overline{x}_k$. Then $\overline{x} = (\overline{x}_k)$ is called sequence of interval numbers. The $x_k$ is called $k$th term of sequence $x = (x_k)$.

In the reference [1] definition of convergence of interval numbers is defined as follows:

A sequence $x = (x_k)$ of interval numbers is said to be convergent to the interval number $x_0$ if for each $\varepsilon > 0$ there exists a positive integer $k_0$ such that $d(x_k, x_0) < \varepsilon$ for all $k \geq k_0$ and we denote it by $\lim_{k \to \infty} x_k = x_0$.

Thus, $\lim_{k \to \infty} x_k = x_0$ if and only if $\lim_{k \to \infty} x_{kl} = x_{0l}$ and $\lim_{k \to \infty} x_{kr} = x_{0r}$.

Now we give new definitions for interval sequences as follows:

An interval valued double sequence space $2E$ is said to be solid if $y = (y_{kl}) \in 2E$ whenever $|y_{kl}| \leq |x_{kl}|$ for all $k, l \in \mathbb{N}$ and $x = (x_{kl}) \in 2E$.

An interval valued double sequence space $2E$ is said to be monotone if $2E$ contains the canonical pre-image of all its step spaces.

An interval valued double sequence space $2E$ is said to be convergence free if $y = (y_{kl}) \in 2E$ whenever $x = (x_{kl}) \in 2E$ and $x_{kl} = 0$ implies $y_{kl} = 0$.

An interval valued double sequence space $2E$ is said to be symmetric if $2S(x) \subset 2E$ for all $x = (x_{kl}) \in 2E$, where $2S(x)$ denotes the set of all permutations of the elements of $x = (x_{kl})$.

Throughout the paper, $p = (p_{kl})$ is a double sequence of bounded strictly positive numbers. We define the following interval valued double sequence space:

$$2\ell(p) = \left\{ x = (x_{kl}) : \sum_{k,l=1}^{\infty} \left[d(x_{kl}, 0)\right]^{p_{kl}} < \infty \right\}$$

and if $p_{kl} = 1$ for all $k, l \in \mathbb{N}$, then we have

$$2\ell = \left\{ x = (x_{kl}) : \sum_{k,l=1}^{\infty} d(x_{kl}, 0) < \infty \right\}.$$

**Lemma 1.1.** If a double sequence space $2E$ is solid, then it is monotone.

**§2. Main results**

**Theorem 2.1.** The double sequence space $2\ell(p)$ is a complete metric space with respect to the metric $\rho$ defined by

$$\rho(\overline{x}, \overline{y}) = \left[ \sum_{k,l=1}^{\infty} [d(\overline{x}_{kl}, \overline{y}_{kl})]^{p_{kl}} \right]^{\frac{1}{p}}.$$
where $M = \max \{1, \sup_{k,l} p_{k,l}\}$.

**Proof.** Let $(\mathbf{x}^i)$ be a Cauchy sequence in $\mathcal{I}^2(p)$. Then for a given $\varepsilon > 0$, there exists $n_o \in \mathbb{N}$, such that

$$\rho(\mathbf{x}^i, \mathbf{x}^j) < \varepsilon, \text{ for all } i, j \geq n_o.$$  

Then

$$\left[ \sum_{k,l=1}^{\infty, \infty} \left[ d\left( \mathbf{x}_{k,l}^i, \mathbf{y}_{k,l}^j \right) \right]^{p_{k,l}} \right]^{1/P} < \varepsilon, \text{ for all } i, j \geq n_o$$

$$\Rightarrow \sum_{k,l=1}^{\infty, \infty} \left[ d\left( \mathbf{x}_{k,l}^i, \mathbf{y}_{k,l}^j \right) \right]^{p_{k,l}} < M, \text{ for all } i, j \geq n_o$$

$$\Rightarrow d\left( \mathbf{x}_{k,l}^i, \mathbf{y}_{k,l}^j \right) < \varepsilon, \text{ for all } i, j \geq n_o \text{ and all } k, l \in \mathbb{N}. \quad (1)$$

This means that $(\mathbf{x}_{k,l}^i)$ is a Cauchy sequence in $\mathbb{R}$. Since $\mathbb{R}$ is a Banach space, $(\mathbf{x}_{k,l}^i)$ is convergent. Now, let

$$\lim_{i \to \infty} \mathbf{x}_{k,l}^i = \mathbf{x}_{k,l} \quad \text{for each } k, l \in \mathbb{N} \text{ and } \mathbf{x} = (\mathbf{x}_{k,l}).$$

Taking limit as $j \to \infty$ in (1), we have

$$\rho(\mathbf{x}^i, \mathbf{x}) < \varepsilon, \text{ for all } i \geq n_o.$$  

Now for all $i \geq n_o$

$$\rho(\mathbf{x}, \mathbf{0}) \leq \rho(\mathbf{x}, \mathbf{x}^i) + \rho(\mathbf{x}^i, \mathbf{0}) < \infty.$$  

Thus $\mathbf{x} = (\mathbf{x}_{k,l}) \in \mathcal{I}^2(p)$ and so $\mathcal{I}^2(p)$ is complete. This completes the proof.

**Theorem 2.2.** The sequence space $\mathcal{I}^2(p)$ is solid as well as monotone.

**Proof.** Let $\mathbf{x} = (\mathbf{x}_{k,l}) \in \mathcal{I}^2(p)$ and $\mathbf{y} = (\mathbf{y}_{k,l})$ be a interval valued sequence such that $|\mathbf{y}_{k,l}| \leq |\mathbf{x}_{k,l}|$ for all $k, l \in \mathbb{N}$. Then

$$\sum_{k,l=1}^{\infty, \infty} \left[ d\left( \mathbf{x}_{k,l}, \mathbf{y}_{k,l} \right) \right]^{p_{k,l}} < \infty$$

and

$$\sum_{k,l=1}^{\infty, \infty} \left[ d\left( \mathbf{y}_{k,l}, \mathbf{0} \right) \right]^{p_{k,l}} < \sum_{k,l=1}^{\infty, \infty} \left[ d\left( \mathbf{x}_{k,l}, \mathbf{0} \right) \right]^{p_{k,l}} < \infty.$$  

Thus $\mathbf{y} = (\mathbf{y}_{k,l}) \in \mathcal{I}^2(p)$ and so $\mathcal{I}^2(p)$ is solid. Also by Lemma 1.1, it follows that the space $\mathcal{I}^2(p)$ is monotone. This completes the proof.

**Theorem 2.3.** The double sequence space $\mathcal{I}^2(p)$ is not convergence free in general.

**Proof.** The result follows from the following example.

**Example 2.1.** Let

$$p_{k,l} = \begin{cases} 2, & \text{if } k = l; \\ \frac{1}{kl}, & \text{if } k \neq l. \end{cases}$$
We consider the double interval sequence $\mathbf{x} = (\mathbf{x}_{k,l})$ as follows:

$$\mathbf{x}_{k,l} = \begin{cases} [-\frac{1}{\sqrt{2k}}, 0], & \text{if } k = l; \\ [0, 0], & \text{if } k \neq l. \end{cases}$$

Then

$$\sum_{k,l=1}^{\infty,\infty} [d(\mathbf{x}_{k,l}, \mathbf{0})]^{p_{k,l}} = \sum_{k=1}^{\infty} \left( \frac{1}{k^2} \right)^2 < \infty,$$

so $\mathbf{x} = (\mathbf{x}_{k,l}) \in 2 \ell(p)$. Now let us consider the double interval sequence $\mathbf{y} = (\mathbf{y}_{k,l})$ defined as follows:

$$\mathbf{y}_{k,l} = \begin{cases} [-k^2, k^2], & \text{if } k = l; \\ [0, 0], & \text{if } k \neq l. \end{cases}$$

Then

$$\sum_{k,l=1}^{\infty,\infty} [d(\mathbf{y}_{k,l}, \mathbf{0})]^{p_{k,l}} = \sum_{k,l=1}^{\infty,\infty} (k^2)^2 = \infty,$$

so $\mathbf{y} = (\mathbf{y}_{k,l}) \notin 2 \ell(p)$. Hence $2 \ell(p)$ is not convergence free. This completes the proof.

**Theorem 2.4.** The double sequence space $2 \ell(p)$ is not symmetric.

**Proof.** The result follows from the following example.

**Example 2.2.** Let

$$p_{k,l} = \begin{cases} 2, & \text{if } k = l; \\ 1, & \text{if } k \neq l. \end{cases}$$

We consider the double interval sequence $\mathbf{x} = (\mathbf{x}_{k,l})$ as follows:

$$\mathbf{x}_{k,l} = \begin{cases} [-\frac{1}{\sqrt{2k}}, 0], & \text{if } k = l; \\ [0, 0], & \text{if } k \neq l. \end{cases}$$

Then

$$\sum_{k,l=1}^{\infty,\infty} [d(\mathbf{x}_{k,l}, \mathbf{0})]^{p_{k,l}} = \sum_{k=1}^{\infty} \left( \frac{1}{\sqrt{2k}} \right)^2 < \infty,$$

so $\mathbf{x} = (\mathbf{x}_{k,l}) \in 2 \ell(p)$. Now let us consider the rearrangement the double interval sequence $\mathbf{y} = (\mathbf{y}_{k,l})$ of $\mathbf{x} = (\mathbf{x}_{k,l})$ defined as follows:

$$\mathbf{y}_{k,l} = \begin{pmatrix} \mathbf{x}_{1,1} & \mathbf{x}_{1,2} & \mathbf{x}_{1,3} & \cdots \\ \mathbf{x}_{2,1} & \mathbf{x}_{2,2} & \mathbf{x}_{2,3} & \cdots \\ \mathbf{x}_{3,1} & \mathbf{x}_{3,2} & \mathbf{x}_{3,3} & \cdots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix}.$$

Then

$$\sum_{k,l=1}^{\infty,\infty} [d(\mathbf{y}_{k,l}, \mathbf{0})]^{p_{k,l}} = \left( \frac{1}{\sqrt{2k}} \right)^2 + \sum_{k=1}^{\infty} \frac{1}{\sqrt{2k}} = \infty.$$
Hence \( \overline{y} = (\overline{y}_{k,l}) \not\in \ell^2(p) \) and so the double sequence space \( \ell^2(p) \) is not symmetric. This completes the proof.

**Theorem 2.5.** (a) If \( 0 < p_{k,l} \leq q_{k,l} < 1 \) for all \( k, l \in \mathbb{N} \), then \( \ell^2(p) \subset \ell^2(q) \) and the inclusion is proper.

(b) If \( 0 < \inf_{k,l} p_{k,l} \leq p_{k,l} \) for all \( k, l \in \mathbb{N} \), then \( \ell^2(p) \subset \ell^2(q) \) and if \( 1 < p_{k,l} \leq \sup_{k,l} p_{k,l} < \infty \) for all \( k, l \in \mathbb{N} \), then \( \ell^2(p) \subset \ell^2(q) \).

**Proof.** (a) Let \( \overline{x} = (\overline{x}_{k,l}) \in \ell^2(p) \). Then

\[
\sum_{k,l=1}^{\infty, \infty} \left[ d(\overline{x}_{k,l}, \overline{0}) \right]^{p_{k,l}} < \infty.
\]

So there exists \( n_0 \in \mathbb{N} \) such that

\[
\left[ d(\overline{x}_{k,l}, \overline{0}) \right]^{p_{k,l}} < 1 \text{ for all } k, l \geq n_0.
\]

Thus

\[
\left[ d(\overline{x}_{k,l}, \overline{0}) \right]^{q_{k,l}} < \left[ d(\overline{x}_{k,l}, \overline{0}) \right]^{p_{k,l}} \text{ for all } k, l \geq n_0
\]

and so,

\[
\sum_{k,l=1}^{\infty, \infty} \left[ d(\overline{x}_{k,l}, \overline{0}) \right]^{q_{k,l}} < \infty.
\]

Thus \( \overline{x} = (\overline{x}_{k,l}) \in \ell^2(q) \). The inclusion is strict and it follows from the following example.

**Example 2.3.** We consider the double interval sequence \( \overline{x} = (\overline{x}_{k,l}) \) as follows:

\[
\overline{x}_{k,l} = \begin{cases} 
-\frac{1}{\sqrt{3}k}, & \text{if } k = l; \\
[0, 0], & \text{if } k \neq l.
\end{cases}
\]

and

\[
q_{k,l} = \begin{cases} 
2 + \frac{1}{k}, & \text{if } k = l; \\
3, & \text{if } k \neq l.
\end{cases} \quad p_{k,l} = \begin{cases} 
1, & \text{if } k = l; \\
2, & \text{if } k \neq l.
\end{cases}
\]

Then

\[
\sum_{k,l=1}^{\infty, \infty} \left[ d(\overline{x}_{k,l}, \overline{0}) \right]^{q_{k,l}} = \sum_{k=1}^{\infty} \left( \frac{1}{\sqrt{3}k} \right)^{2 + \frac{1}{k}} < \infty
\]

and so \( \overline{x} = (\overline{x}_{k,l}) \in \ell^2(q) \), but

\[
\sum_{k,l=1}^{\infty, \infty} \left[ d(\overline{x}_{k,l}, \overline{0}) \right]^{p_{k,l}} = \sum_{k=1}^{\infty} \frac{1}{\sqrt{3}k} = \infty,
\]

so \( \overline{x} = (\overline{x}_{k,l}) \not\in \ell^2(p) \). This completes the proof.

(b) The first part of the result follows from the inequality

\[
\sum_{k,l=1}^{\infty, \infty} d(\overline{x}_{k,l}, \overline{0}) \leq \sum_{k,l=1}^{\infty, \infty} \left[ d(\overline{x}_{k,l}, \overline{0}) \right]^{p_{k,l}}
\]

and the second part of the result follows from the inequality

\[
\sum_{k,l=1}^{\infty, \infty} \left[ d(\overline{x}_{k,l}, \overline{0}) \right]^{p_{k,l}} \leq \sum_{k,l=1}^{\infty, \infty} d(\overline{x}_{k,l}, \overline{0}).
\]
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§1. Introduction and preliminaries

A semiring means an algebra \(\langle S, +, \cdot, 0, 1 \rangle\), where + and \(\cdot\) are binary, 0 and 1 are nullary, satisfying the following conditions:
(1) \(\langle S, +, 0 \rangle\) is a commutative monoid;
(2) \(\langle S, \cdot, 1 \rangle\) is a monoid;
(3) \(a \cdot (b + c) = a \cdot b + a \cdot c\) and \((a + b) \cdot c = a \cdot c + b \cdot c\), \(\forall a, b, c \in S\);
(4) \(a \cdot 0 = 0 \cdot a = 0\), \(\forall a \in S\);
(5) \(0 \neq 1\).

Let \(S\) be a semiring and \(M_n(S)\) the set of all \(n \times n\) matrices over \(S\). \(I\) is the identity matrix, and \(O\) is the zero matrix. Define + and \(\cdot\) on \(M_n(S)\) as follows:

\[A + B = [a_{ij} + b_{ij}]_{n \times n}, \quad A \cdot B = [\sum_{k=1}^{n} a_{ik} b_{kj}]_{n \times n}.\]

It is easy to verify that \(\langle M_n(S), +, \cdot, O, I \rangle\) is a semiring with the above operations. Let \(\varphi\) be an operator on \(M_n(S)\). Then we say that \(\varphi\) preserves commuting pairs of matrices if \(\varphi(A)\varphi(B) = \varphi(B)\varphi(A)\) whenever \(AB = BA\).

It is well known that commutativity of matrices is very important in the theory of matrices. Many authors have studied linear operators that preserve commuting pairs of matrices over fields and semirings. Song and Beasley [9] gave characterizations of linear operators that preserve commuting pairs of matrices over the nonnegative reals. Watkins [14] considered the same
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problem on matrices over the field of characteristic 0. Moreover, there are papers on linear operators that preserve commuting pairs of matrices over some other special fields (see [1, 2, 8]). In [10], Song and Kang characterized such linear operators over general Boolean algebras and chain semirings.

Linear preserver problem (LPP for short) is one of the most active research areas in matrix theory. It concerns the classification of linear operators that preserve certain functions, relations, subsets, etc., invariant. Although the linear operators concerned are mostly linear operators on matrix spaces over fields or rings, the same problem has been extended to matrices over various semirings (see [3, 5, 6, 7, 9, 10, 13] and references therein).

In the last decades, there are a series of literature on linear operators that preserve invariants of matrices over a given semiring. Idempotent preservers were investigated by Song, Kang and Beasley [11], Dolžan and Oblak [3] and Orel [6]. Nilpotent preservers were discussed by Song, Kang and Jun [13] and Li and Tan [5]. Regularity preservers were studied by Song, Kang, Jun, Beasley and Sze in [4] and [12]. Pshenitsyna [7] considered invertibility preservers. Song and Kang [10] studied commuting pairs of matrices preservers.

In this paper we study linear operators \( \varphi \) on the matrices over the direct product of copies (need not be finite) of a binary Boolean algebra such that \( \varphi \) preserves commuting pairs of matrices.

For convenience, we use \( \mathbb{Z}^+ \) to denote the set of all positive integers.

Hereafter, \( S \) will always denote an arbitrary semiring unless otherwise specified.

Let \( A \) be a matrix in \( M_n(S) \). We denote entry of \( A \) in the \( i \)th row and \( j \)th column by \( a_{ij} \) and transpose of \( A \) by \( A^t \).

For any \( A \in M_n(S) \) and any \( \lambda \in S \), define

\[
\lambda A = [\lambda a_{ij}]_{n \times n}, \quad A\lambda = [a_{ij}\lambda]_{n \times n}.
\]

A mapping \( \varphi : M_n(S) \rightarrow M_n(S) \) is called a linear operator (see [9]) if

\[
\varphi(aA + Bb) = a\varphi(A) + \varphi(B)b
\]

for all \( a, b \in S \) and all \( A, B \in M_n(S) \).

Given \( k \in \mathbb{Z}^+ \). Let \( B_k \) be the power set of a \( k \)-element set \( S_k \) and \( \sigma_1, \sigma_2, \cdots, \sigma_k \) the singleton subsets of \( S_k \). We denote \( \phi \) by 0 and \( S_k \) by 1. Define \( + \) and \( \cdot \) on \( M_n(S) \) by

\[
A + B = A \bigcup B, \quad A \cdot B = A \bigcap B.
\]

Then \( (B_k, +, \cdot, 0, 1) \) becomes a semiring and is called a general Boolean algebra (see [13]). In particular, if \( k = 1 \) then \( B_1 \) is called the binary Boolean algebra (see [13]).

A matrix \( A \in M_n(S) \) is said to be invertible (see [10]) if there exists \( B \in M_n(S) \) such that \( AB = BA = I \). A matrix \( P \in M_n(S) \) is called a permutation matrix (see [3]) if it has exactly one entry 1 in each row and each column and 0’s elsewhere. If \( P \in M_n(S) \) is a permutation matrix, then \( PP^t = P^tP = I \). Note that the only invertible matrices in \( M_n(B_1) \) are permutation matrices (see [10]).
§2. Main results

Let \((S_\lambda)_{\lambda \in \Lambda}\) be a family of semirings and \(S = \prod_{\lambda \in \Lambda} S_\lambda\). For any \(\lambda \in \Lambda\) and any \(a \in S\), we use \(a_\lambda\) to denote \(a(\lambda)\). Define

\[
(a + b)_\lambda = a_\lambda + b_\lambda, \quad (ab)_\lambda = a_\lambda b_\lambda \quad (a, b \in S, \lambda \in \Lambda).
\]

It is routine to check that \((S, +, \cdot, 0, 1)\) is a semiring under the above operations. For any \(A = [a_{ij}] \in M_n(S)\) and any \(\lambda \in \Lambda\), \(A_\lambda = [(a_{ij})_\lambda] \in M_n(S_\lambda)\). It is obvious that

\[
(A + B)_\lambda = A_\lambda + B_\lambda, \quad (AB)_\lambda = A_\lambda B_\lambda \text{ and } (aA)_\lambda = a_\lambda A_\lambda
\]

for all \(A, B \in M_n(S)\) and all \(a \in S\).

Hereafter, \(S = \prod_{\lambda \in \Lambda} S_\lambda\), where \(S_\lambda\) is a semiring for any \(\lambda \in \Lambda\). In the following, we can easily obtain

**Lemma 2.1.** Let \(A\) and \(B\) be matrices in \(M_n(S)\). Then the following statements hold:

(i) \(A = B\) if and only if \(A_\lambda = B_\lambda\) for all \(\lambda \in \Lambda\);

(ii) \(AB = BA\) if and only if \(A_\lambda B_\lambda = B_\lambda A_\lambda\) for all \(\lambda \in \Lambda\);

(iii) \(A\) is invertible if and only if \(A_\lambda\) is invertible for all \(\lambda \in \Lambda\).

The following result is due to Orel [6].

**Lemma 2.2.** If \(\varphi : M_n(S) \to M_n(S)\) is a linear operator, then for any \(\lambda \in \Lambda\), there exists a unique linear operator \(\varphi_\lambda : M_n(S_\lambda) \to M_n(S_\lambda)\) such that \((\varphi(A))_\lambda = \varphi_\lambda(A_\lambda)\) for all \(A \in M_n(S)\).

Now, let \(\varphi\) be a linear operator on \(M_n(S)\). Suppose that \(\varphi_\lambda\) preserves commuting pairs of matrices for all \(\lambda \in \Lambda\). For any \(A, B \in S\), if \(AB = BA\), then for any \(\lambda \in \Lambda\), \(A_\lambda B_\lambda = B_\lambda A_\lambda\). This implies that

\[
\varphi_\lambda(A_\lambda)\varphi_\lambda(B_\lambda) = \varphi_\lambda(B_\lambda)\varphi_\lambda(A_\lambda).
\]

It follows that

\[
(\varphi(A)\varphi(B))_\lambda = (\varphi(A))_\lambda(\varphi(B))_\lambda = \varphi_\lambda(A_\lambda)\varphi_\lambda(B_\lambda)
\]

\[
= \varphi_\lambda(B_\lambda)\varphi_\lambda(A_\lambda) = (\varphi(B))_\lambda(\varphi(A))_\lambda = (\varphi(B)\varphi(A))_\lambda.
\]

Further, \(\varphi(A)\varphi(B) = \varphi(B)\varphi(A)\). Thus \(\varphi\) preserves commuting pairs of matrices.

Conversely, assume that \(\varphi\) preserves commuting pairs of matrices. For any \(\lambda \in \Lambda\) and \(A, B \in M_n(S_\lambda)\), there exist \(X, Y \in M_n(S)\) such that \(X_\lambda = A, Y_\lambda = B\) and \(X_\mu = Y_\mu = O\) for any \(\mu \neq \lambda\). If \(AB = BA\) then \(XY = YX\). Since \(\varphi\) preserves commuting pairs of matrices, we have \(\varphi(X)\varphi(Y) = \varphi(Y)\varphi(X)\). It follows that \(\varphi_\lambda(A)\varphi_\lambda(B) = (\varphi(X))_\lambda(\varphi(Y))_\lambda = (\varphi(X)\varphi(Y))_\lambda = (\varphi(Y))_\lambda(\varphi(X))_\lambda = \varphi_\lambda(B)\varphi_\lambda(A)\). Hence \(\varphi_\lambda\) preserves commuting pairs of matrices. In fact, we have proved

**Lemma 2.3.** Let \(\varphi : M_n(S) \to M_n(S)\) be a linear operator. Then \(\varphi\) preserves commuting pairs of matrices if and only if \(\varphi_\lambda\) preserves commuting pairs of matrices for all \(\lambda \in \Lambda\).

Let \(\varphi\) be a linear operator on \(M_n(S)\). Suppose that \(\varphi\) is invertible. For any \(\lambda \in \Lambda\) and any \(A, B \in M_n(S_\lambda)\), there exist \(\overline{A}, \overline{B} \in M_n(S)\) such that \((\overline{A})_\lambda = A, (\overline{B})_\lambda = B\), and \((\overline{A})_\mu = (\overline{B})_\mu = O\) for any \(\mu \neq \lambda\). If \(\varphi_\lambda(A) = \varphi_\lambda(B)\) then

\[
(\varphi(\overline{A}))_\lambda = \varphi_\lambda(A) = \varphi_\lambda(B) = (\varphi(\overline{B}))_\lambda.
\]
Also, 
\[(\varphi(\mathcal{A}))_\mu = (\varphi(\mathcal{B}))_\mu = \varphi_\mu(O) = O\]
for any \(\mu \neq \lambda\). This shows that \(\varphi(\mathcal{A}) = \varphi(\mathcal{B})\). Since \(\varphi\) is injective, we have \(\mathcal{A} = \mathcal{B}\). Further, 
\[A = (\mathcal{A})_\lambda = (\mathcal{B})_\lambda = B.\]
Thus \(\varphi_\lambda\) is injective.

On the other hand, since \(\varphi\) is surjective, it follows that there exists \(X \in M_n(S)\) such that 
\[\varphi(X) = \mathcal{B}.\]
We can deduce that 
\[B = (\mathcal{B})_\lambda = (\varphi(X))_\lambda = \varphi_\lambda(X_\lambda).\]
That is to say, \(\varphi_\lambda\) is surjective. Hence \(\varphi_\lambda\) is invertible. We have therefore established half of

**Lemma 2.4.** Let \(\varphi\) be a linear operator on \(M_n(S)\). Then \(\varphi\) is invertible if and only if \(\varphi_\lambda\) is invertible for any \(\lambda \in \Lambda\).

**Proof.** We only need to prove the remaining half. Assume that \(\varphi_\lambda\) is invertible for any \(\lambda \in \Lambda\). For any \(A, B \in M_n(S)\) and any \(\lambda \in \Lambda\), if \(\varphi(A) = \varphi(B)\) then 
\[\varphi_\lambda(A_\lambda) = (\varphi(A))_\lambda = (\varphi(B))_\lambda = \varphi_\lambda(B_\lambda).\]
Since \(\varphi_\lambda\) is invertible, we have \(A_\lambda = B_\lambda\). By Lemma 2.1(i) it follows that \(A = B\). Hence \(\varphi\) is injective. Since \(\varphi_\lambda\) is surjective, there exists \(X^{(\lambda)} \in M_n(S_\lambda)\) such that \(\varphi_\lambda(X^{(\lambda)}) = B_\lambda\). Let \(X \in M_n(S)\) satisfy \(X_\lambda = X^{(\lambda)}\) for any \(\lambda \in \Lambda\). It is clear that \(\varphi(X) = B\), and so \(\varphi\) is surjective. Thus \(\varphi\) is invertible as required.

The following lemma, due to Song and Kang [10], characterize invertible linear operators preserving commuting pairs of matrices over a binary Boolean algebra.

**Lemma 2.5.** Let \(\varphi\) be a linear operator on \(M_n(B_1)\). Then \(\varphi\) is an invertible linear operator that preserves commuting pairs of matrices if and only if there exists a permutation matrix \(P \in M_n(B_1)\) such that either

(a) \(\varphi(X) = PXP^t\) for all \(X \in M_n(B_1)\), or

(b) \(\varphi(X) = PX^tP^t\) for all \(X \in M_n(B_1)\).

Next, we have

**Theorem 2.1.** Let \(S = \Pi_{\lambda \in \Lambda} S_\lambda\), where \(S_\lambda = B_1\) for any \(\lambda \in \Lambda\). Let \(\varphi : M_n(S) \to M_n(S)\) be a linear operator. Then \(\varphi\) is an invertible linear operator that preserves commuting pairs of matrices if and only if there exist invertible matrix \(U \in M_n(S)\) and \(f_1, f_2 \in S\) such that
\[\varphi(X) = U(f_1 X + f_2 X^t)U^t\]
for all \(X \in M_n(S), \) where \((f_1)_\lambda \neq (f_2)_\lambda\) for any \(\lambda \in \Lambda\).

**Proof.** \((\Rightarrow)\) It follows from Lemma 2.3 and Lemma 2.4 that \(\varphi_\lambda\) is an invertible linear operator which preserves commuting pairs of matrices for any \(\lambda \in \Lambda\). By Lemma 2.5, there exists \(U \in M_n(S)\) such that either
\[\varphi_\lambda(X) = U_\lambda XU^t_\lambda\]
for all \(X \in M_n(S_\lambda), \) or
\[\varphi_\lambda(X) = U_\lambda X^tU^t_\lambda\]
for all $X \in M_n(S_{\lambda})$. Moreover, $U_{\lambda}$ is a permutation matrix for any $\lambda \in \Lambda$. We have by Lemma 2.1 (iii) that $U$ is invertible. Let $\Lambda_i := \{ \lambda \in \Lambda | \varphi_\lambda$ is the form of (i) $\}$, $i = 1, 2$. It is evident that $\Lambda_1 \cap \Lambda_2 = \varphi$, $\Lambda_1 \cup \Lambda_2 = \Lambda$. For $i = 1, 2$, let $f_i \in S$ satisfy $(f_i)_\lambda = 1$ if $\lambda \in \Lambda_i$, and 0 otherwise. We conclude that $\varphi(X) = U(f_1X + f_2X^t)U^t$ for all $X \in M_n(S)$ as required.

$(\Leftarrow)$ For any $\lambda \in \Lambda$ and any $X \in M_n(S_{\lambda})$, there exists $Y \in M_n(S)$ such that $X = Y_{\lambda}$. We have

$$\varphi_{\lambda}(X) = \varphi_{\lambda}(Y_{\lambda}) = (\varphi(Y))_{\lambda} = (U(f_1Y + f_2Y^t)U^t)_{\lambda}.$$ 

If $(f_1)_\lambda = 1$, $(f_2)_\lambda = 0$, then $\varphi_{\lambda}(X) = U_{\lambda}XU_{\lambda}^t$ for all $X \in M_n(S_{\lambda})$. Otherwise, $\varphi_{\lambda}(X) = U_{\lambda}X_{\lambda}U_{\lambda}^t$ for all $X \in M_n(S_{\lambda})$. We have by Lemma 2.1 (iii) that $U_{\lambda}$ is invertible. It follows from Theorem 2.1 that $\varphi_{\lambda}$ is an invertible linear operator that preserves commuting pairs of matrices. Therefore, $\varphi$ is an invertible linear operator that preserves commuting pairs of matrices by Lemma 2.3 and Lemma 2.4.

Song and Kang [10] characterize invertible linear operators which preserve commuting pairs of matrices over general Boolean algebra. Recall that a general Boolean algebra is isomorphic to a direct product of binary Boolean algebras. Up to isomorphism, we obtain characterization of invertible linear operators which preserve commuting pairs of matrices over general Boolean algebra.

**Example 2.1.** Let $S = B_1 \times B_1 \times B_1$. Take

$$U = \begin{bmatrix}
(0, 0, 1) & (1, 0, 0) & (0, 1, 0) \\
(0, 1, 0) & (0, 0, 1) & (1, 0, 0) \\
(1, 0, 0) & (0, 1, 0) & (0, 0, 1)
\end{bmatrix}$$

in $M_3(S)$ and $f_1 = (0, 1, 0)$, $f_2 = (1, 0, 1)$ in $S$. Define an operator $\varphi$ on $M_3(S)$ by

$$\varphi(X) = U(f_1X + f_2X^t)U^t$$

for all $X \in M_3(S)$.

It is obvious that $U_{\lambda}(\lambda = 1, 2, 3)$ are all permutation matrices. By Theorem 2.1, $\varphi$ is an invertible linear operator which preserves commuting pairs of matrices.

**Example 2.2.** Let $S = \prod_{k \in Z^+} S_k$, where $S_k = B_1$ for any $k \in Z^+$. Take $a, b \in S$, where $a_{2k-1} = 1$, $a_{2k} = 0$, $b_{2k-1} = 0$ and $b_{2k} = 1$ for any $k \in Z^+$. Let

$$U = \begin{bmatrix}
b & a & 0 \\
a & 0 & b \\
0 & b & a
\end{bmatrix}$$

be a matrix in $M_3(S)$. Define an operator $\varphi$ on $M_3(S)$ by

$$\varphi(X) = U(aX + bX^t)U^t$$

for all $X \in M_3(S)$.

We have by Theorem 2.1 that $\varphi$ is an invertible linear operator which preserves commuting pairs of matrices.
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Abstract This paper is an application of a lemma due to Miller and Mocanu [1], using which we find certain sufficient conditions in terms of the differential operator

$$\frac{zf''(z)}{f'(z)} + (\mu + 1) \left(1 - \frac{zf'(z)}{f(z)}\right)$$

for $f \in A$ to belong to the class $U(\lambda, \mu, q(z))$ where $U(\lambda, \mu, q(z)) = \{f \in H : f(z) \neq 0$ and $f'(z) \left(\frac{z}{f(z)}\right)^{\mu+1} < q(z), \ z \in E\}$,

and $q, q(z) \neq 0$ is univalent in $E$ and $\mu$ a complex number. As special cases of our main result, we find certain significant results regarding starlikeness and strongly starlikeness which extend some known results.
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§1. Introduction and preliminaries

Let $H$ be the class of functions analytic in the open unit disk $E = \{z : |z| < 1\}$. Let $A$ be the class of all functions $f$ which are analytic in $E$ and normalized by the conditions that $f(0) = f'(0) - 1 = 0$. Thus, $f \in A$, has the Taylor series expansion

$$f(z) = z + \sum_{k=2}^{\infty} a_k z^k.$$ 

Let $S$ denote the class of all analytic univalent functions $f$ defined in $E$ and normalized by the conditions $f(0) = f'(0) - 1 = 0$. A function $f \in A$ is said to be starlike of order $\alpha$ ($0 \leq \alpha < 1$) in $E$ if and only if

$$\Re \left(\frac{zf'(z)}{f(z)}\right) > \alpha, \ z \in E.$$ 

A function $f \in A$ is said to be strongly starlike of order $\alpha$, $0 < \alpha \leq 1$, if

$$\left|\arg \frac{zf'(z)}{f(z)}\right| < \frac{\alpha \pi}{2}, \ z \in E,$$
equivalently
\[
\frac{zf'(z)}{f(z)} < \left(\frac{1+z}{1-z}\right)^\alpha, \quad z \in \mathbb{E}.
\]

For two analytic functions \( f \) and \( g \) in the unit disk \( \mathbb{E} \), we say that \( f \) is subordinate to \( g \) in \( \mathbb{E} \) and write as \( f \prec g \) if there exists a Schwarz function \( w \) analytic in \( \mathbb{E} \) with \( w(0) = 0 \) and \( |w(z)| < 1, \quad z \in \mathbb{E} \) such that \( f(z) = g(w(z)), \quad z \in \mathbb{E} \). In case the function \( g \) is univalent, the above subordination is equivalent to: \( f(0) = g(0) \) and \( f(\mathbb{E}) \subset g(\mathbb{E}) \).

Let \( \phi : \mathbb{C}^2 \times \mathbb{E} \rightarrow \mathbb{C} \) and let \( h \) be univalent in \( \mathbb{E} \). If \( p \) is analytic in \( \mathbb{E} \) and satisfies the differential subordination
\[
\phi(p(z), zp'(z); z) \prec h(z), \quad \phi(p(0), 0; 0) = h(0),
\] then \( p \) is called a solution of the first order differential subordination (1). The univalent function \( q \) is called a dominant of the differential subordination (1) if \( p(0) = q(0) \) and \( p \prec q \) for all \( p \) satisfying (1). A dominant \( \tilde{q} \) that satisfies \( \tilde{q} \prec q \) for all dominants \( q \) of (1), is said to be the best dominant of (1).

Let
\[
U(\lambda, \mu, q(z)) = \left\{ f \in H : f(z) \neq 0 \text{ and } f'(z) \left(\frac{z}{f(z)}\right)^{\mu+1} \prec q(z), \quad z \in \mathbb{E} \right\},
\]
and \( q, q(z) \neq 0 \) is univalent in \( \mathbb{E} \) and \( \mu \) a complex number. Throughout this paper, value of the complex power taken is the principal one.

Fournier and Ponnusamy [2] studied the class
\[
U(\lambda, \mu) = \left\{ f \in H : f(z) \neq 0 \text{ and } f'(z) \left(\frac{z}{f(z)}\right)^{\mu+1} - 1 < \lambda, \quad z \in \mathbb{E} \right\},
\]
where \( 0 < \lambda \leq 1 \) and \( \mu \) is a complex number and estimated the range of parameters \( \lambda \) and \( \mu \) such that the functions in the class \( U(\lambda, \mu) \) are starlike or spirallike. Note that \( U(\lambda, \mu) = U(\lambda, \mu, 1+\lambda z) \) for \( 0 < \lambda \leq 1 \).

Obradović et al. [3] proved:

**Theorem 1.1.** If \( f \in \mathcal{A} \) satisfies the inequality
\[
\left|1 + \frac{zf''(z)}{f'(z)} - \frac{zf'(z)}{f(z)}\right| < 1, \quad z \in \mathbb{E},
\]
then \( f \) is starlike.

Irmak and Şan [4] proved the following result.

**Theorem 1.2.** If \( f \in \mathcal{A} \) satisfies the inequality
\[
\left|1 + \frac{zf''(z)}{f'(z)} - \frac{zf'(z)}{f(z)}\right| < \beta, \quad z \in \mathbb{E}, \quad 0 < \beta \leq 1,
\]
then \( f \) is strongly starlike function of order \( \beta \).

In the present paper, we study the differential operator
\[
\frac{zf''(z)}{f'(z)} + (\mu + 1) \left(1 - \frac{zf'(z)}{f(z)}\right)
\]
and write the sufficient conditions in terms of this operator for \( f \in A \) to be a member of the class \( U(\lambda, \mu, q(z)) \) and consequently of \( U(\lambda, \mu) \). In particular, we also derive some sufficient conditions in terms of the differential operator \( 1 + zf''(z) - \frac{zf'(z)}{f(z)} \) which extend the above results of Obradović et al.\[8\] and Irmak and Şan \[4\] for \( f \in A \) to be starlike and strongly starlike.

To prove our main result, we shall use the following lemma of Miller and Mocanu \[1\] (page 76).

**Lemma 1.1.** Let \( q, q(z) \neq 0 \) be univalent in \( E \) such that \( zq'(z)q(z) \) is starlike in \( E \). If an analytic function \( p, p(z) \neq 0 \) in \( E \), satisfies the differential subordination
\[
\frac{zp'(z)}{p(z)} < \frac{zq'(z)}{q(z)} = h(z),
\]
then
\[
p(z) < q(z) = \exp \left[ \int_0^z \frac{h(t)}{t} \right]
\]
and \( q \) is the best dominant.

§2. Main result and applications

**Theorem 2.1.** Let \( q, q(z) \neq 0 \) be univalent in \( E \) such that \( zq'(z)/q(z) \) is starlike in \( E \). If \( f \in A, f'(z) \left( \frac{z}{f(z)} \right)^{\mu+1} \neq 0 \) for all \( z \) in \( E \), satisfies the differential subordination
\[
zf''(z) + (\mu + 1) \left( 1 - \frac{zf'(z)}{f(z)} \right) < h(z), \quad z \in E,
\]
then
\[
f'(z) \left( \frac{z}{f(z)} \right)^{\mu+1} \prec q(z) = \exp \left[ \int_0^z \frac{h(t)}{t} \right],
\]
i.e., \( f \in U(\lambda, \mu, q(z)) \) and \( q \) is the best dominant. Here \( \mu \) is a complex number.

**Proof.** By setting \( p(z) = f'(z) \left( \frac{z}{f(z)} \right)^{\mu+1} \) in Lemma 1.1, proof follows.

**Remark 2.1.** Consider the dominant \( q(z) = \frac{1 + (1 - 2\alpha)z}{1 - z} \), \( 0 \leq \alpha < 1 \), \( z \in E \) in above theorem, we have
\[
\Re \left( 1 + \frac{zq''(z)}{q'(z)} - \frac{zq'(z)}{q(z)} \right) = \Re \left( 1 + \frac{1}{1 - z} - \frac{(1 - 2\alpha)z}{1 + (1 - 2\alpha)z} \right) > 0, \quad z \in E
\]
for all \( 0 \leq \alpha < 1 \). Therefore, \( zq'(z)/q(z) \) is starlike in \( E \) and we immediately get the following result.

**Theorem 2.2.** For a complex number \( \mu \), if \( f \in A, f'(z) \left( \frac{z}{f(z)} \right)^{\mu+1} \neq 0 \) for all \( z \) in \( E \), satisfies the differential subordination
\[
zf''(z) + (\mu + 1) \left( 1 - \frac{zf'(z)}{f(z)} \right) \prec \frac{2(1 - \alpha)z}{(1 - z)(1 + (1 - 2\alpha)z)}, \quad z \in E,
\]
then
\[ f'(z) \left( \frac{z}{f(z)} \right)^{\mu+1} < \frac{1 + (1 - 2\alpha)z}{1 - z}, \quad 0 \leq \alpha < 1, \quad z \in \mathbb{E}. \]

Taking \( \mu = 0 \) in above theorem, we obtain the following result of Billing \[5\].

**Corollary 2.1.** If \( f \in \mathcal{A} \), \( \frac{zf'(z)}{f(z)} \neq 0 \) for all \( z \) in \( \mathbb{E} \), satisfies the condition
\[ 1 + \frac{zf''(z)}{f'(z)} - \frac{zf'(z)}{f(z)} < \frac{2(1 - \alpha)z}{(1 - z)(1 + (1 - 2\alpha)z)}, \quad z \in \mathbb{E}, \]
then
\[ \frac{zf'(z)}{f(z)} < \frac{1 + (1 - 2\alpha)z}{1 - z}, \quad 0 \leq \alpha < 1, \quad z \in \mathbb{E}, \]
i.e., \( f \) is starlike of order \( \alpha \).

**Remark 2.2.** Setting \( \alpha = 0 \) in the above corollary, we obtain: Suppose \( f \in \mathcal{A} \), \( \frac{zf'(z)}{f(z)} \neq 0 \) for all \( z \) in \( \mathbb{E} \), satisfies
\[ 1 + \frac{zf''(z)}{f'(z)} - \frac{zf'(z)}{f(z)} < \frac{2z}{1 - z^2} = F(z), \quad (2) \]
then \( f \) is starlike, where \( F(\mathbb{E}) = \mathbb{C} \setminus \{ w \in \mathbb{C} : \Re(w) = 0, \ |\Im(w)| \geq 1 \}. \)

This result extends the region of variability of the differential operator \( 1 + \frac{zf''(z)}{f'(z)} - \frac{zf'(z)}{f(z)} \) largely over the result of Obradović et al. \[3\] stated in Theorem 1.1. When the above said operator takes the values in the unit disk, then \( f \in \mathcal{A} \) is starlike by Theorem 1.1. But in view of the result in (2), the same operator can take values in the complex plane \( \mathbb{C} \) except two slits \( \Re(w) = 0, \ |\Im(w)| \geq 1 \). The dark portion of the Figure 2.1 is the region of variability of the differential operator \( 1 + \frac{zf''(z)}{f'(z)} - \frac{zf'(z)}{f(z)} \) in view of Theorem 1.1 whereas the region of variability is extended to the total shaded region (dark + light) in the light of the result in (2).
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Remark 2.3. Consider the dominant \( q(z) = 1 + \lambda z, \ 0 < \lambda \leq 1, \ z \in \mathbb{E} \) in Theorem 2.1, we have
\[
\Re \left( 1 + \frac{zq''(z)}{q'(z)} - \frac{zq'(z)}{q(z)} \right) = \Re \left( \frac{1}{1 + \lambda z} \right) > 0, \ z \in \mathbb{E}
\]
for all \( 0 < \lambda \leq 1 \). Therefore, \( \frac{zq'(z)}{q(z)} \) is starlike in \( \mathbb{E} \) and we have the following result.

Theorem 2.3. Suppose \( f \in \mathcal{A}, \ f'(z) \left( \frac{z}{f(z)} \right)^{\mu+1} \neq 0 \) for all \( z \) in \( \mathbb{E} \), satisfies
\[
\frac{zf''(z)}{f'(z)} + (\mu + 1) \left( 1 - \frac{zf'(z)}{f(z)} \right) < \frac{\lambda z}{1 + \lambda z}, \ z \in \mathbb{E},
\]
where \( \mu \) is a complex number, then
\[
\left| f'(z) \left( \frac{z}{f(z)} \right)^{\mu+1} - 1 \right| < \lambda, \ 0 < \lambda \leq 1, \ z \in \mathbb{E},
\]
i.e., \( f \in U(\lambda, \mu) \).

Selecting \( \mu = 0 \) in above theorem, we obtain:

Corollary 2.2. If \( f \in \mathcal{A}, \ \frac{zf'(z)}{f(z)} \neq 0 \) for all \( z \) in \( \mathbb{E} \), satisfies the condition
\[
1 + \frac{zf''(z)}{f'(z)} - \frac{zf'(z)}{f(z)} < \frac{\lambda z}{1 + \lambda z}, \ z \in \mathbb{E},
\]
then
\[
\left| \frac{zf'(z)}{f(z)} - 1 \right| < \lambda, \ 0 < \lambda \leq 1, \ z \in \mathbb{E}.
\]

Remark 2.4. Let the dominant in Theorem 2.1 be \( q(z) = \frac{\alpha(1 - z)}{\alpha - z}, \ \alpha > 1, \ z \in \mathbb{E} \). A little calculation yields
\[
\Re \left( 1 + \frac{zq''(z)}{q'(z)} - \frac{zq'(z)}{q(z)} \right) = \Re \left( \frac{1}{1 - z} + \frac{z}{\alpha - z} \right) > 0, \ z \in \mathbb{E}.
\]
Therefore, \( \frac{zq'(z)}{q(z)} \) is starlike in \( \mathbb{E} \) and we obtain the following result.

Theorem 2.4. Let \( \alpha > 1 \) be a real number and let \( f \in \mathcal{A}, \ f'(z) \left( \frac{z}{f(z)} \right)^{\mu+1} \neq 0 \) for all \( z \) in \( \mathbb{E} \), satisfy the differential subordination
\[
\frac{zf''(z)}{f'(z)} + (\mu + 1) \left( 1 - \frac{zf'(z)}{f(z)} \right) < \frac{(1 - \alpha)z}{(1 - z)(\alpha - z)}, \ z \in \mathbb{E},
\]
then
\[
f'(z) \left( \frac{z}{f(z)} \right)^{\mu+1} < \frac{\alpha(1 - z)}{\alpha - z}, \ z \in \mathbb{E},
\]
where \( \mu \) is a complex number.

Selecting \( \mu = 0 \) in above theorem, we obtain:
Corollary 2.3. If \( f \in A \), \( \frac{zf'(z)}{f(z)} \neq 0 \) for all \( z \) in \( E \), satisfies
\[
1 + \frac{zf''(z)}{f'(z)} - \frac{zf'(z)}{f(z)} < \frac{(1 - \alpha)z}{(1 - z)(\alpha - z)}, \quad z \in E,
\]
then
\[
\frac{zf'(z)}{f(z)} < \frac{\alpha(1 - z)}{\alpha - z}, \quad \alpha > 1, \quad z \in E.
\]

Remark 2.5. Selecting the dominant \( q(z) = \left(\frac{1 + z}{1 - z}\right)^{\delta}, \quad 0 < \delta \leq 1, \quad z \in E \) in Theorem 2.1, we have
\[
\Re \left(1 + \frac{zq''(z)}{q'(z)} - \frac{zq'(z)}{q(z)}\right) = \Re \left(1 + \frac{z^2}{1 - z^2}\right) > 0, \quad z \in E.
\]
Therefore, \( \frac{zq'(z)}{q(z)} \) is starlike in \( E \) and we obtain the following result.

Theorem 2.5. Let \( f \in A \), \( \frac{zf'(z)}{f(z)} \neq 0 \) for all \( z \) in \( E \), satisfy the differential subordination
\[
\frac{zf''(z)}{f'(z)} + (\mu + 1) \left(1 - \frac{zf'(z)}{f(z)}\right) < \frac{2\delta z}{1 - z^2}, \quad z \in E,
\]
then
\[
\frac{zf'(z)}{f(z)} < \left(\frac{1 + z}{1 - z}\right)^{\delta}, \quad 0 < \delta \leq 1, \quad z \in E.
\]

Taking \( \mu = 0 \) in above theorem, we get:

Corollary 2.4. If \( f \in A \), \( \frac{zf'(z)}{f(z)} \neq 0 \) for all \( z \) in \( E \), satisfies
\[
1 + \frac{zf''(z)}{f'(z)} - \frac{zf'(z)}{f(z)} < \frac{2\delta z}{1 - z^2}, \quad z \in E,
\]
then
\[
\frac{zf'(z)}{f(z)} < \left(\frac{1 + z}{1 - z}\right)^{\delta}, \quad 0 < \delta \leq 1, \quad z \in E,
\]
i.e., \( f \) is strongly starlike of order \( \delta \).

Remark 2.6. We, here, make the comparison of the result in above corollary with the result in Theorem 1.2. We notice that the region of variability of the differential operator
\[
1 + \frac{zf''(z)}{f'(z)} - \frac{zf'(z)}{f(z)} \text{ is extended in Corollary 2.4 over the result in Theorem 1.2.}
\]
To justify our claim, we consider the following particular case of both the results. For \( \delta = 1/2 \) in Corollary 2.4, we obtain: Suppose \( f \in A \), \( \frac{zf'(z)}{f(z)} \neq 0 \) for all \( z \) in \( E \), satisfies
\[
1 + \frac{zf''(z)}{f'(z)} - \frac{zf'(z)}{f(z)} < \frac{z}{1 - z^2} = G(z), \quad (3)
\]
then \( f \) is strongly starlike of order 1/2 where \( G(E) = \mathbb{C} \setminus \{w : \Re(w) = 0, \ |\Im(w)| \geq 1/2\} \).

For \( \beta = 1/2 \) in Theorem 1.2, we get: If \( f \in A \) satisfies the inequality
\[
\left|1 + \frac{zf''(z)}{f'(z)} - \frac{zf'(z)}{f(z)}\right| < \frac{1}{2}, \quad z \in E, \quad (4)
\]
then $f$ is strongly starlike of order $1/2$.

We see that in view of (4) the differential operator $1 + \frac{zf''(z)}{f'(z)} - \frac{zf'(z)}{f(z)}$ takes values in the disk of radius $1/2$ with center at origin whereas by (3), the same operator can take values in the complex plane $\mathbb{C}$ except two slits $\Re(w) = 0$, $|\Im(w)| \geq 1/2$ for the same conclusion i.e. $f$ is strongly starlike of order $1/2$. We also justify our claim pictorially in Figure 2.2. The dark shaded portion of the figure shows the region of variability of the above said operator in view of the result in (4) and in the light of the result in (3), the region of variability is the total shaded region (dark + light).
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§1. Introduction

The concept of ideal convergence as a generalization of statistical convergence, and any concept involving statistical convergence play a vital role not only in pure mathematics but also in other branches of science involving mathematics, especially in information theory, computer science, biological science, dynamical systems, geographic information systems, population modelling, and motion planning in robotics.

The notion of statistical convergence is a very useful functional tool for studying the convergence problems of numerical sequences/matrices (double sequences) through the concept of density. It was first introduced by Fast $[7]$, and Schoenberg $[13]$, independently for the real sequences. Later on it was further investigated from sequence point of view and linked with the summability theory by Fridy $[8]$ and many others. The idea is based on the notion of natural density of subsets of $\mathbb{N}$, the set of positive integers, which is defined as follows: The natural density of a subset of $\mathbb{N}$ is denoted by $\delta(E)$ and is defined by

$$\delta(E) = \lim_{n \to \infty} \frac{|\{k \in E : k \leq n\}|}{n},$$

where the vertical bar denotes the cardinality of the respective set. In $[5]$, Çakalli introduced this notion in topological Hausdorff groups.

The notion of $I$-convergence was initially introduced by Kostyrko, et. al $[9]$ as a generalization of statistical convergence which is based on the structure of the ideal $I$ of subset of natural numbers $\mathbb{N}$. Later on it was further investigated from sequence space point of view and linked with summability theory by Šalát, et. al $[11-12]$, Tripathy and Hazarika $[14-17]$ and many other authors.
A non-empty family of sets $I \subseteq P(\mathbb{N})$ (power set of $\mathbb{N}$) is called an ideal in $\mathbb{N}$ if and only if

(i) for each $A$, $B \in I$, we have $A \cup B \in I$;
(ii) for each $A \in I$ and $B \subseteq A$, we have $B \in I$.

A family $F \subseteq P(\mathbb{N})$ is called a filter on $\mathbb{N}$ if and only if

(i) $\emptyset \notin F$;
(ii) for each $A, B \in F$, we have $A \cap B \in F$;
(iii) for each $A \in F$ and $B \supseteq A$, we have $B \in F$.

An ideal $I$ is called non-trivial if $I \neq \emptyset$ and $\mathbb{N} \notin I$. It is clear that $I \subseteq P(\mathbb{N})$ is a non-trivial ideal if and only if the class $F = F(I) = \mathbb{N} - A : A \in I$ is a filter on $\mathbb{N}$. The filter $F(I)$ is called the filter associated with the ideal $I$. A non-trivial ideal $I \subseteq P(\mathbb{N})$ is called an admissible ideal in $\mathbb{N}$ if it contains all singletons, i.e., if it contains $\{\{x\} : x \in \mathbb{N}\}$.

Recall that a sequence $x = (x_k)$ of points in $\mathbb{R}$ is said to be $I$-convergent to a real number $x_0$ if $\{k \in \mathbb{N} : |x_k - x_0| \geq \varepsilon\} \in I$ for every $\varepsilon > 0$ (see [9]). In this case we write $I - \lim x_k = x_0$.

Let $(x_k)$ and $(y_k)$ be two real sequences, then we say that $x_k = y_k$ for almost all $k$ related to $I$ (a. a. k. r. I) if the set $\{k \in \mathbb{N} : x_k \neq y_k\}$ belongs to $I$.

Throughout the article we consider $I$ to be a non-trivial admissible ideal of $\mathbb{N}$.

The purpose of this article is to give certain characterizations of $I$-convergent sequences in topological groups and to obtain extensions of a decomposition theorem and a completeness theorem to topological groups.

§2. $I$-convergence in topological groups

Throughout the article $X$ will denotes the topological Hausdorff group, written additively, which satisfies the first axiom of countability.

**Definition 2.1.** A sequence $(x_k)$ of points in $X$ is said to be $I$-convergent to an element $x_0$ of $X$ if for each neighbourhood $V$ of $0$ such that the set

$$\{k \in \mathbb{N} : x_k - x_0 \notin V\} \in I$$

and it is denoted by $I - \lim_{k \to \infty} x_k = x_0$.

**Definition 2.2.** A sequence $(x_k)$ of points in $X$ is said to be $I$-Cauchy in $X$ if for each neighbourhood $V$ of $0$, there is an integer $n(V)$ such that the set

$$\{k \in \mathbb{N} : x_k - x_{n(V)} \notin V\} \in I.$$

Throughout the article $s(X)$, $c^I(X)$, $c^I_d(X)$ and $C^I(X)$ denote the set of all $X$-valued sequences, $X$-valued $I$-convergent sequences, $X$-valued $I$-null sequences and $X$-valued $I$-Cauchy sequences in $X$, respectively.

**Theorem 2.1.** A sequence $(x_k)$ is $I$-convergent if and only if for each neighbourhood $V$ of $0$ there exists a subsequence $(x_{k'(r)})$ of $(x_k)$ such that $\lim_{r \to \infty} x_{k'(r)} = x_0$ and

$$\{k \in \mathbb{N} : x_k - x_{k'(r)} \notin V\} \in I.$$
Proof. Let \( x = (x_k) \) be a sequence in \( X \) such that \( I - \lim_{k \to \infty} x_k = x_0 \). Let \( \{V_n\} \) be a sequence of nested base of neighbourhoods of 0. We write \( E^{(i)} = \{k \in \mathbb{N} : x_k - x_0 \notin V_i\} \) for any positive integer \( i \). Then for each \( i \), we have \( E^{(i+1)} \subset E^{(i)} \) and \( E^{(i)} \in F(I) \). Choose \( n(1) \) such that \( k > n(1) \), then \( E^{(i)} \neq \emptyset \). Then for each positive integer \( r \) such that \( n(p + 1) \leq r < n(2) \), choose \( k'(r) \in E^{(p)} \) i.e. \( x_k - x_0 \in V_1 \). In general, choose \( n(p + 1) > n(p) \) such that \( r > n(p + 1) \), then \( E^{(p+1)} \neq \emptyset \). Then for all \( r \) satisfying \( n(p) \leq r < n(p + 1) \), choose \( k'(r) \in E^{(p)} \) i.e. \( x_k - x_0 \in V_p \). Also for every neighbourhood \( V \) of 0, there is a symmetric neighbourhood \( W \) of 0 such that \( W \cup W \subset V \). Then we get

\[
\{k \in \mathbb{N} : x_k - x_0 \notin V\} \subset \{k \in \mathbb{N} : x_k - x_0 \notin W\} \cup \{r \in \mathbb{N} : x_{k'(r)} - x_0 \notin W\}.
\]

Since \( I - \lim_{k \to \infty} x_k = x_0 \), therefore there is a neighbourhood \( W \) of 0 such that

\[
\{k \in \mathbb{N} : x_k - x_0 \notin W\} \in I
\]

and \( \lim_{r \to \infty} x_{k'(r)} = x_0 \) implies that

\[
\{r \in \mathbb{N} : x_{k'(r)} - x_0 \notin W\} \in I.
\]

Thus we have

\[
\{k \in \mathbb{N} : x_k - x_{k'(r)} \notin V\} \in I.
\]

Next suppose for each neighbourhood \( V \) of 0 there exists a subsequence \( (x_{k'(r)}) \) of \( (x_k) \) such that \( \lim_{r \to \infty} x_{k'(r)} = x_0 \) and

\[
\{k \in \mathbb{N} : x_k - x_{k'(r)} \notin V\} \in I.
\]

Since \( V \) is a neighbourhood of 0, we may choose a symmetric neighbourhood \( W \) of 0 such that \( W \cup W \subset V \). Then we have

\[
\{k \in \mathbb{N} : x_k - x_0 \notin V\} \subset \{k \in \mathbb{N} : x_k - x_{k'(r)} \notin W\} \cup \{r \in \mathbb{N} : x_{k'(r)} - x_0 \notin W\}.
\]

Since both the sets on the right hand side of the above relation belong to \( I \). Therefore

\[
\{k \in \mathbb{N} : x_k - x_0 \notin V\} \in I.
\]

This completes the proof of the theorem.

Theorem 2.2. If \( \lim_{k \to \infty} x_k = x_0 \) and \( I - \lim_{k \to \infty} y_k = 0 \), then \( I - \lim_{k \to \infty}(x_k + y_k) = \lim_{k \to \infty} x_k \).

Proof. Let \( V \) be any neighbourhood of 0. Then we may choose a symmetric neighbourhood \( W \) of 0 such that \( W \cup W \subset V \). Since \( \lim_{k \to \infty} x_k = x_0 \), then there exists an integer \( n_0 \) such that \( k \geq n_0 \) implies that \( x_k - x_0 \in W \). Hence

\[
\{k \in \mathbb{N} : x_k - x_0 \notin W\} \in I.
\]

By assumption \( I - \lim_{k \to \infty} y_k = 0 \), then we have \( \{k \in \mathbb{N} : y_k \notin W\} \in I \). Thus

\[
\{k \in \mathbb{N} : (x_k - x_0) + y_k \notin W\} \subset \{k \in \mathbb{N} : x_k - x_0 \notin W\} \cup \{k \in \mathbb{N} : y_k \notin W\} \in I.
\]

Therefore \( I - \lim_{k \to \infty}(x_k + y_k) = \lim_{k \to \infty} x_k \).
This implies that \( I - \lim_{k \to \infty} (x_k + y_k) = \lim_{k \to \infty} x_k \).

**Theorem 2.3.** If a sequence \((x_k)\) is \(I\)-convergent to \(x_0\), then there are sequences \((y_k)\) and \((z_k)\) such that \( I - \lim_{k \to \infty} y_k = x_0 \) and \( x_k = y_k + z_k \), for all \( k \in \mathbb{N} \) and \( \{ k \in \mathbb{N} : x_k \neq y_k \} \subset I \) and \((z_k)\) is a \(I\)-null sequence.

**Proof.** Let \( \{ V_i \} \) be a nested base of neighbourhood of 0. Take \( n_0 = 0 \) and choose an increasing sequence \((n_i)\) of positive integer such that

\[
\{ k \in \mathbb{N} : x_k - x_0 \notin V_i \} \subset I \quad \text{for} \ k > n_0.
\]

Let us define the sequences \((y_k)\) and \((z_k)\) as follows:

\[
y_k = x_k \quad \text{and} \quad z_k = 0, \quad \text{if} \ 0 < k \leq n_1
\]

and suppose \( n_i < n_{i+1}, \) for \( i \geq 1, \)

\[
y_k = x_k \quad \text{and} \quad z_k = 0, \quad \text{if} \ x_k - x_0 \in V_i,
\]

\[
y_k = x_0 \quad \text{and} \quad z_k = x_k - x_0, \quad \text{if} \ x_k - x_0 \notin V_i.
\]

We have to show that (i) \( I - \lim_{k \to \infty} y_k = x_0 \), (ii) \((z_k)\) is a \(I\)-null sequence.

(i) Let \( V \) be any neighbourhood of 0. We may choose a positive integer \( i \) such that \( V_i \subset V \).

Then \( y_k - x_0 = x_k - x_0 \in V_i, \) for \( k > n_i \).

If \( x_k - x_0 \notin V_i, \) then \( y_k - x_0 = x_k - x_0 = 0 \in V \). Hence \( I - \lim_{k \to \infty} y_k = x_0 \).

(ii) It is enough to show that \( \{ k \in \mathbb{N} : z_k \neq 0 \} \subset I \). For any neighbourhood \( V \) of 0, we have

\[
\{ k \in \mathbb{N} : z_k \notin V \} \subset \{ k \in \mathbb{N} : z_k \neq 0 \}.
\]

If \( n_p < k \leq n_{p+1}, \) then

\[
\{ k \in \mathbb{N} : z_k \neq 0 \} \subset \{ k \in \mathbb{N} : x_k - x_0 \notin V_p \}.
\]

If \( p > i \) and \( n_p < k \leq n_{p+1}, \) then

\[
\{ k \in \mathbb{N} : z_k \neq 0 \} \subset \{ k \in \mathbb{N} : x_k - x_0 \notin V_p \} \subset \{ k \in \mathbb{N} : x_k - x_0 \notin V_i \}.
\]

This implies that \( \{ k \in \mathbb{N} : z_k \neq 0 \} \subset I \) and hence \((z_k)\) is a \(I\)-null sequence.

### §3. \(I\)-sequential compactness

**Definition 3.1.** Let \( A \subset X \) and \( x_0 \in X \). Then \( x_0 \) is in the \(I\)-sequential closure of \( A \) if there is a sequence \((x_k)\) of points in \( A \) such that \( I - \lim_{k \to \infty} x_k = x_0 \).

We denote \(I\)-sequential closure of a set \( A \) by \( \overline{A}^I \). We say that a set is \(I\)-sequentially closed if it contains all of the points in its \(I\)-sequential closure.

By a method of sequential convergence, we mean an additive function \( B \) defined on a subgroup of \( s(X) \), denoted by \( \epsilon^B(X) \) into \( X \).

**Definition 3.2.** A sequence \( x = (x_k) \) is said to be \(B\)-convergent to \( x_0 \) if \( x \in \epsilon^B(X) \) and \( B(x) = x_0 \).
Definition 3.3. A method $B$ is called regular if every convergent sequence $x = (x_k)$ is $B$-convergent with $B(x) = \lim x$.

From Definition 3.3, it is clear that, if $B = I$, then $I$ is a regular sequential method.

Definition 3.4. A point $x_0$ is called a $I$-sequential accumulation point of $A$ (or is in the $I$-sequential derived set) if there is a sequence $x = (x_k)$ of points in $A - \{x_0\}$ such that $I\lim x = x_0$.

Definition 3.5. A subset $A$ of $X$ is called $I$-sequentially countably compact if any infinite subset $A$ has at least one $I$-sequentially accumulation point in $A$.

Definition 3.6. A subset $A$ of $X$ is called $I$-sequentially compact if $x = (x_k)$ is a sequence of points of $A$, there is a subsequence $y = (y_{k_n})$ of $x$ with $I\lim y = x_0 \in A$.

Definition 3.7. A function $f$ is called $I$-sequentially continuous at every $x_0$ in $E$ if it is $I$-sequentially continuous in $X$.

Lemma 3.1. Any $I$-convergent sequence of points in $X$ with a $I$-limit $x_0$ has a convergent subsequence with the same limit $x_0$ in the ordinary sense.

The proof of the lemma follows from [11] and [17].

From the Lemma 3.1, it is clear that $I$ is a regular subsequential method.

Theorem 3.2. Any $I$-sequentially closed subset of a $I$-sequentially compact subset of $X$ is $I$-sequentially compact.

Proof. Let $A$ be a $I$-sequentially compact subset of $X$ and $E$ be a $I$-sequentially closed subset of $A$. Let $x = (x_k)$ be a sequence of points in $E$. Then $x$ is a sequence of points in $A$. Since $A$ is $I$-sequentially compact, there exists a subsequence $y = (y_{k_n})$ of the sequence $(x_k)$ such that $I\lim y = y \in A$. The subsequence $(y_{k_n})$ is also a sequence of points in $E$ and $E$ is $I$-sequentially closed, therefore $I\lim y \in E$. Thus $x = (x_k)$ has a $I$-convergent subsequence with $I\lim y \in E$, so $E$ is $I$-sequentially compact.

Theorem 3.3. Any $I$-sequentially compact subset of $X$ is $I$-sequentially closed.

Proof. Let $A$ be any $I$-sequentially compact subset of $X$. For any $x_0 \in A$, there exists a sequence $x = (x_k)$ be a sequence of points in $A$ such that $I\lim x = x_0$. Since $I$ is a subsequential method, there is a subsequence $y = (y_n) = (x_{k_n})$ of the sequence $x = (x_k)$ such that $\lim_{n \to \infty} x_{k_n} = x_0$. Since $I$ is regular, so $I\lim y = x_0$. By $I$-sequentially compactness of $A$ is, there is a subsequence $z = (z_n)$ of $y = (y_n)$ such that $I\lim z = y_0 \in A$. Since $\lim_{n \to \infty} z_n = x_0$ and $I$ is regular, so $I\lim z = x_0$. Thus $x_0 = y_0$ and hence $x_0 \in A$. Hence $A$ is $I$-sequentially closed.

Corollary 3.4. Any $I$-sequentially compact subset of $X$ is closed in the ordinary sense.

Theorem 3.5. A subset of $X$ is $I$-sequentially compact if and only if it is $I$-sequentially countably compact.

Proof. Let $A$ be any $I$-sequentially compact subset of $X$ and $E$ be an infinite subset of $A$. Let $x = (x_k)$ be a sequence of different points of $E$. Since $A$ is $I$-sequentially compact, this implies that the sequence $x$ has a convergent subsequence $y = (y_n) = (x_{k_n})$ with $I\lim y = x_0$. Since $I$ is subsequential method, $y$ has a convergent subsequence $z = (z_n)$ of the subsequence $y$. Therefore, $y$ converges to $x_0$ in $E$.
with \( \lim_{r \to \infty} z_r = x_0 \). By the regularity of \( I \), we obtain that \( x_0 \) is a \( I \)-sequentially accumulation point of \( E \). Then \( A \) is \( I \)-sequentially countably compact.

Next suppose \( A \) is any \( I \)-sequentially countably compact subset of \( X \). Let \( x = (x_k) \) be a sequence of different points in \( A \). Put \( G = \{x_k : k \in \mathbb{N}\} \). If \( G \) is finite, then there is nothing to prove. If \( G \) is infinite, then \( G \) has a \( I \)-sequentially accumulation point in \( A \). Also each set \( G_n = \{x_n : n \geq k\} \), for each positive integer \( n \), has a \( I \)-sequentially accumulation point in \( A \). Therefore \( \bigcap_{n=1}^{\infty} \overline{G_n} \neq \emptyset \). So there is an element \( x_0 \in A \) such that \( x_0 \in \overline{G_n} \). Since \( I \) is a regular subsequential method, so \( x_0 \in \overline{G_n} \). Then there exists a subsequence \( z = (z_r) = (x_{k_r}) \) of the sequence \( x = (x_k) \) with \( I - \lim z \in A \). This completes the proof.

**Corollary 3.6.** A subset of \( X \) is \( I \)-sequentially compact if and only if it is sequentially countably compact in the ordinary sense.

**Corollary 3.7.** A subset of \( X \) is \( I \)-sequentially compact if and only if it is countably compact in the ordinary sense.

**Theorem 3.8.** The \( I \)-sequential continuous image of any \( I \)-sequentially compact subset of \( X \) is \( I \)-sequentially compact.

**Proof.** Let \( f \) be any \( I \)-sequentially continuous function on \( X \) and \( A \) be any \( I \)-sequentially compact subset of \( X \). Let \( y = (y_k) = (f(x_k)) \) be a sequence of points in \( f(A) \). Since \( A \) is \( I \)-sequentially compact, there exists a subsequence \( z = (z_r) = (x_{k_r}) \) of the sequence \( x = (x_k) \) with \( I - \lim z \in A \). Then \( f(z) = (f(z_r)) = (f(x_{k_r})) \) is a subsequence of the sequence \( y \). Since \( f \) is \( I \)-sequentially continuous, \( I - \lim(f(z_r)) = f(x) \in f(A) \). Then \( f(A) \) is \( I \)-sequentially compact.

**Corollary 3.9.** A \( I \)-sequentially continuous image of any sequentially compact subset of \( X \) is sequentially compact.

**Theorem 3.10.** If \( X \) is \( I \)-sequentially compact, then \( X \) is complete.

**Proof.** Let \( x = (x_k) \) be a Cauchy sequence of points of \( X \). As \( X \) is \( I \)-sequentially compact, there exists a convergent subsequence \( y = (y_{k_r}) \) of the sequence \( x \) such that \( I - \lim y = x_0 \in A \). By the Theorem 2.1, there exists a subsequence \( z = (z_{k_r}) \) of the sequence \( y \) such that \( \lim_{r \to \infty} z_{k_r} = x_0 \). Hence \( (x_k) \) is converges. This completes proof of the theorem.
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§1. Introduction

Generalized Gaussian Hypergeometric function of one variable is defined by

\[ A_F^B \left[ \begin{array}{c} a_1, a_2, \cdots, a_A; \\ b_1, b_2, \cdots, b_B; \end{array} \right] z \] = \sum_{k=0}^{\infty} \frac{(a_1)_k(a_2)_k \cdots (a_A)_k z^k}{(b_1)_k(b_2)_k \cdots (b_B)_k k!},

or

\[ A_F^B \left[ \begin{array}{c} (a_A); \\ (b_B); \end{array} \right] \equiv A_F^B \left[ \begin{array}{c} (a_j)_{j=1}^A; \\ (b_j)_{j=1}^B; \end{array} \right] z \] = \sum_{k=0}^{\infty} \frac{(a_A)_k z^k}{(b_B)_k k!}. \tag{1}

where the parameters \( b_1, b_2, \cdots, b_B \) are neither zero nor negative integers and \( A, B \) are non-negative integers.

Contiguous Relation is defined by [Andrews p.363(9.16), E.D.p.51(10), H.T.F.I p.103(32)]

\[ (a - b) \ _2F_1 \left[ \begin{array}{c} a, b; \\ c; \end{array} \right] = a \ _2F_1 \left[ \begin{array}{c} a + 1, b; \\ c; \end{array} \right] - b \ _2F_1 \left[ \begin{array}{c} a, b + 1; \\ c; \end{array} \right]. \tag{2} \]

Gauss second summation theorem is defined by [Prud., 491(7.3.7.5)]

\[ _2F_1 \left[ \begin{array}{c} a, b; \\ \frac{a+b+1}{2}; \end{array} \right] \frac{1}{2} = \frac{\Gamma\left(\frac{a+b+1}{2}\right) \Gamma\left(\frac{b}{2}\right)}{\Gamma\left(\frac{a+b+1}{2}\right) \Gamma\left(\frac{b}{2}\right)} \frac{2^{(b-1)}}{\Gamma(b) \Gamma\left(\frac{a+b+1}{2}\right)} \]. \tag{3}
In a monograph of Prudnikov et al., a summation theorem is given in the form [Prud., p.491(7.3.7.3)]

\[
\binom{a, b}{a+b-\frac{1}{2}} = \sqrt{\pi} \left\{ \frac{\Gamma\left(\frac{a+b+1}{2}\right)}{\Gamma\left(\frac{a+1}{2}\right)} \frac{\Gamma\left(a+\frac{1}{2}\right)}{\Gamma\left(b+\frac{1}{2}\right)} + \frac{2 \Gamma\left(a+b-\frac{1}{2}\right)}{\Gamma(a) \Gamma(b)} \right\}.
\]

Now using Legendre’s duplication formula and Recurrence relation for Gamma function, the above theorem can be written in the form

\[
\binom{a, b}{a+b-\frac{1}{2}} = 2^\beta \frac{\Gamma\left(\frac{a+b+1}{2}\right)}{\Gamma(b)} \left\{ \frac{\Gamma\left(\frac{b}{2}\right)}{\Gamma\left(\frac{a}{2}\right)} + \frac{2^\delta \Gamma\left(\frac{a}{2}\right) \Gamma\left(a+\frac{1}{2}\right)}{\Gamma\left(\frac{a+b+1}{2}\right)} \right\}.
\]

Recurrence relation is defined by

\[
\Gamma(z + 1) = \Gamma(z).
\]

§2. Main summation formula

\[
\binom{a, b}{a+b+\frac{32}{2}} = 2^\beta \frac{\Gamma\left(\frac{a+b+32}{2}\right)}{(a-b) \Gamma(b)}
\]

\[
\times \left\{ \frac{\Gamma\left(\frac{b}{2}\right)}{\Gamma\left(\frac{a}{2}\right)} \left[ 32768(1428329123020800a - 2322150583173120a^2 + 1606274243887104a^3) \right. \\
+ 32768(-636906005299200a^4 + 163554924216320a^5) \right. \\
+ 32768(-29011643781120a^6 + 3688786669568a^7) \\
+ 32768(-343226083200a^8 + 23578343360a^9) \\
+ 32768(-1193992800a^{10} + 43995952a^{11} - 1146600a^{12}) \left. \right\}
\]

\[
\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=0}^{15} (a - b + 2\eta) \right)
\]
\[32768(20020a^{13} - 210a^{14} + a^{15} + 1428329123020800b + 8525223163330560a^2b)\]
\[\prod_{\zeta=0}^{14} (a-b-2\zeta) \prod_{\eta=1}^{15} (a-b+2\eta)\]
\[+32768(-2182234506854400a^3b + 1969113895649280a^4b)\]
\[\prod_{\zeta=0}^{14} (a-b-2\zeta) \prod_{\eta=1}^{15} (a-b+2\eta)\]
\[+32768(-264966591528960a^5b + 82650036080640a^6b)\]
\[\prod_{\zeta=0}^{14} (a-b-2\zeta) \prod_{\eta=1}^{15} (a-b+2\eta)\]
\[+32768(-6233332440000a^7b + 926583637440a^8b)\]
\[\prod_{\zeta=0}^{14} (a-b-2\zeta) \prod_{\eta=1}^{15} (a-b+2\eta)\]
\[+32768(-39161191680a^9b + 301864240a^{10}b - 67407600a^{11}b)\]
\[\prod_{\zeta=0}^{14} (a-b-2\zeta) \prod_{\eta=1}^{15} (a-b+2\eta)\]
\[+32768(2691780a^{12}b - 24360a^{13}b + 435a^{14}b)\]
\[\prod_{\zeta=0}^{14} (a-b-2\zeta) \prod_{\eta=1}^{15} (a-b+2\eta)\]
\[+32768(232215058173120b^2 + 8525223163330560ab^2)\]
\[\prod_{\zeta=0}^{14} (a-b-2\zeta) \prod_{\eta=1}^{15} (a-b+2\eta)\]
\[+32768(5852172660080640a^3b^2 - 528194276167680a^4b^2 + 497028396625920a^5b^2)\]
\[\prod_{\zeta=0}^{14} (a-b-2\zeta) \prod_{\eta=1}^{15} (a-b+2\eta)\]
\[+32768(-30401221536000a^6b^2 + 9824497355520a^7b^2)\]
\[\prod_{\zeta=0}^{14} (a-b-2\zeta) \prod_{\eta=1}^{15} (a-b+2\eta)\]
\[+32768(-363512823840a^8b^2 + 54807626640a^9b^2)\]
\[\prod_{\zeta=0}^{14} (a-b-2\zeta) \prod_{\eta=1}^{15} (a-b+2\eta)\]
\[+32768(-1104760800a^{10}b^2 + 85096440a^{11}b^2 - 712530a^{12}b^2)\]
\[\prod_{\zeta=0}^{14} (a-b-2\zeta) \prod_{\eta=1}^{15} (a-b+2\eta)\]
\[+32768(27405a^{13}b^2 + 1606274243887104b^3)\]
\[\prod_{\zeta=0}^{14} (a-b-2\zeta) \prod_{\eta=1}^{15} (a-b+2\eta)\]
\[+32768(2182234506854400a^3b^3 + 5852172660080640a^2b^3 + 1153266031104000a^4b^3)\]
\[\prod_{\zeta=0}^{14} (a-b-2\zeta) \prod_{\eta=1}^{15} (a-b+2\eta)\]
\[\frac{32768(-46525375584000a^5b^3 + 42437501433600a^6b^3)}{\left(\prod_{\zeta=0}^{14} (a - b - 2\zeta)\right)\left(\prod_{\eta=1}^{15} (a - b + 2\eta)\right)}\]
\[\frac{32768(-1285763673600a^7b^3 + 404597084400a^8b^3)}{\left(\prod_{\zeta=0}^{14} (a - b - 2\zeta)\right)\left(\prod_{\eta=1}^{15} (a - b + 2\eta)\right)}\]
\[\frac{32768(-7227090000a^9b^3 + 1052508600a^{10}b^3 - 8143200a^{11}b^3)}{\left(\prod_{\zeta=0}^{14} (a - b - 2\zeta)\right)\left(\prod_{\eta=1}^{15} (a - b + 2\eta)\right)}\]
\[\frac{32768(593775a^{12}b^3 + 636906005299200b^4)}{\left(\prod_{\zeta=0}^{14} (a - b - 2\zeta)\right)\left(\prod_{\eta=1}^{15} (a - b + 2\eta)\right)}\]
\[\frac{32768(1969113895649280b^4 + 528194276167680a^2b^4 + 1153266031104000a^3b^4)}{\left(\prod_{\zeta=0}^{14} (a - b - 2\zeta)\right)\left(\prod_{\eta=1}^{15} (a - b + 2\eta)\right)}\]
\[\frac{32768(85800120220800a^5b^4 - 1679965963200a^6b^4)}{\left(\prod_{\zeta=0}^{14} (a - b - 2\zeta)\right)\left(\prod_{\eta=1}^{15} (a - b + 2\eta)\right)}\]
\[\frac{32768(1438362021600a^7b^4 - 20980485000a^8b^4)}{\left(\prod_{\zeta=0}^{14} (a - b - 2\zeta)\right)\left(\prod_{\eta=1}^{15} (a - b + 2\eta)\right)}\]
\[\frac{32768(6230113500a^9b^4 - 42921450a^{10}b^4 + 5852925a^{11}b^4 + 163554924216320b^5)}{\left(\prod_{\zeta=0}^{14} (a - b - 2\zeta)\right)\left(\prod_{\eta=1}^{15} (a - b + 2\eta)\right)}\]
\[\frac{32768(264966591528960ab^5 + 497028396625920a^2b^5)}{\left(\prod_{\zeta=0}^{14} (a - b - 2\zeta)\right)\left(\prod_{\eta=1}^{15} (a - b + 2\eta)\right)}\]
\[\frac{32768(4652375584000a^3b^5 + 85800120220800a^4b^5)}{\left(\prod_{\zeta=0}^{14} (a - b - 2\zeta)\right)\left(\prod_{\eta=1}^{15} (a - b + 2\eta)\right)}\]
\[\frac{32768(2667136741920a^5b^5 - 24708348000a^7b^5 + 19527158700a^8b^5 - 109254600a^9b^5)}{\left(\prod_{\zeta=0}^{14} (a - b - 2\zeta)\right)\left(\prod_{\eta=1}^{15} (a - b + 2\eta)\right)}\]
\[\frac{32768(30045015a^{10}b^5 + 29011643781120b^6)}{\left(\prod_{\zeta=0}^{14} (a - b - 2\zeta)\right)\left(\prod_{\eta=1}^{15} (a - b + 2\eta)\right)}\]
\[\frac{32768(82650036080640a^5b^6 + 30401221536000a^2b^6)}{\left(\prod_{\zeta=0}^{14} (a - b - 2\zeta)\right)\left(\prod_{\eta=1}^{15} (a - b + 2\eta)\right)}\]
\[\begin{align*}
&+ 32768(42437501433600a^3b^6 + 1679965963200a^4b^6) \\
&\quad \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right) \\
&+ 32768(2667136741920a^5b^6 + 34171477200a^7b^6) \\
&\quad \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right) \\
&+ 32768(-119759850a^8b^6 + 86493225a^9b^6 + 3688786669568b^7 + 623334240000ab^7) \\
&\quad \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right) \\
&+ 32768(9824497355520a^2b^7 + 1285763673600a^3b^7) \\
&\quad \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right) \\
&+ 32768(1438362021600a^4b^7 + 24708348000a^5b^7) \\
&\quad \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right) \\
&+ 32768(34171477200a^6b^7 + 145422675a^8b^7 + 343226083200b^8) \\
&\quad \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right) \\
&+ 32768(920583637440ab^8 + 36352823840a^2b^8) \\
&\quad \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right) \\
&+ 32768(404597084400a^3b^8 + 20980485000a^4b^8 + 19527158700a^5b^8) \\
&\quad \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right) \\
&+ 32768(119759850a^6b^8 + 145422675a^7b^8) \\
&\quad \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right) \\
&+ 32768(23578343360b^9 + 39161191680ab^9 + 54807626640a^2b^9) \\
&\quad \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right) \\
&+ 32768(7227090000a^3b^9 + 62301135000a^4b^9) \\
&\quad \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right) \\
&+ 32768(109254600a^5b^9 + 86493225a^6b^9 + 1193992800b^{10}) \\
&\quad \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right) \\
&+ 32768(3018684240ab^{10} + 1104760800a^2b^{10}) \\
&\quad \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right) \\
\end{align*}\]
\[
+ \frac{32768(1052508600a^3b^{10} + 42921450a^4b^{10} + 30045015a^5b^{10})}{\left( \prod_{c=0}^{14} \{a - b - 2\zeta\}\right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)} \\
+ \frac{32768(43995952b^{11} + 67407600ab^{11})}{\left( \prod_{c=0}^{14} \{a - b - 2\zeta\}\right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)} \\
+ \frac{32768(85096440a^2b^{11} + 8143200ab^{11} + 5852925a^4b^{11})}{\left( \prod_{c=0}^{14} \{a - b - 2\zeta\}\right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)} \\
+ \frac{32768(1146600b^{12} + 2691780ab^{12} + 712530a^2b^{12})}{\left( \prod_{c=0}^{14} \{a - b - 2\zeta\}\right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)} \\
+ \frac{32768(59375a^3b^{12} + 20202b^{13} + 24360ab^{13} + 27405a^2b^{13} + 210b^{14} + 435ab^{14} + b^{15})}{\left( \prod_{c=0}^{14} \{a - b - 2\zeta\}\right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)} \\
+ \frac{65536(1428329123020800 + 47042389865440a)}{\left( \prod_{c=0}^{15} \{a - b - 2\alpha\}\right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\}\right)} \\
+ \frac{65536(232896192629632a^2 + 381117697130496a^3)}{\left( \prod_{c=0}^{15} \{a - b - 2\alpha\}\right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\}\right)} \\
+ \frac{65536(316734590500864a^4 + 29456251432960a^5)}{\left( \prod_{c=0}^{15} \{a - b - 2\alpha\}\right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\}\right)} \\
+ \frac{65536(9279610167296a^6 + 511595950208a^7)}{\left( \prod_{c=0}^{15} \{a - b - 2\alpha\}\right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\}\right)} \\
+ \frac{65536(77189562432a^8 + 2483214240a^9 + 193882832a^{10})}{\left( \prod_{c=0}^{15} \{a - b - 2\alpha\}\right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\}\right)} \\
+ \frac{65536(3327896a^{11} + 131404a^{12} + 910a^{13})}{\left( \prod_{c=0}^{15} \{a - b - 2\alpha\}\right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\}\right)} \\
+ \frac{65536(77189562432a^8 + 2483214240a^9 + 193882832a^{10})}{\left( \prod_{c=0}^{15} \{a - b - 2\alpha\}\right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\}\right)} \\
+ \frac{65536(3327896a^{11} + 131404a^{12} + 910a^{13})}{\left( \prod_{c=0}^{15} \{a - b - 2\alpha\}\right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\}\right)}
\]
\[\begin{align*}
+ 65536b(15a^{14} - 47042389865440b + 5473573561958400ab + 503214007025664a^2b)
  & \cdot \left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) \\
+ 65536b(1969528317345792a^3b + 150112771248128a^4b)
  & \cdot \left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) \\
+ 65536b(112539365949440a^5b + 5581588819072a^6b)
  & \cdot \left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) \\
+ 65536b(1638717738496a^7b + 49573632864a^8b + 6999713760a^9b)
  & \cdot \left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) \\
+ 65536b(116414584a^{10}b + 8390512a^{11}b)
  & \cdot \left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) \\
+ 65536b(58058a^{12}b + 2030a^{13}b + 232861922629632b^2 - 503214007025664ab^2)
  & \cdot \left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) \\
+ 65536b(3412315664252928a^5b^2 + 129681106132992a^3b^2 + 423536993230848a^4b^2)
  & \cdot \left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) \\
+ 65536b(16628085832320a^5b^2 + 11189308499712a^6b^2)
  & \cdot \left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) \\
+ 65536b(300862325376a^7b^2 + 80994977424a^8b^2)
  & \cdot \left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) \\
+ 65536b(1263236520a^9b^2 + 163524504a^{10}b^2 + 1099332a^{11}b^2)
  & \cdot \left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) \\
+ 65536b(71253a^{12}b^2 - 3811117697130496b^3)
  & \cdot \left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) \\
+ 65536b(1969528317345792a^3b^3 - 129681106132992a^2b^3 + 645921311784960a^3b^3)
  & \cdot \left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) \\
+ 65536b(11831795932800a^4b^3 + 33081548382720a^5b^3)
  & \cdot \left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) \\
+ 65536b(686621093760a^6b^3 + 41382172240a^7b^3)
  & \cdot \left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) \\
\end{align*}\]
\[65536(5675445000a^8b^3 + 1386606000a^9b^3 + 8708700a^{10}b^3)\]
\[+ \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)\]
\[65536(1017900a^{11}b^3 + 316734590500864b^3)\]
\[+ \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)\]
\[65536(-150112771248128ab^4 + 423536993230848ab^4)\]
\[+ \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)\]
\[65536(-11831795932800a^b b^4 + 47032752624000a^b b^4)\]
\[+ \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)\]
\[65536(43668223200a^6b^4 + 106041956000a^6b^4)\]
\[+ \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)\]
\[65536(11019106800a^7b^4 + 5939968500a^8b^4)\]
\[+ \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)\]
\[65536(32516250a^9b^4 + 1253575a^{10}b^4 - 29456251432960b^5 + 112539365949440ab^5)\]
\[+ \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)\]
\[65536(-16628085832320a^2b^5 + 33081548382720a^3b^5)\]
\[+ \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)\]
\[65536(-436682232900a^4b^5 + 1443061650240a^5b^5)\]
\[+ \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)\]
\[65536(6518297520a^6b^5 + 13870291680a^7b^5 + 56728350a^8b^5)\]
\[+ \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)\]
\[65536(27313650a^9b^5 + 9279610167296b^6)\]
\[+ \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)\]
\[65536(-5581588819072a^6b^6 + 11819308499712a^2b^6)\]
\[+ \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)\]
\[65536(-686621093760a^4b^6 + 106041956000a^4b^6)\]
\[+ \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)\]
+ $65536(-6518297520a^5b^6 + 18331241040a^6b^6 + 31935960a^7b^6)$
+ $\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)$
+ $65536(59879925a^6b^6 - 511595950208b^7)$
+ $\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)$
+ $65536(1638717738496ab^7 - 300862325376a^2b^7)$
+ $\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)$
+ $65536(413821722240a^3b^7 - 11019106800a^4b^7)$
+ $\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)$
+ $65536(13870291680a^5b^7 - 31935960a^6b^7 + 75558760a^7b^7)$
+ $\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)$
+ $65536(771895624328^8 - 49573632864ab^8)$
+ $\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)$
+ $65536(80994977424a^2b^8 - 5675445000a^3b^8 + 5939968500a^4b^8)$
+ $\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)$
+ $65536(-56728350a^5b^8 + 59879925a^6b^8)$
+ $\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)$
+ $65536(-2483214240a^9 + 6999713760ab^9 - 1263236520a^2b^9)$
+ $\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)$
+ $65536(1386606000a^3b^9 - 32516250a^4b^9)$
+ $\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)$
+ $65536(27313650a^7b^9 + 193882832b^{10} - 116414584ab^{10})$
+ $\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)$
+ $65536(163524504a^2b^{10} - 8708700a^3b^{10})$
+ $\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)$
+ $65536(7153575a^4b^{10} - 3327896b^{11} + 8390512ab^{11})$
+ $\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)$
+ $65536(-1099332a^2b^{11} + 1017900a^3b^{11} + 131404b^{12})$
+ $\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)$
\[+ 65536b(-58058ab^{12} + 71253a^2b^{12} - 910b^{13} + 2030ab^{13} + 15b^{14})
\left(\frac{\Gamma\left(\frac{a+1}{2}\right)}{\Gamma\left(\frac{a+2}{2}\right)}\right)\left(\frac{\Gamma\left(\frac{b+1}{2}\right)}{\Gamma\left(\frac{b+2}{2}\right)}\right)\left(\frac{1}{a}\right)\left(\frac{1}{b}\right)\]
\[+ \Gamma\left(\frac{a+1}{2}\right)\left(\frac{1}{a}\right)\left(\frac{1}{b}\right)\left(\frac{1}{a-b-2\alpha}\right)\left(\frac{1}{a-b+2\beta}\right)\]
\[\left(\frac{14}{a}\right)\left(\frac{15}{b}\right)\left(\frac{14}{a-b-2\zeta}\right)\left(\frac{15}{a-b+2\eta}\right)\]
\[65536a(-381117697130496a^3 + 316734590500864a^4)\]
\[+ \left(\frac{14}{\zeta}\right)\left(\frac{15}{\eta}\right)\left(\frac{14}{a-b-2\zeta}\right)\left(\frac{15}{a-b+2\eta}\right)\]
\[65536a(-29456251432960a^3 + 9279610167296a^6)\]
\[+ \left(\frac{14}{\zeta}\right)\left(\frac{15}{\eta}\right)\left(\frac{14}{a-b-2\zeta}\right)\left(\frac{15}{a-b+2\eta}\right)\]
\[65536a(-511595950290a^7 + 77189562432a^8 - 2483214240a^9)\]
\[+ \left(\frac{14}{\zeta}\right)\left(\frac{15}{\eta}\right)\left(\frac{14}{a-b-2\zeta}\right)\left(\frac{15}{a-b+2\eta}\right)\]
\[65536a(193882832a^{10} - 3327896a^{11})\]
\[+ \left(\frac{14}{\zeta}\right)\left(\frac{15}{\eta}\right)\left(\frac{14}{a-b-2\zeta}\right)\left(\frac{15}{a-b+2\eta}\right)\]
\[65536a(131404a^{12} - 910a^{13} + 15a^{14} + 470423898685440b + 5473573561958400ab)\]
\[+ \left(\frac{14}{\zeta}\right)\left(\frac{15}{\eta}\right)\left(\frac{14}{a-b-2\zeta}\right)\left(\frac{15}{a-b+2\eta}\right)\]
\[65536a(-503214007025664a^{2}b + 1969528317345792a^{3}b - 150112771248128a^{4}b)\]
\[+ \left(\frac{14}{\zeta}\right)\left(\frac{15}{\eta}\right)\left(\frac{14}{a-b-2\zeta}\right)\left(\frac{15}{a-b+2\eta}\right)\]
\[65536a(112539365949440a^{5}b - 5581588819072a^{6}b)\]
\[+ \left(\frac{14}{\zeta}\right)\left(\frac{15}{\eta}\right)\left(\frac{14}{a-b-2\zeta}\right)\left(\frac{15}{a-b+2\eta}\right)\]
\[65536a(1638717738496a^{7}b - 49573632864a^{8}b)\]
\[+ \left(\frac{14}{\zeta}\right)\left(\frac{15}{\eta}\right)\left(\frac{14}{a-b-2\zeta}\right)\left(\frac{15}{a-b+2\eta}\right)\]
\[65536a(6999713760a^{9}b - 116414584a^{10}b + 8390512a^{11}b - 58058a^{12}b + 2030a^{13}b)\]
\[+ \left(\frac{14}{\zeta}\right)\left(\frac{15}{\eta}\right)\left(\frac{14}{a-b-2\zeta}\right)\left(\frac{15}{a-b+2\eta}\right)\]
\[65536a(2328961922629632b^{2} + 503214007025664ab^{2} + 3412315664252928a^{2}b^{2})\]
\[+ \left(\frac{14}{\zeta}\right)\left(\frac{15}{\eta}\right)\left(\frac{14}{a-b-2\zeta}\right)\left(\frac{15}{a-b+2\eta}\right)\]
\[65536a(-129681106132992a^{3}b^{2} + 423536993230848a^{4}b^{2} - 16628085832320a^{5}b^{2})\]
\[+ \left(\frac{14}{\zeta}\right)\left(\frac{15}{\eta}\right)\left(\frac{14}{a-b-2\zeta}\right)\left(\frac{15}{a-b+2\eta}\right)\]
A summation formula including recurrence relation

\[
\begin{align*}
&+ \frac{65536a(11189308499712a^6b^2 - 300862325376a^7b^2)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} \\
&+ \frac{65536a(80994977424a^6b^2 - 1263236520a^9b^2)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} \\
&+ \frac{65536a(163524504a^{10}b^2 - 1099332a^{11}b^2 + 71253a^{12}b^2)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} \\
&+ \frac{65536a(381117697130496b^3 + 1960528317345792ab^3)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} \\
&+ \frac{65536a(129681106132992a^2b^3 + 645921311784960a^3b^3)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} \\
&+ \frac{65536a(-11831795932800a^4b^3 + 33081548382720a^5b^3)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} \\
&+ \frac{65536a(-686621093760a^6b^3 + 413821722240a^7b^3)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} \\
&+ \frac{65536a(-5675445000a^8b^3 + 1386606000a^9b^3)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} \\
&+ \frac{65536a(1017900a^{11}b^3 - 8708700a^{10}b^3 + 316734590500864b^4 + 150112771248128ab^4)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} \\
&+ \frac{65536a(423536993230848a^2b^4 + 11831795932800a^3b^4)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} \\
&+ \frac{65536a(47032752624000a^4b^4 - 436682232000a^5b^4)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} \\
&+ \frac{65536a(1060441956000a^6b^4 - 11019106800a^7b^4 + 5939968500a^8b^4)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} \\
&+ \frac{65536a(-32516250a^9b^4 + 7153575a^{10}b^4)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)}
\end{align*}
\]
\begin{align*}
  &+ 65536a(29456251432960b^5 + 112539365949440ab^5) \\
  &\quad \left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{16} \{ a - b + 2\eta \} \right) \\
  &+ 65536a(16682985832320a^2b^5 + 33081548382720a^3b^5) \\
  &\quad \left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
  &+ 65536a(436682232000a^4b^5 + 1443061650240a^5b^5) \\
  &\quad \left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
  &+ 65536a(6518297520a^6b^5 + 13870291680a^7b^5) \\
  &\quad \left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
  &+ 65536a(-56728350a^6b^5 + 27313650a^9b^5 + 9279610167296b^6 + 5581588819072ab^6) \\
  &\quad \left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
  &+ 65536a(11189308499712a^2b^6 + 686621093760a^3b^6) \\
  &\quad \left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
  &+ 65536a(1060441956000a^4b^6 + 6518297520a^5b^6) \\
  &\quad \left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
  &+ 65536a(18331241040a^6b^6 + 31935960a^7b^6 + 59879925a^8b^6) \\
  &\quad \left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
  &+ 65536a(511595950208b^7 + 1638717738496ab^7) \\
  &\quad \left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
  &+ 65536a(30086523576a^2b^7 + 413821722240a^3b^7) \\
  &\quad \left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
  &+ 65536a(11019106800a^4b^7 + 13870291680a^5b^7) \\
  &\quad \left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
  &+ 65536a(31935060a^6b^7 + 77558760a^7b^7 + 771895624320b^8) \\
  &\quad \left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
  &+ 65536a(49573632864a^8b^8 + 8099977424a^9b^8) \\
  &\quad \left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right)
\end{align*}
A summation formula including recurrence relation

\[ 65536a(5675445000a^3b^8 + 939968500a^4b^8 + 56728350a^5b^8) \]
\[ \frac{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)}{65536a(59879925a^6b^8 + 248321424b^9)} \]
\[ \frac{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)}{65536a(6999713760ab^9 + 1263236520a^2b^9 + 1386606000a^3b^9)} \]
\[ \frac{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)}{65536a(32516250a^4b^9 + 27313650a^5b^9)} \]
\[ \frac{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)}{65536a(193882832b^{10} + 116414584ab^{10} + 163524504a^2b^{10})} \]
\[ \frac{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)}{65536a(8708700a^3b^{10} + 71537575a^4b^{10})} \]
\[ \frac{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)}{65536a(3327896b^{11} + 8390512ab^{11} + 1099332a^2b^{11})} \]
\[ \frac{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)}{65536a(1017900a^3b^{11} + 131404b^{12} + 58058ab^{12})} \]
\[ \frac{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)}{65536a(71253a^2b^{12} + 910b^{13} + 2030ab^{13} + 15b^{14})} \]
\[ \frac{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)}{32768(1428329123020800a + 2322150583173120a^2)} \]
\[ \frac{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)}{32768(1606274243887104a^3 + 636906005299200a^4)} \]
\[ \frac{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)}{32768(163554924216320a^5 + 29011643781120a^6)} \]
\[ \frac{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)}{32768(368878669568a^7 + 343226083200a^8)} \]
\[ + \frac{32768 \times (23578143360a^8 + 1193992800a^{10} + 43995952a^{11})}{(\prod_{\alpha=0}^{15} (a - b - 2\alpha))(\prod_{\beta=1}^{14} (a - b + 2\beta))} \]

\[ + \frac{32768 \times (114660a^{12} + 20020a^{13} + 210a^{14} + a^{15})}{(\prod_{\alpha=0}^{15} (a - b - 2\alpha))(\prod_{\beta=1}^{14} (a - b + 2\beta))} \]

\[ + \frac{32768 \times (1428329123020800 + 8525223163330560a^2b)}{(\prod_{\alpha=0}^{15} (a - b - 2\alpha))(\prod_{\beta=1}^{14} (a - b + 2\beta))} \]

\[ + \frac{32768 \times (2182234506854400a^3b + 1969113895649280a^4b)}{(\prod_{\alpha=0}^{15} (a - b - 2\alpha))(\prod_{\beta=1}^{14} (a - b + 2\beta))} \]

\[ + \frac{32768 \times (264966591528960a^5b + 825003608640a^6b)}{(\prod_{\alpha=0}^{15} (a - b - 2\alpha))(\prod_{\beta=1}^{14} (a - b + 2\beta))} \]

\[ + \frac{32768 \times (6233334240000a^7b + 920583637440a^8b)}{(\prod_{\alpha=0}^{15} (a - b - 2\alpha))(\prod_{\beta=1}^{14} (a - b + 2\beta))} \]

\[ + \frac{32768 \times (2691780a^{12}b + 24360a^{13}b + 435a^{14}b)}{(\prod_{\alpha=0}^{15} (a - b - 2\alpha))(\prod_{\beta=1}^{14} (a - b + 2\beta))} \]

\[ + \frac{32768 \times (-2322150583173120b^2 + 8525223163330560ab^2 + 5852172660080640a^3b^2)}{(\prod_{\alpha=0}^{15} (a - b - 2\alpha))(\prod_{\beta=1}^{14} (a - b + 2\beta))} \]

\[ + \frac{32768 \times (528194276167680a^6b^2 + 497028396625920a^5b^2)}{(\prod_{\alpha=0}^{15} (a - b - 2\alpha))(\prod_{\beta=1}^{14} (a - b + 2\beta))} \]

\[ + \frac{32768 \times (30401221536000a^6b^2 + 982497355520a^7b^2)}{(\prod_{\alpha=0}^{15} (a - b - 2\alpha))(\prod_{\beta=1}^{14} (a - b + 2\beta))} \]

\[ + \frac{32768 \times (363512823840a^8b^2 + 54807626640a^9b^2 + 1104760800a^{10}b^2)}{(\prod_{\alpha=0}^{15} (a - b - 2\alpha))(\prod_{\beta=1}^{14} (a - b + 2\beta))} \]

\[ + \frac{32768 \times (85096440a^{11}b^2 + 712530a^{12}b^2)}{(\prod_{\alpha=0}^{15} (a - b - 2\alpha))(\prod_{\beta=1}^{14} (a - b + 2\beta))} \]
A summation formula including recurrence relation

\[\begin{align*}
32768(27405a^{13}b^2 + 1606274243887104b^4) \\
&+ \left( \frac{15}{\alpha=0} \{a - b - 2\alpha\} \right) \left( \frac{14}{\beta=1} \{a - b + 2\beta\} \right) \\
32768(-2182234506854400ab^3 + 5852172660080640a^2b^3) \\
&+ \left( \frac{15}{\alpha=0} \{a - b - 2\alpha\} \right) \left( \frac{14}{\beta=1} \{a - b + 2\beta\} \right) \\
32768(1153266031104000a^4b^3 + 46525375584000a^5b^3) \\
&+ \left( \frac{15}{\alpha=0} \{a - b - 2\alpha\} \right) \left( \frac{14}{\beta=1} \{a - b + 2\beta\} \right) \\
32768(42437501433600a^6b^3 + 1285763673600a^7b^3) \\
&+ \left( \frac{15}{\alpha=0} \{a - b - 2\alpha\} \right) \left( \frac{14}{\beta=1} \{a - b + 2\beta\} \right) \\
32768(404597644000a^8b^3 + 7227090000a^9b^3 + 1052508600a^{10}b^3) \\
&+ \left( \frac{15}{\alpha=0} \{a - b - 2\alpha\} \right) \left( \frac{14}{\beta=1} \{a - b + 2\beta\} \right) \\
32768(-636906065299200b^4 + 1969113895649280a^4b^4 - 528194276167680a^2b^4) \\
&+ \left( \frac{15}{\alpha=0} \{a - b - 2\alpha\} \right) \left( \frac{14}{\beta=1} \{a - b + 2\beta\} \right) \\
32768(1153266031104000a^2b^4 + 85800120220800a^3b^4) \\
&+ \left( \frac{15}{\alpha=0} \{a - b - 2\alpha\} \right) \left( \frac{14}{\beta=1} \{a - b + 2\beta\} \right) \\
32768(1679965963200a^2b^4 + 1438362021600a^3b^4) \\
&+ \left( \frac{15}{\alpha=0} \{a - b - 2\alpha\} \right) \left( \frac{14}{\beta=1} \{a - b + 2\beta\} \right) \\
32768(20980485000a^3b^4 + 6230113500a^4b^4 + 42921450a^{10}b^4) \\
&+ \left( \frac{15}{\alpha=0} \{a - b - 2\alpha\} \right) \left( \frac{14}{\beta=1} \{a - b + 2\beta\} \right) \\
32768(5852925a^{11}b^4 + 163554924216320b^5) \\
&+ \left( \frac{15}{\alpha=0} \{a - b - 2\alpha\} \right) \left( \frac{14}{\beta=1} \{a - b + 2\beta\} \right) \\
32768(-264966591528960ab^5 + 497028396625920a^2b^5) \\
&+ \left( \frac{15}{\alpha=0} \{a - b - 2\alpha\} \right) \left( \frac{14}{\beta=1} \{a - b + 2\beta\} \right) \\
32768(-46525375584000a^3b^5 + 85800120220800a^4b^5) \\
&+ \left( \frac{15}{\alpha=0} \{a - b - 2\alpha\} \right) \left( \frac{14}{\beta=1} \{a - b + 2\beta\} \right)
\end{align*}\]
\[
+ \frac{32768(2667136741920a^6b^5 + 24708348000a^7b^5 + 19527158700a^8b^5)}{(\prod_{\alpha=0}^{15} \{a - b - 2\alpha\})(\prod_{\beta=1}^{14} \{a - b + 2\beta\})}
+ \frac{32768(109254600a^9b^5 + 30045015a^{10}b^5)}{(\prod_{\alpha=0}^{15} \{a - b - 2\alpha\})(\prod_{\beta=1}^{14} \{a - b + 2\beta\})}
+ \frac{32768(-29011643781120b^6 + 82650036080640ad^6)}{(\prod_{\alpha=0}^{15} \{a - b - 2\alpha\})(\prod_{\beta=1}^{14} \{a - b + 2\beta\})}
+ \frac{32768(-30401221536000a^2b^6 + 42437501433600a^3b^6)}{(\prod_{\alpha=0}^{15} \{a - b - 2\alpha\})(\prod_{\beta=1}^{14} \{a - b + 2\beta\})}
+ \frac{32768(-1679965963200a^4b^6 + 2667136741920a^5b^6)}{(\prod_{\alpha=0}^{15} \{a - b - 2\alpha\})(\prod_{\beta=1}^{14} \{a - b + 2\beta\})}
+ \frac{32768(34171477200a^7b^6 + 119759850a^8b^6)}{(\prod_{\alpha=0}^{15} \{a - b - 2\alpha\})(\prod_{\beta=1}^{14} \{a - b + 2\beta\})}
+ \frac{32768(86493225a^9b^6 + 368878669568b^7 - 6233334240000ab^7 + 9824497355520a^2b^7)}{(\prod_{\alpha=0}^{15} \{a - b - 2\alpha\})(\prod_{\beta=1}^{14} \{a - b + 2\beta\})}
+ \frac{32768(-1285763673600a^{11}b^7 + 1438362021600a^{12}b^7)}{(\prod_{\alpha=0}^{15} \{a - b - 2\alpha\})(\prod_{\beta=1}^{14} \{a - b + 2\beta\})}
+ \frac{32768(-24708348000a^{13}b^7 + 34171477200a^{14}b^7)}{(\prod_{\alpha=0}^{15} \{a - b - 2\alpha\})(\prod_{\beta=1}^{14} \{a - b + 2\beta\})}
+ \frac{32768(145422675a^{18}b^7 - 343226083200b^8 + 920583637440ab^8 - 365512823840a^{2}b^8)}{(\prod_{\alpha=0}^{15} \{a - b - 2\alpha\})(\prod_{\beta=1}^{14} \{a - b + 2\beta\})}
+ \frac{32768(404597084400a^{23}b^8 - 20980485000a^{24}b^8 + 19527158700a^{25}b^8)}{(\prod_{\alpha=0}^{15} \{a - b - 2\alpha\})(\prod_{\beta=1}^{14} \{a - b + 2\beta\})}
+ \frac{32768(-119759850a^{46}b^8 + 145422675a^{2}b^8)}{(\prod_{\alpha=0}^{15} \{a - b - 2\alpha\})(\prod_{\beta=1}^{14} \{a - b + 2\beta\})}
+ \frac{32768(23578343360b^9 - 39161191680ab^9 + 54807626640a^2b^9)}{(\prod_{\alpha=0}^{15} \{a - b - 2\alpha\})(\prod_{\beta=1}^{14} \{a - b + 2\beta\})}
+ \frac{32768(-7227090000a^{2}b^9 + 6230113500a^3b^9)}{(\prod_{\alpha=0}^{15} \{a - b - 2\alpha\})(\prod_{\beta=1}^{14} \{a - b + 2\beta\})}
Now using Gauss second summation theorem, we get

\[ \frac{32768(-109254600a^5b^9 + 86493225a^6b^9 - 1193992800b^{10})}{\left( \prod_{\alpha=0}^{15} \{a-b-2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a-b+2\beta\} \right)} \]

\[ + \frac{32768(3018684240ab^{10} - 1104760800a^2b^{10})}{\left( \prod_{\alpha=0}^{15} \{a-b-2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a-b+2\beta\} \right)} \]

\[ + \frac{32768(1052508600a^3b^{10} - 42921450a^4b^{10} + 30045015a^5b^{10})}{\left( \prod_{\alpha=0}^{15} \{a-b-2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a-b+2\beta\} \right)} \]

\[ + \frac{32768(43995952b^{11} - 67407600ab^{11})}{\left( \prod_{\alpha=0}^{15} \{a-b-2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a-b+2\beta\} \right)} \]

\[ + \frac{32768(58596440a^2b^{11} - 8143200a^3b^{11} + 5852925a^4b^{11})}{\left( \prod_{\alpha=0}^{15} \{a-b-2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a-b+2\beta\} \right)} \]

\[ + \frac{32768(-1146600a^{12} + 2691780ab^{12} - 712530a^2b^{12})}{\left( \prod_{\alpha=0}^{15} \{a-b-2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a-b+2\beta\} \right)} \]

\[ + \frac{32768(593775a^3b^{12} + 20020b^{13} - 24360ab^{13})}{\left( \prod_{\alpha=0}^{15} \{a-b-2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a-b+2\beta\} \right)} \]

\[ + \frac{32768(27405a^2b^{13} - 210b^{14} + 435ab^{14} + b^{15})}{\left( \prod_{\alpha=0}^{15} \{a-b-2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a-b+2\beta\} \right)} \right). \tag{7} \]

\section*{§3. Derivation of main summation formula (7)}

Substituting \( c = \frac{a+b+32}{2} \), and \( z = \frac{1}{2} \), in equation (2), we get

\[ (a-b) \; _2F_1 \left[ \begin{array}{c} a, b \\ a+b+32 \\ \frac{1}{2} \end{array} \right] = a \; _2F_1 \left[ \begin{array}{c} a+1, b \\ a+b+32 \\ \frac{1}{2} \end{array} \right] - b \; _2F_1 \left[ \begin{array}{c} a, b+1 \\ a+b+32 \\ \frac{1}{2} \end{array} \right]. \]

Now using Gauss second summation theorem, we get

\[ \text{L. H. S.} = a \frac{2^b \Gamma \left( \frac{a+b+32}{2} \right)}{\Gamma(b)} \left[ \frac{\Gamma \left( \frac{1}{2} \right)}{\Gamma \left( \frac{a+2}{2} \right)} \right] \left[ \frac{16384(1428329123020800a - 2322150583173120a^2)}{\left( \prod_{\zeta=0}^{14} \{a-b-2\zeta\} \right) \left( \prod_{\eta=1}^{15} \{a-b+2\eta\} \right)} \right] \]

\[ + \frac{16384(1606274243887104a^3 - 636906005299200a^4)}{\left( \prod_{\zeta=0}^{14} \{a-b-2\zeta\} \right) \left( \prod_{\eta=1}^{15} \{a-b+2\eta\} \right)} \]
\[ \begin{align*}
& + 16384(163554924216320a^5 - 29011643781120a^6) \\
& \quad \left( \prod_{\zeta=0}^{14} \{a - b - 2\zeta\} \right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\} \right) \\
& + 16384(3688786669568a^7 - 343226083200a^8 + 23578343360a^9) \\
& \quad \left( \prod_{\zeta=0}^{14} \{a - b - 2\zeta\} \right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\} \right) \\
& + 16384(-1193992800a^{10} + 43995952a^{11}) \\
& \quad \left( \prod_{\zeta=0}^{14} \{a - b - 2\zeta\} \right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\} \right) \\
& + 16384(-1146600a^{12} + 20020a^{13} - 210a^{14} + a^{15} + 1428329123020800b) \\
& \quad \left( \prod_{\zeta=0}^{14} \{a - b - 2\zeta\} \right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\} \right) \\
& + 16384(852522316330560a^2b) \\
& \quad \left( \prod_{\zeta=0}^{14} \{a - b - 2\zeta\} \right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\} \right) \\
& + 16384(-2182234506854400a^3b + 1969113895649280a^4b) \\
& \quad \left( \prod_{\zeta=0}^{14} \{a - b - 2\zeta\} \right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\} \right) \\
& + 16384(-264966591528960a^5b + 82650036080640a^6b) \\
& \quad \left( \prod_{\zeta=0}^{14} \{a - b - 2\zeta\} \right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\} \right) \\
& + 16384(-6233334240000a^7b + 920583637440a^8b - 39161191680a^9b) \\
& \quad \left( \prod_{\zeta=0}^{14} \{a - b - 2\zeta\} \right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\} \right) \\
& + 16384(3018684240a^{10}b - 67407600a^{11}b) \\
& \quad \left( \prod_{\zeta=0}^{14} \{a - b - 2\zeta\} \right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\} \right) \\
& + 16384(2691780a^{12}b - 24360a^{13}b + 435a^{14}b) \\
& \quad \left( \prod_{\zeta=0}^{14} \{a - b - 2\zeta\} \right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\} \right) \\
& + 16384(2322150583173120b^2 + 852522316330560ab^2) \\
& \quad \left( \prod_{\zeta=0}^{14} \{a - b - 2\zeta\} \right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\} \right) \\
& + 16384(585217266080640a^3b^2 - 528194276167680a^4b^2) \\
& \quad \left( \prod_{\zeta=0}^{14} \{a - b - 2\zeta\} \right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\} \right) \\
& + 16384(497028396625920a^5b^2 - 30401221536000a^6b^2) \\
& \quad \left( \prod_{\zeta=0}^{14} \{a - b - 2\zeta\} \right) \left( \prod_{\eta=1}^{15} \{a - b + 2\eta\} \right)
\end{align*} \]
A summation formula including recurrence relation

\[
+ \frac{16384(9824497355520a^7b^2 - 363512823840a^8b^2)}{(\prod_{\zeta=0}^{14} (a - b - 2\zeta))(\prod_{\eta=1}^{15} (a - b + 2\eta))}
+ \frac{16384(54807626640a^9b^2 - 1104760800a^{10}b^2)}{(\prod_{\zeta=0}^{14} (a - b - 2\zeta))(\prod_{\eta=1}^{15} (a - b + 2\eta))}
+ \frac{16384(85096440a^{11}b^2 - 712530a^{12}b^2 + 27405a^{13}b^2)}{(\prod_{\zeta=0}^{14} (a - b - 2\zeta))(\prod_{\eta=1}^{15} (a - b + 2\eta))}
+ \frac{16384(1606274243887104b^3 + 218223506854400ab^3)}{(\prod_{\zeta=0}^{14} (a - b - 2\zeta))(\prod_{\eta=1}^{15} (a - b + 2\eta))}
+ \frac{16384(5852172660080640a^2b^3 + 1153266031104000a^4b^3)}{(\prod_{\zeta=0}^{14} (a - b - 2\zeta))(\prod_{\eta=1}^{15} (a - b + 2\eta))}
+ \frac{16384(-4652537558400a^5b^3 + 42437501433600a^6b^3)}{(\prod_{\zeta=0}^{14} (a - b - 2\zeta))(\prod_{\eta=1}^{15} (a - b + 2\eta))}
+ \frac{16384(-1285763673600a^7b^3 + 4045970844000a^8b^3)}{(\prod_{\zeta=0}^{14} (a - b - 2\zeta))(\prod_{\eta=1}^{15} (a - b + 2\eta))}
+ \frac{16384(-7227090000a^9b^3 + 10525086000a^{10}b^3)}{(\prod_{\zeta=0}^{14} (a - b - 2\zeta))(\prod_{\eta=1}^{15} (a - b + 2\eta))}
+ \frac{16384(-8143200a^{11}b^3 + 593775a^{12}b^3 + 636906005299200b^4 + 1969113895649280ab^4)}{(\prod_{\zeta=0}^{14} (a - b - 2\zeta))(\prod_{\eta=1}^{15} (a - b + 2\eta))}
+ \frac{16384(528194276167680a^2b^4 + 1153266031104000a^3b^4)}{(\prod_{\zeta=0}^{14} (a - b - 2\zeta))(\prod_{\eta=1}^{15} (a - b + 2\eta))}
+ \frac{16384(8580012202800a^5b^4 - 1679965963200a^6b^4)}{(\prod_{\zeta=0}^{14} (a - b - 2\zeta))(\prod_{\eta=1}^{15} (a - b + 2\eta))}
+ \frac{16384(1438362021600a^7b^4 - 20980485000a^8b^4 + 6230113500a^9b^4)}{(\prod_{\zeta=0}^{14} (a - b - 2\zeta))(\prod_{\eta=1}^{15} (a - b + 2\eta))}
+ \frac{16384(-42921450a^{10}b^4 + 5852925a^{11}b^4)}{(\prod_{\zeta=0}^{14} (a - b - 2\zeta))(\prod_{\eta=1}^{15} (a - b + 2\eta))}
\]
\[
+ 16384(163554924216320b^5 + 264966591528960ab^5) \\
\left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
+ 16384(497028396625920a^2b^5 + 46525375584000a^3b^5) \\
\left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
+ 16384(85800120220800a^4b^5 + 2667136741920a^6b^5) \\
\left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
+ 16384(-24708348000a^7b^5 + 19527158700a^8b^5 - 109254600a^9b^5 + 30045015a^{10}b^5) \\
\left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
+ 16384(29011643781120b^6 + 82650036080640ab^6) \\
\left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
+ 16384(3040121536000a^2b^6 + 42437501433600a^3b^6) \\
\left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
+ 16384(1679965963200a^4b^6 + 2667136741920a^5b^6) \\
\left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
+ 16384(34171477200a^7b^6 - 119759850a^8b^6 + 86493225a^9b^6) \\
\left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
+ 16384(368878669568b^7 + 6233334240000ab^7) \\
\left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
+ 16384(9824497355520a^2b^7 + 1285763673600a^3b^7) \\
\left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
+ 16384(143836201600a^4b^7 + 24708348000a^5b^7) \\
\left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
+ 16384(34171477200a^6b^7 + 145422675a^8b^7 + 343226083200b^8) \\
\left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right) \\
+ 16384(920583637440ab^8 + 363512823840a^2b^8) \\
\left( \prod_{\zeta=0}^{14} \{ a - b - 2\zeta \} \right) \left( \prod_{\eta=1}^{15} \{ a - b + 2\eta \} \right)
\]
+ 16384(404597084400a^3b^8 + 20980485000a^4b^8 + 19527158700a^5b^8) 
\left( \prod_{\zeta=0}^{14} \{a-b-2\zeta\} \right) \left( \prod_{n=1}^{15} \{a-b+2n\} \right) 
+ 16384(119759850a^6b^8 + 145422675a^7b^8) 
\left( \prod_{\zeta=0}^{14} \{a-b-2\zeta\} \right) \left( \prod_{n=1}^{15} \{a-b+2n\} \right) 
+ 16384(23578343360b^9 + 391611191680ab^9 + 54807626640a^2b^9) 
\left( \prod_{\zeta=0}^{14} \{a-b-2\zeta\} \right) \left( \prod_{n=1}^{15} \{a-b+2n\} \right) 
+ 16384(7227090000a^3b^9 + 6230113500a^4b^9) 
\left( \prod_{\zeta=0}^{14} \{a-b-2\zeta\} \right) \left( \prod_{n=1}^{15} \{a-b+2n\} \right) 
+ 16384(109254600a^5b^9 + 86493225a^6b^9 + 1193992800b^{10}) 
\left( \prod_{\zeta=0}^{14} \{a-b-2\zeta\} \right) \left( \prod_{n=1}^{15} \{a-b+2n\} \right) 
+ 16384(3018684240a^{10}b^{10} + 1104760800a^2b^{10}) 
\left( \prod_{\zeta=0}^{14} \{a-b-2\zeta\} \right) \left( \prod_{n=1}^{15} \{a-b+2n\} \right) 
+ 16384(1052508600a^4b^{10} + 42921450a^4b^{10} + 30045015a^5b^{10}) 
\left( \prod_{\zeta=0}^{14} \{a-b-2\zeta\} \right) \left( \prod_{n=1}^{15} \{a-b+2n\} \right) 
+ 16384(43995652b^{11} + 67407600ab^{11}) 
\left( \prod_{\zeta=0}^{14} \{a-b-2\zeta\} \right) \left( \prod_{n=1}^{15} \{a-b+2n\} \right) 
+ 16384(85096440a^{2}b^{11} + 8143200a^3b^{11} + 5852925a^4b^{11}) 
\left( \prod_{\zeta=0}^{14} \{a-b-2\zeta\} \right) \left( \prod_{n=1}^{15} \{a-b+2n\} \right) 
+ 16384(1146600b^{12} + 2691780ab^{12} + 712530a^2b^{12}) 
\left( \prod_{\zeta=0}^{14} \{a-b-2\zeta\} \right) \left( \prod_{n=1}^{15} \{a-b+2n\} \right) 
+ 16384(593775a^3b^{12} + 20020b^{13} + 24360ab^{13}) 
\left( \prod_{\zeta=0}^{14} \{a-b-2\zeta\} \right) \left( \prod_{n=1}^{15} \{a-b+2n\} \right) 
+ 16384(27405a^2b^{13} + 210b^{14} + 435ab^{14} + b^{15}) 
\left( \prod_{\zeta=0}^{14} \{a-b-2\zeta\} \right) \left( \prod_{n=1}^{15} \{a-b+2n\} \right) 
\frac{\Gamma\left(\frac{b+1}{2}\right)}{\Gamma\left(\frac{b+2}{2}\right)} \left( \prod_{\zeta=0}^{14} \{a-b-2\zeta\} \right) \left( \prod_{n=1}^{15} \{a-b+2n\} \right)
\[
+ 65536(-381117697130496a^3 + 316734590500864a^4) \\
\left(\prod_{\zeta=0}^{14} \{a - b - 2\zeta\}\right) \left(\prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)
+ 65536(-29456251432960a^5 + 9279610167296a^6) \\
\left(\prod_{\zeta=0}^{14} \{a - b - 2\zeta\}\right) \left(\prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)
+ 65536(-511595950208a^7 + 77189562432a^8 - 2483214240a^9) \\
\left(\prod_{\zeta=0}^{14} \{a - b - 2\zeta\}\right) \left(\prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)
+ 65536(193882832\cdot a^{10} - 3327896a^{11}) \\
\left(\prod_{\zeta=0}^{14} \{a - b - 2\zeta\}\right) \left(\prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)
+ 65536(131404a^{12} - 910a^{13} + 15a^{14} + 470423898685440b + 5473573561958400ab) \\
\left(\prod_{\zeta=0}^{14} \{a - b - 2\zeta\}\right) \left(\prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)
+ 65536(-503214007025664a^2b + 1969528317345792a^3b) \\
\left(\prod_{\zeta=0}^{14} \{a - b - 2\zeta\}\right) \left(\prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)
+ 65536(-150112771248128a^4b + 112539365949440a^5b) \\
\left(\prod_{\zeta=0}^{14} \{a - b - 2\zeta\}\right) \left(\prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)
+ 65536(-5581588819072a^6b + 1638717738496a^7b) \\
\left(\prod_{\zeta=0}^{14} \{a - b - 2\zeta\}\right) \left(\prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)
+ 65536(-49573632864a^8b + 6999713760a^9b) \\
\left(\prod_{\zeta=0}^{14} \{a - b - 2\zeta\}\right) \left(\prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)
+ 65536(-116414584a^{10}b + 8390512a^{11}b) \\
\left(\prod_{\zeta=0}^{14} \{a - b - 2\zeta\}\right) \left(\prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)
+ 65536(-58058a^{12}b + 2030a^{13}b + 2328961922629632b^2) \\
\left(\prod_{\zeta=0}^{14} \{a - b - 2\zeta\}\right) \left(\prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)
+ 65536(503214007025664ab^2 + 3412315664252928a^2b^2 - 129681106132992a^3b^2) \\
\left(\prod_{\zeta=0}^{14} \{a - b - 2\zeta\}\right) \left(\prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)
+ 65536(423536993230848a^4b^2 - 16628085832320a^5b^2) \\
\left(\prod_{\zeta=0}^{14} \{a - b - 2\zeta\}\right) \left(\prod_{\eta=1}^{15} \{a - b + 2\eta\}\right)
\]
\[\frac{65536(11189308499712a^6b^2 - 300862325376a^7b^2)}{\left( \prod_{\zeta=0}^{15} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} + \frac{65536(80994977424a^8b^2 - 1263236520a^9b^2 + 163524504a^{10}b^2)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} + \frac{65536(-1099332a^{11}b^2 + 71253a^{12}b^2)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} + \frac{65536(381117697130496b^4 + 1969528317345792ab^3)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} + \frac{65536(129681106132992a^2b^3 + 645921311784960a^3b^3)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} + \frac{65536(-11831795932800a^4b^3 + 3308154832720a^5b^3)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} + \frac{65536(-686621093760a^6b^3 + 413821722240a^7b^3)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} + \frac{65536(-5675445000a^8b^3 + 1386606000a^9b^3 - 8708700a^{10}b^3)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} + \frac{65536(10179000a^{11}b^3 + 316734590500864b^4)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} + \frac{65536(150112771248128ab^4 + 423536993230848a^2b^4)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} + \frac{65536(11831795932800a^3b^4 + 47032752624000a^4b^4)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} + \frac{65536(-436682232000a^5b^4 + 1060441956000a^6b^4)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} + \frac{65536(-11019106800a^7b^4 + 5939968500a^8b^4)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)} + \frac{65536(-32516250a^9b^4 + 715375a^{10}b^4 + 29456251432960b^5 + 112539365949440ab^5)}{\left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)}\]
\[+ 65536(16628085832320a^2 b^5 + 33081548382720a^3 b^5)\]
\[+ \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)\]
\[+ 65536(43668223200a^4 b^5 + 1443061650240a^5 b^5)\]
\[+ \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)\]
\[+ 65536(-6518297520a^6 b^5 + 13870291680a^7 b^5 - 56728350a^8 b^5)\]
\[+ \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)\]
\[+ 65536(27313650a^9 b^5 + 9279610167296b^6)\]
\[+ \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)\]
\[+ 65536(5581588819072ab^9 + 11189308499712a^2 b^9)\]
\[+ \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)\]
\[+ 65536(686621093760a^3 b^9 + 1060441956000a^4 b^9)\]
\[+ \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)\]
\[+ 65536(6518297520a^5 b^8 + 18331241040a^6 b^8 - 31935960a^7 b^8)\]
\[+ \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)\]
\[+ 65536(59879925a^8 b^8 + 511595950208b^8)\]
\[+ \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)\]
\[+ 65536(1638717738496ab^7 + 301082325376a^2 b^7 + 41382172240a^3 b^7)\]
\[+ \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)\]
\[+ 65536(11019106800a^4 b^7)\]
\[+ \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)\]
\[+ 65536(13870291680a^5 b^6 + 31935960a^6 b^6 + 77558760a^7 b^6 + 77189562432b^8)\]
\[+ \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)\]
\[+ 65536(49573632864a^8 b^6)\]
\[+ \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)\]
\[+ 65536(8099497742a^2 b^8 + 5675445000a^3 b^8 + 5939968500a^4 b^8)\]
\[+ \left( \prod_{\zeta=0}^{14} (a - b - 2\zeta) \right) \left( \prod_{\eta=1}^{15} (a - b + 2\eta) \right)\]
A summation formula including recurrence relation

\[ + \frac{65536(56728350a^5b^8 + 59879925a^6b^9)}{(\prod_{\xi=0}^{14}(a - b - 2\xi))(\prod_{n=1}^{15}(a - b + 2n))} \]
\[ + \frac{65536(2483214240b^9 + 6999713760ab^9 + 1263236520a^2b^9)}{(\prod_{\xi=0}^{14}(a - b - 2\xi))(\prod_{n=1}^{15}(a - b + 2n))} \]
\[ + \frac{65536(1386606000a^3b^9 + 32516250a^4b^9)}{(\prod_{\xi=0}^{14}(a - b - 2\xi))(\prod_{n=1}^{15}(a - b + 2n))} \]
\[ + \frac{65536(27313650a^5b^9 + 193882832b^{10} + 116414584ab^{10})}{(\prod_{\xi=0}^{14}(a - b - 2\xi))(\prod_{n=1}^{15}(a - b + 2n))} \]
\[ + \frac{65536(163524504a^2b^{10} + 8708700a^3b^{10})}{(\prod_{\xi=0}^{14}(a - b - 2\xi))(\prod_{n=1}^{15}(a - b + 2n))} \]
\[ + \frac{65536(7153575a^4b^{10} + 3327896b^{11} + 8390512ab^{11})}{(\prod_{\xi=0}^{14}(a - b - 2\xi))(\prod_{n=1}^{15}(a - b + 2n))} \]
\[ + \frac{65536(+1099332a^2b^{11} + 1017000a^3b^{11} + 131404b^{12})}{(\prod_{\xi=0}^{14}(a - b - 2\xi))(\prod_{n=1}^{15}(a - b + 2n))} \]
\[ + \frac{65536(58058ab^{12} + 71253a^2b^{12} + 910b^{13} + 2030ab^{13} + 15b^{14})}{(\prod_{\xi=0}^{14}(a - b - 2\xi))(\prod_{n=1}^{15}(a - b + 2n))} \]
\[ - b^{2^{b+1}} \frac{\Gamma(\frac{a+b+32}{2})}{\Gamma(b+1)} \left[ \frac{\Gamma(\frac{b+1}{2})}{\Gamma(\frac{a+1}{2})} \left( \frac{16384(1428329123020800a + 2322150583173120a^2)}{(\prod_{\alpha=0}^{15}(a - b - 2\alpha))(\prod_{\beta=1}^{14}(a - b + 2\beta))} \right) \right] \]
\[ + \frac{16384(1606274243887104a^3)}{(\prod_{\alpha=0}^{15}(a - b - 2\alpha))(\prod_{\beta=1}^{14}(a - b + 2\beta))} \]
\[ + \frac{16384(636906005299200a^4 + 163554924216320a^5)}{(\prod_{\alpha=0}^{15}(a - b - 2\alpha))(\prod_{\beta=1}^{14}(a - b + 2\beta))} \]
\[ + \frac{16384(29011643781120a^6 + 3688786669568a^7)}{(\prod_{\alpha=0}^{15}(a - b - 2\alpha))(\prod_{\beta=1}^{14}(a - b + 2\beta))} \]
\[ + \frac{16384(343226083200a^8 + 23578343360a^9 + 1193992800a^{10})}{(\prod_{\alpha=0}^{15}(a - b - 2\alpha))(\prod_{\beta=1}^{14}(a - b + 2\beta))} \]
\[
+ \frac{16384(43995952a^{11} + 1146600a^{12} + 20020a^{13})}{(\prod_{\alpha=0}^{15} (a - b - 2\alpha))(\prod_{\beta=1}^{14} (a - b + 2\beta))}
+ \frac{16384(210a^{14} + a^{15} + 1428329123020800b)}{\left(\prod_{\alpha=0}^{15} (a - b - 2\alpha)\right)\left(\prod_{\beta=1}^{14} (a - b + 2\beta)\right)}
+ \frac{16384(8525223163330560a^2b + 2182234506854400a^3b)}{\left(\prod_{\alpha=0}^{15} (a - b - 2\alpha)\right)\left(\prod_{\beta=1}^{14} (a - b + 2\beta)\right)}
+ \frac{16384(1969113895649280a^4b + 264966591528960a^5b)}{\left(\prod_{\alpha=0}^{15} (a - b - 2\alpha)\right)\left(\prod_{\beta=1}^{14} (a - b + 2\beta)\right)}
+ \frac{16384(82650036080640a^6b + 2623334240000a^7b)}{\left(\prod_{\alpha=0}^{15} (a - b - 2\alpha)\right)\left(\prod_{\beta=1}^{14} (a - b + 2\beta)\right)}
+ \frac{16384(920583637440a^8b + 39161191680a^9b + 3018684240a^{10}b + 67407600a^{11}b)}{\left(\prod_{\alpha=0}^{15} (a - b - 2\alpha)\right)\left(\prod_{\beta=1}^{14} (a - b + 2\beta)\right)}
+ \frac{16384(2691780a^{12}b)}{\left(\prod_{\alpha=0}^{15} (a - b - 2\alpha)\right)\left(\prod_{\beta=1}^{14} (a - b + 2\beta)\right)}
+ \frac{16384(24360a^{13}b + 435a^{14}b - 2322150583173120b^2)}{\left(\prod_{\alpha=0}^{15} (a - b - 2\alpha)\right)\left(\prod_{\beta=1}^{14} (a - b + 2\beta)\right)}
+ \frac{16384(8525223163330560a^2b^2 + 5852172660080640a^3b^2)}{\left(\prod_{\alpha=0}^{15} (a - b - 2\alpha)\right)\left(\prod_{\beta=1}^{14} (a - b + 2\beta)\right)}
+ \frac{16384(528194276167680a^4b^2 + 497028396625920a^5b^2)}{\left(\prod_{\alpha=0}^{15} (a - b - 2\alpha)\right)\left(\prod_{\beta=1}^{14} (a - b + 2\beta)\right)}
+ \frac{16384(30401221536000a^6b^2 + 9824497355520a^7b^2)}{\left(\prod_{\alpha=0}^{15} (a - b - 2\alpha)\right)\left(\prod_{\beta=1}^{14} (a - b + 2\beta)\right)}
+ \frac{16384(363512823840a^8b^2 + 54807626640a^9b^2 + 1104760800a^{10}b^2)}{\left(\prod_{\alpha=0}^{15} (a - b - 2\alpha)\right)\left(\prod_{\beta=1}^{14} (a - b + 2\beta)\right)}
+ \frac{16384(+85096440a^{11}b^2 + 712530a^{12}b^2)}{\left(\prod_{\alpha=0}^{15} (a - b - 2\alpha)\right)\left(\prod_{\beta=1}^{14} (a - b + 2\beta)\right)}
\]
\[16384(27405a^{13}b^2 + 1606274243887104b^3) + \frac{16384(-2182234506854400ab^3 + 585217266080640a^2b^3)}{\left(\prod_{\alpha=0}^{15} (a - 2\alpha)\right) \left(\prod_{\beta=1}^{14} (a - 2\beta)\right)} + \frac{16384(1153266031104000a^4b^3 + 46525375584000a^5b^3)}{\left(\prod_{\alpha=0}^{15} (a - 2\alpha)\right) \left(\prod_{\beta=1}^{14} (a - 2\beta)\right)} + \frac{16384(42437501433600a^6b^3 + 1285763673600a^7b^3)}{\left(\prod_{\alpha=0}^{15} (a - 2\alpha)\right) \left(\prod_{\beta=1}^{14} (a - 2\beta)\right)} + \frac{16384(404590784400a^8b^3 + 7227090000a^9b^3 + 1052508600a^{10}b^3)}{\left(\prod_{\alpha=0}^{15} (a - 2\alpha)\right) \left(\prod_{\beta=1}^{14} (a - 2\beta)\right)} + \frac{16384(8143200a^{11}b^3 + 593775a^{12}b^3)}{\left(\prod_{\alpha=0}^{15} (a - 2\alpha)\right) \left(\prod_{\beta=1}^{14} (a - 2\beta)\right)} + \frac{16384(-63690605299200b^4 + 1969113895649280a^4b^4 - 528194276167680a^5b^4)}{\left(\prod_{\alpha=0}^{15} (a - 2\alpha)\right) \left(\prod_{\beta=1}^{14} (a - 2\beta)\right)} + \frac{16384(1153266031104000a^3b^4 + 85800122020800a^5b^4)}{\left(\prod_{\alpha=0}^{15} (a - 2\alpha)\right) \left(\prod_{\beta=1}^{14} (a - 2\beta)\right)} + \frac{16384(1679965963200a^6b^4 + 14383620216000a^7b^4)}{\left(\prod_{\alpha=0}^{15} (a - 2\alpha)\right) \left(\prod_{\beta=1}^{14} (a - 2\beta)\right)} + \frac{16384(20980485000a^8b^4 + 6230113500a^9b^4 + 42921450a^{10}b^4)}{\left(\prod_{\alpha=0}^{15} (a - 2\alpha)\right) \left(\prod_{\beta=1}^{14} (a - 2\beta)\right)} + \frac{16384(5852925a^{11}b^4 + 163554924216320b^5)}{\left(\prod_{\alpha=0}^{15} (a - 2\alpha)\right) \left(\prod_{\beta=1}^{14} (a - 2\beta)\right)} + \frac{16384(2667136741920a^6b^5 + 24708348000a^7b^5 + 19527158700a^8b^5)}{\left(\prod_{\alpha=0}^{15} (a - 2\alpha)\right) \left(\prod_{\beta=1}^{14} (a - 2\beta)\right)} + \frac{16384(199254600a^9b^5 + 30045015a^{10}b^5)}{\left(\prod_{\alpha=0}^{15} (a - 2\alpha)\right) \left(\prod_{\beta=1}^{14} (a - 2\beta)\right)}\]
\[
+ 16384\left( -29011643781120b^6 + 82650036080640a^6 b^6 \right) \left( \prod_{\alpha=0}^{15} \{ a - b - 2\alpha \} \right) \left( \prod_{\beta=1}^{14} \{ a - b + 2\beta \} \right) \\
+ 16384\left( -30401221536000a^2 b^6 + 42437501433600a^3 b^6 \right) \left( \prod_{\alpha=0}^{15} \{ a - b - 2\alpha \} \right) \left( \prod_{\beta=1}^{14} \{ a - b + 2\beta \} \right) \\
+ 16384\left( -1679965963200a^4 b^6 + 2667136741920a^5 b^6 \right) \left( \prod_{\alpha=0}^{15} \{ a - b - 2\alpha \} \right) \left( \prod_{\beta=1}^{14} \{ a - b + 2\beta \} \right) \\
+ 16384\left( 34171477200a^7 b^6 + 119759850a^8 b^6 \right) \left( \prod_{\alpha=0}^{15} \{ a - b - 2\alpha \} \right) \left( \prod_{\beta=1}^{14} \{ a - b + 2\beta \} \right) \\
+ 16384\left( 86493225a^9 b^6 + 3688786669568b^7 \right) \left( \prod_{\alpha=0}^{15} \{ a - b - 2\alpha \} \right) \left( \prod_{\beta=1}^{14} \{ a - b + 2\beta \} \right) \\
+ 16384\left( -6233334240000ab^7 + 9824497355520a^2 b^7 \right) \left( \prod_{\alpha=0}^{15} \{ a - b - 2\alpha \} \right) \left( \prod_{\beta=1}^{14} \{ a - b + 2\beta \} \right) \\
+ 16384\left( -1285763673600a^3 b^7 + 1438362021600a^4 b^7 \right) \left( \prod_{\alpha=0}^{15} \{ a - b - 2\alpha \} \right) \left( \prod_{\beta=1}^{14} \{ a - b + 2\beta \} \right) \\
+ 16384\left( -24708348000a^5 b^7 + 34171477200a^6 b^7 \right) \left( \prod_{\alpha=0}^{15} \{ a - b - 2\alpha \} \right) \left( \prod_{\beta=1}^{14} \{ a - b + 2\beta \} \right) \\
+ 16384\left( 145422675a^8 b^7 - 343226083200b^8 + 920583637440a^9 b^8 \right) \left( \prod_{\alpha=0}^{15} \{ a - b - 2\alpha \} \right) \left( \prod_{\beta=1}^{14} \{ a - b + 2\beta \} \right) \\
+ 16384\left( -363512823840a^2 b^8 + 404597084400a^3 b^8 \right) \left( \prod_{\alpha=0}^{15} \{ a - b - 2\alpha \} \right) \left( \prod_{\beta=1}^{14} \{ a - b + 2\beta \} \right) \\
+ 16384\left( -20980485000a^4 b^8 + 19527158700a^5 b^8 - 119759850a^6 b^8 + 145422675a^7 b^8 \right) \left( \prod_{\alpha=0}^{15} \{ a - b - 2\alpha \} \right) \left( \prod_{\beta=1}^{14} \{ a - b + 2\beta \} \right) \\
+ 16384\left( 23578343360b^9 \right) \left( \prod_{\alpha=0}^{15} \{ a - b - 2\alpha \} \right) \left( \prod_{\beta=1}^{14} \{ a - b + 2\beta \} \right) \\
+ 16384\left( -3916191680a^3 b^9 + 54807626640a^2 b^9 - 7227090000a^3 b^9 \right)
\]
A summation formula including recurrence relation

\[ + 16384(6230113500a^4b^9 - 109254600a^5b^9) \]
\[ + \left( \prod_{\alpha=0}^{14} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right) \]
\[ + 16384(86493225a^6b^9 - 1193992800b^{10} + 3018684240ab^{10}) \]
\[ + \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right) \]
\[ + 16384(-1104760800a^2b^{10} + 1052508600a^3b^{10}) \]
\[ + \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right) \]
\[ + 16384(-42921450a^4b^{10} + 30045015a^5b^{10} + 43995952b^{11}) \]
\[ + \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right) \]
\[ + 16384(-67407600ab^{11} + 85096440a^2b^{11}) \]
\[ + \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right) \]
\[ + 16384(-8143200a^3b^{11} + 5852925a^4b^{11} - 1146600b^{12} + 2691780ab^{12}) \]
\[ + \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right) \]
\[ + 16384(-712530a^2b^{12} + 593775a^3b^{12}) \]
\[ + \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right) \]
\[ + 16384(20020b^{13} - 24360ab^{13} + 27405a^2b^{13} - 210b^4 + 435ab^4 + b^{15}) \]
\[ + \left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right) \]
\[ \frac{\Gamma\left(\frac{b+2}{2}\right)}{\Gamma\left(\frac{a+1}{2}\right)} \]
\[ \times \left\{ \frac{65536(1428329123020800 + 47042898685440a + 232896192629632a^2)}{\left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)} \right\} \]
\[ + \frac{65536(381117697130496a^3 + 316734590500864a^4)}{\left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)} \]
\[ + \frac{65536(29456251432960a^5 + 9279610167296a^6)}{\left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)} \]
\[ + \frac{65536(511595950208a^7 + 7718962432a^8 + 248324240a^9)}{\left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)} \]
\[ + \frac{65536(193882832a^{10} + 3327896a^{11})}{\left( \prod_{\alpha=0}^{15} \{a - b - 2\alpha\} \right) \left( \prod_{\beta=1}^{14} \{a - b + 2\beta\} \right)} \]
\[\begin{align*}
65536(131404a^{12} + 910a^{13} + 15a^{14} - 470423898685440b + 5473573561958400ab) & + \\
\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) & + \\
65536(503214007025664a^2b + 1969528317345792a^3b) & + \\
\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) & + \\
65536(150112771248128a^2b + 1125393659440a^5b) & + \\
\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) & + \\
65536(5581588819703b + 1638717738466ab + 49573632864ab^2) & + \\
\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) & + \\
65536(6999713760a^3b + 116414584a^{10}b) & + \\
\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) & + \\
65536(8390512a^{11}b + 58058a^{12}b + 2030a^{13}b) & + \\
\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) & + \\
65536(232896192262964b^2 - 503214007025664ab^2) & + \\
\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) & + \\
65536(3412315664252928a^2b^2 + 129681106132992a^3b^2) & + \\
\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) & + \\
65536(423536993230848a^6b^2 + 16628085832320a^5b^2) & + \\
\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) & + \\
65536(11189308499712a^6b^2 + 300862325376a^7b^2) & + \\
\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) & + \\
65536(80994977424a^8b^2 + 1263236520a^9b^2) & + \\
\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) & + \\
65536(163524504a^{10}b^2 + 1099332a^{11}b^2 + 71253a^{12}b^2) & + \\
\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) & + \\
65536(-381117697130496b^3 + 1969528317345792ab^3) & + \\
\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)
\end{align*}\]
\[
\begin{align*}
&+ 65536(-129681106132992a^2b^3 + 645921311784960a^3b^3 + 1183179532800a^4b^3) \\
&\times \left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right) \\
&+ \frac{65536(33081548382720a^5b^3)}{\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)} \\
&+ \frac{65536(686621093760a^6b^3 + 413821722240a^7b^3 + 5675445000a^8b^3)}{\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)} \\
&+ \frac{65536(1386606000a^9b^3 + 8708700a^{10}b^3)}{\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)} \\
&+ \frac{65536(1017900a^{11}b^3 + 316734590500864b^4)}{\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)} \\
&+ \frac{65536(-150112771248128ab^4 + 423536993230848a^2b^4)}{\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)} \\
&+ \frac{65536(-1183179532800a^3b^4 + 47032752624000a^4b^4)}{\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)} \\
&+ \frac{65536(436682232000a^5b^4 + 1060441956000a^6b^4)}{\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)} \\
&+ \frac{65536(11019106800a^7b^4 + 5939968500a^8b^4 + 32516250a^9b^4)}{\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)} \\
&+ \frac{65536(7153575a^{10}b^4 + 29456251432960b^5)}{\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)} \\
&+ \frac{65536(112539365949440ab^5 - 16628085832320a^2b^5)}{\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)} \\
&+ \frac{65536(33081548382720a^3b^5 - 436682232000a^4b^5)}{\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)} \\
&+ \frac{65536(1443061650240a^5b^5 + 6518297520a^6b^5 + 13870291680a^7b^5)}{\left( \prod_{\alpha=0}^{15} (a - b - 2\alpha) \right) \left( \prod_{\beta=1}^{14} (a - b + 2\beta) \right)}
\end{align*}
\]
+ \frac{65536(-116414584ab^{10} + 163524504a^2b^{10})}{\left( \prod_{a=0}^{15} \{a-b-2\alpha\} \right) \left( \prod_{b=1}^{14} \{a-b+2\beta\} \right)} 
+ \frac{65536(-8708700a^3b^{10} + 7153575a^4b^{10} - 33278961)}{\left( \prod_{a=0}^{15} \{a-b-2\alpha\} \right) \left( \prod_{b=1}^{14} \{a-b+2\beta\} \right)} 
+ \frac{65536(8390512ab^{11} - 1099332a^2b^{11} + 1017900a^3b^{11})}{\left( \prod_{a=0}^{15} \{a-b-2\alpha\} \right) \left( \prod_{b=1}^{14} \{a-b+2\beta\} \right)} 
+ \frac{65536(131404b^{12} - 58058ab^{12} + 71253a^2b^{12} - 910b^{13} + 2030ab^{13} + 15b^{14})}{\left( \prod_{a=0}^{15} \{a-b-2\alpha\} \right) \left( \prod_{b=1}^{14} \{a-b+2\beta\} \right)} \right].

On simplification the result (8) is proved.
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§1. Introduction and preliminaries

The notion of fuzzy sets was introduced by Zadeh [7] in 1965. Afterwards many authors have studied and generalized this notion in many ways, due to potential of the introduced notion. Also it has wide range of applications in almost all the branches of studied in particular science, where mathematics in used. It attracted many workers to introduce different types of classes of fuzzy numbers. Matloka [8] introduced bounded and convergent sequences of fuzzy numbers and studied their some properties. Later on, sequences of fuzzy numbers have been discussed by Nanda [6], Diamond and Kloeden [2], Esi [3] and many others.

Let $D$ denote the set of all closed and bounded intervals on $\mathbb{R}$, the real line. For $X, Y \in D$, we define

$$
\delta (X, Y) = \max (|a_1 - b_1|, |a_2 - b_2|),
$$

where $X = [a_1, a_2]$ and $Y = [b_1, b_2]$. It is known that $(D, \delta)$ is a complete metric space. A fuzzy real number $X$ is a fuzzy set on $\mathbb{R}$, i.e., a mapping $X : \mathbb{R} \to I (= [0, 1])$ associating each real number $t$ with its grade of membership $X(t)$.

The set of all upper-semi continuous, normal, convex fuzzy real numbers is denoted by $L(\mathbb{R})$. Throughout the paper, by a fuzzy real number $X$, we mean that $X \in L(\mathbb{R})$.

The $\alpha$–cut or $\alpha$–level set $[X]^\alpha$ of the fuzzy real number $X$, for $0 < \alpha \leq 1$, defined by $[X]^\alpha = \{t \in \mathbb{R} : X(t) \geq \alpha\}$; for $\alpha = 0$, it is the closure of the strong $0$–cut, i.e., closure of the set $\{t \in \mathbb{R} : X(t) > 0\}$. The linear structure of $L(\mathbb{R})$ induces the addition $X + Y$ and the scalar multiplication $\mu X$, $\mu \in \mathbb{R}$, in terms of $\alpha$–level sets, by

$$
[X + Y]^\alpha = [X]^\alpha + [Y]^\alpha, \quad [\mu X]^\alpha = \mu [X]^\alpha
$$
for each $\alpha \in (0, 1]$.

Let $d : L(\mathbb{R}) \times L(\mathbb{R}) \to \mathbb{R}$ be defined by

$$d(X, Y) = \sup_{0 \leq \alpha \leq 1} \delta([X]^\alpha, [Y]^\alpha).$$

Then $d$ defines a metric on $L(\mathbb{R})$. It is well known that $L(\mathbb{R})$ is complete with respect to $d$.

The set $\mathbb{R}$ of real numbers can be embedded in $L(\mathbb{R})$ if we define $\tau \in L(\mathbb{R})$ by

$$\tau(t) = \begin{cases} 1, & \text{if } t = r; \\ 0, & \text{if } t \neq r. \end{cases}$$

The additive identity and multiplicative identity of $L(\mathbb{R})$ are denoted by $\overline{0}$ and $\overline{1}$, respectively. For $r$ in $\mathbb{R}$ and $X$ in $L(\mathbb{R})$, the product $rX$ is defined as follows

$$rX(t) = \begin{cases} X(r^{-1}t), & \text{if } r \neq 0; \\ 0, & \text{if } r = 0. \end{cases}$$

A metric on $L(\mathbb{R})$ is said to be translation invariant if $d(X + Z, Y + Z) = d(X, Y)$ for all $X, Y, Z \in L(\mathbb{R})$. The metric $d$ has the following properties:

$$d(cX, cY) = |c|d(X, Y)$$

for $c \in \mathbb{R}$ and

$$d(X + Y, Z + W) \leq d(X, Z) + d(Y, W).$$

A sequence $X = (X_k)$ of fuzzy numbers is a function $X$ from the set $\mathbb{N}$ of natural numbers into $L(\mathbb{R})$. The fuzzy number $X_k$ denotes the value of the function at $k \in \mathbb{N}$ and is called the $k$-th term of the sequence. We denote by $w^F$ the set of all sequences $X = (X_k)$ of fuzzy numbers.

A sequence $X = (X_k)$ of fuzzy numbers is said to be bounded if the set $\{X_k : k \in \mathbb{N}\}$ of fuzzy numbers is bounded. We denote by $\ell^F_{\infty}$ the set of all bounded sequences $X = (X_k)$ of fuzzy numbers.

A sequence $X = (X_k)$ of fuzzy numbers is said to be convergent to a fuzzy number $X_0$ if for every $\varepsilon > 0$ there is a positive integer $k_0$ such that $\overline{d}(X_k, X_0) < \varepsilon$ for all $k > k_0$. We denote by $c^F$ the set of all convergent sequences $X = (X_k)$ of fuzzy numbers.

The following inequality will be used throughout the paper: Let $p = (p_k)$ be a positive sequence of real numbers with $0 < \inf p_k = h \leq p_k \leq \sup p_k = H < \infty$ and $K = \max(1, 2H^{-1})$. Then for $a_k, b_k \in \mathbb{C}$, we have

$$|a_k + b_k|^{p_k} \leq K(|a_k|^{p_k} + |b_k|^{p_k}), \text{ for all } k \in \mathbb{N}. \quad (1)$$

An Orlicz function is a function $M : [0, \infty) \to [0, \infty)$ which is continuous, nondecreasing and convex with $M(0) = 0$, $M(x) > 0$ for $x > 0$ and $M(x) \to \infty$ as $x \to \infty$.

An Orlicz function is a function $M$ is said to satisfy the $\Delta_2$-condition for all values of $x$, if there exist a constant $T > 0$ such that $M(2x) \leq TM(x), (x \geq 0)$. 
Lindenstrauss and Tzafriri [4] used the Orlicz function and introduced the sequence \( \ell_M \) as follows:
\[
\ell_M = \left\{ x = (x_k) : \sum_k M \left( \frac{|x_k|}{r} \right) < \infty, \text{ for some } r > 0 \right\}.
\]
They proved that \( \ell_M \) is a Banach space normed by
\[
\|x\| = \inf \left\{ r > 0 : \sum_k M \left( \frac{|x_k|}{r} \right) \leq 1 \right\}.
\]

**Remark 1.1.** An Orlicz function \( M \) satisfies the inequality \( M(\lambda x) \leq \lambda M(x) \) for all \( \lambda \) with \( 0 < \lambda < 1 \).

In this paper we define the following difference classes of fuzzy numbers: Let \( X = (X_k) \) be a sequence of fuzzy numbers and \( M \) be an Orlicz function. In this paper and define the following difference classes of fuzzy numbers:

\[
c_0^F[M, \Delta, p, s] = \left\{ X = (X_k) \in w^F : \lim_k k^{-s} \left[ M \left( \frac{d(\Delta X_k, \bar{0})}{\rho} \right) \right]^{p_k} = 0 \right\}
\]
for some \( \rho > 0, s \geq 0 \),

\[
c_F[M, \Delta, p, s] = \left\{ X = (X_k) \in w^F : \lim_k k^{-s} \left[ M \left( \frac{d(\Delta X_k, X_0)}{\rho} \right) \right]^{p_k} = 0 \right\}
\]
for some \( \rho > 0, s \geq 0 \),

and

\[
\ell_{\infty}^F[M, \Delta, p, s] = \left\{ X = (X_k) \in w^F : \sup_k k^{-s} \left[ M \left( \frac{d(\Delta X_k, \bar{0})}{\rho} \right) \right]^{p_k} < \infty \right\}
\]
for some \( \rho > 0, s \geq 0 \),

where \( p = (p_k) \) is a sequence of real numbers such that \( p_k > 0 \) for all \( k \in \mathbb{N} \) and \( \sup_k p_k = H < \infty \) and \( \Delta X_k = X_k - X_{k+1} \), this assumption is made throughout the rest of this paper.

We can some specialize these classes as follows: If \( s = 0, M(x) = x \) and \( p_k = 1 \) for all \( k \in \mathbb{N} \), then

\[
c_0^F[M, \Delta, p, s] = c_0 \Delta = \left\{ X = (X_k) \in w^F : \lim_k d(\Delta X_k, \bar{0}) = 0 \right\},
\]

\[
c_F[M, \Delta, p, s] = c_F \Delta = \left\{ X = (X_k) \in w^F : \lim_k d(\Delta X_k, X) = 0 \right\}
\]
and

\[
\ell_{\infty}^F[M, \Delta, p, s] = \ell_{\infty} \Delta = \left\{ X = (X_k) \in w^F : \sup_k d(\Delta X_k, \bar{0}) < \infty \right\},
\]

which were defined and studied by Başarır and Mursaleen [8].

If \( s = 0, M(x) = x \) and \( p_k = 1 \) for all \( k \in \mathbb{N} \) and \( \Delta X_k = X_k \) then we obtain the classes \( c_0^F, c_F \) and \( \ell_{\infty}^F \) which we defined and studied by Nanda [6].
Example 1.2. Let \( s = 0, M(x) = x \) and \( p_k = 1 \) for all \( k \in \mathbb{N} \). Consider the sequence of fuzzy numbers \( X = (X_k) \) defined as follows:

For \( k = i^2, \ i \in \mathbb{N}, \ X_k = \bar{0}. \)

Otherwise, \( X_k(t) = \begin{cases} 1, & \text{for } 0 \leq t \leq k^{-1}; \\ \bar{0}, & \text{otherwise}, \end{cases} \)

Then

\[
[X_k]_\alpha = \begin{cases} [0, 0], & \text{for } k = i^2, i \in \mathbb{N}; \\ [0, k^{-1}], & \text{otherwise}, \end{cases}
\]

and

\[
[\Delta X_k]_\alpha = \begin{cases} [- (k + 1)^{-1}, 0], & \text{for } k = i^2, i \in \mathbb{N}; \\ [0, k^{-1}], & \text{for } k = i^2 - 1, i \in \mathbb{N}, \text{with } i > 1; \\ [- (k + 1)^{-1}, k^{-1}], & \text{otherwise}, \end{cases}
\]

Hence \( X = (X_k) \in c^F_0[M, \Delta, p, s] \subset c^F[M, \Delta, p, s] \subset \ell^F_\infty[M, \Delta, p, s] \).

§2. Main results

In this section we prove some results involving the classes of sequences of fuzzy numbers \( c^F_0[M, \Delta, p, s], c^F[M, \Delta, p, s] \) and \( \ell^F_\infty[M, \Delta, p, s] \).

**Theorem 2.1.** If \( d \) is a translation invariant metric, then \( c^F_0[M, \Delta, p, s], c^F[M, \Delta, p, s] \) and \( \ell^F_\infty[M, \Delta, p, s] \) are closed under the operations of addition and scalar multiplication.

**Proof.** Since \( d \) is a translation invariant metric implies that

\[
d(\Delta X_k + \Delta Y_k, \bar{0}) \leq d(\Delta X_k, \bar{0}) + d(\Delta Y_k, \bar{0}) \tag{2}
\]

and

\[
d(\lambda \Delta X_k, \bar{0}) = |\lambda| d(\Delta X_k, \bar{0}) \tag{3}
\]

where \( \lambda \) is a scalar. Let \( X = (X_k) \) and \( Y = (Y_k) \in \ell^F_\infty[M, \Delta, p, s] \). Then there exists positive numbers \( \rho_1 \) and \( \rho_2 \) such that

\[
\sup_k k^{-s} \left[ M \left( \frac{d(\Delta X_k, \bar{0})}{\rho_1} \right) \right]^{p_k} < \infty
\]

and

\[
\sup_k k^{-s} \left[ M \left( \frac{d(\Delta Y_k, \bar{0})}{\rho_2} \right) \right]^{p_k} < \infty.
\]
Let \( \rho_3 = \max(2\rho_1, 2\rho_2) \). By taking into account the properties (1), (2) and since \( M \) is non-decreasing and convex function, we have

\[
k^{-s} \left[ M \left( \frac{d(\Delta X_k + \Delta Y_k, \overline{\rho})}{\rho_3} \right) \right]^{p_k} \leq k^{-s} \left[ M \left( \frac{d(\Delta X_k, \overline{\rho})}{\rho_3} \right) + M \left( \frac{d(\Delta Y_k, \overline{\rho})}{\rho_3} \right) \right]^{p_k}
\]

\[
\leq k^{-s} \left[ \frac{1}{2} M \left( \frac{d(\Delta X_k, \overline{\rho})}{\rho_1} \right) + \frac{1}{2} M \left( \frac{d(\Delta Y_k, \overline{\rho})}{\rho_2} \right) \right]^{p_k}
\]

\[
\leq K k^{-s} \left[ M \left( \frac{d(\Delta X_k, \overline{\rho})}{\rho_1} \right) \right]^{p_k} + K k^{-s} \left[ M \left( \frac{d(\Delta Y_k, \overline{\rho})}{\rho_2} \right) \right]^{p_k} < \infty.
\]

Therefore \( X + Y \in \ell^F_\infty [M, \Delta, p, s] \). Now let \( X = (X_k) \in \ell^F_\infty [M, \Delta, p, s] \) and \( \lambda \in \mathbb{R} \) with \( 0 < |\lambda| < 1 \). By taking into account the properties (3) and Remark, we have

\[
k^{-s} \left[ M \left( \frac{d(\lambda \Delta X_k, \overline{\rho})}{\rho} \right) \right]^{p_k} \leq k^{-s} \left[ |\lambda| M \left( \frac{d(\Delta X_k, \overline{\rho})}{\rho} \right) \right]^{p_k}
\]

\[
\leq k^{-s} |\lambda|^{p_k} \left[ M \left( \frac{d(\Delta X_k, \overline{\rho})}{\rho} \right) \right]^{p_k}
\]

\[
\leq |\lambda|^h k^{-s} \left[ M \left( \frac{d(\Delta X_k, \overline{\rho})}{\rho} \right) \right]^{p_k} < \infty.
\]

Therefore \( \lambda X \in \ell^F_\infty [M, \Delta, p, s] \). The proof of the other cases are routine work in view of the above proof.

**Theorem 2.2.** Let \( M \) be an Orlicz function, then

\[
c^F_0 [M, \Delta, p, s] \subset c^F [M, \Delta, p, s] \subset \ell^F_\infty [M, \Delta, p, s].
\]

**Proof.** Clearly \( c^F_0 [M, \Delta, p, s] \subset c^F [M, \Delta, p, s] \). We shall prove that \( c^F [M, \Delta, p, s] \subset \ell^F_\infty [M, \Delta, p, s] \). Let \( X = (X_k) \in c^F [M, \Delta, p, s] \). Then there exists some fuzzy number \( X_0 \) such that

\[
\lim_{k \to \infty} k^{-s} \left[ M \left( \frac{d(\Delta X_k, X_0)}{\rho} \right) \right]^{p_k} = 0, \ s \geq 0.
\]

On taking \( \rho_1 = 2\rho \) and by using (1), we have

\[
k^{-s} \left[ M \left( \frac{d(\Delta X_k, \overline{\rho})}{\rho_1} \right) \right]^{p_k} \leq \left( \frac{1}{2} \right)^{p_k} K k^{-s} \left[ M \left( \frac{d(\Delta X_k, X_0)}{\rho} \right) \right]^{p_k}
\]

\[
+ \left( \frac{1}{2} \right)^{p_k} K k^{-s} \left[ M \left( \frac{d(\Delta X_k, \overline{\rho})}{\rho_2} \right) \right]^{p_k}.
\]

Since \( X = (X_k) \in c^F [M, \Delta, p, s] \), we get \( X = (X_k) \in \ell^F_\infty [M, \Delta, p, s] \).

**Theorem 2.3.** \( c^F_0 [M, \Delta, p, s], c^F [M, \Delta, p, s] \) and \( \ell^F_\infty [M, \Delta, p, s] \) are complete metric spaces with respect to the metric given by

\[
g(X, Y) = \inf \left\{ \rho \frac{p_k}{k^s} : \sup_k k^{-s} \left[ M \left( \frac{d(\Delta X_k, \Delta Y_k)}{\rho} \right) \right]^{p_k} \leq 1 \right\}.
\]
where $H = \max(1, \sup_k p_k)$.

**Proof.** Consider the class $e_0^F[M, \Delta, p, s]$. Let $(X^i)$ be a Cauchy sequence in $e_0^F[M, \Delta, p, s]$. Let $\varepsilon > 0$ be given and $r, x_o > 0$ be fixed. Then for each $\frac{r}{rx_o} > 0$, there exists a positive integer $n_o$ such that

$$g (X^i, X^j) < \frac{\varepsilon}{rx_o}, \text{ for all } i, j \geq n_o.$$ 

By definition of $g$, we have

$$\left\{ \sup_k \left[ k^{-s} \left( M \left( \frac{d(\Delta X^i_k, \Delta X^j_k)}{g(X^i, X^j)} \right) \right) \right]^{p_k} \right\}^{\frac{1}{p}} \leq 1,$$

for all $i, j \geq n_o$. Thus

$$\sup_k \left[ k^{-s} \left( M \left( \frac{d(\Delta X^i_k, \Delta X^j_k)}{g(X^i, X^j)} \right) \right) \right]^{p_k} \leq 1,$$

for all $i, j \geq n_o$. It follows that

$$k^{-s} \left( M \left( \frac{d(\Delta X^i_k, \Delta X^j_k)}{g(X^i, X^j)} \right) \right) \leq 1,$$

for each $k \geq 0$ and for all $i, j \geq n_o$. For $r > 0$ with $k^{-s}M \left( \frac{rx_o}{2} \right) \geq 1$, we have

$$k^{-s} \left( M \left( \frac{d(\Delta X^i_k, \Delta X^j_k)}{g(X^i, X^j)} \right) \right) \leq k^{-s}M \left( \frac{rx_o}{2} \right).$$

Since $k^{-s} \neq 0$ for all $k$, we have

$$M \left( \frac{d(\Delta X^i_k, \Delta X^j_k)}{g(X^i, X^j)} \right) \leq M \left( \frac{rx_o}{2} \right).$$

This implies that

$$d(\Delta X^i_k, \Delta X^j_k) \leq \frac{rx_o}{2} \cdot \frac{\varepsilon}{rx_o} = \frac{\varepsilon}{2}.$$ 

Hence $(\Delta X^i_k)_{i} = (\Delta X^1_k, \Delta X^2_k, \Delta X^3_k, \cdots)$ is a Cauchy sequence in $L(\mathbb{R})$. Since $L(\mathbb{R})$ is complete, it is convergent. Therefore for each $\varepsilon (0 < \varepsilon < 1)$, there exists a positive integer $n_o$ such that $d(\Delta X^i_k, \Delta X^j_k) < \varepsilon$ for all $i \geq n_o$. Using the continuity of the Orlicz function $M$, we can find

$$\left\{ \sup_{k \geq n_o} \left[ k^{-s} \left( M \left( \lim_{j \to \infty} \frac{d(\Delta X^i_k, \Delta X^j_k)}{\rho} \right) \right) \right]^{p_k} \right\}^{\frac{1}{p}} \leq 1.$$ 

Thus

$$\left\{ \sup_{k \geq n_o} \left[ k^{-s} \left( M \left( \lim_{j \to \infty} \frac{d(\Delta X^i_k, \Delta X^j_k)}{\rho} \right) \right) \right]^{p_k} \right\}^{\frac{1}{p}} \leq 1.$$ 

Taking infimum of such $\rho$'s we get

$$\inf \left\{ \rho^{\frac{np}{p}} > 0 : \sup_k \left[ k^{-s} \left( M \left( \frac{d(\Delta X^i_k, \Delta X^j_k)}{\rho} \right) \right) \right]^{p_k} \right\}^{\frac{1}{p}} \leq 1 < \varepsilon,$$
for all $i \geq n_0$. That is $X^i \to X$ in $c_0^F[M, \Delta, p, s]$, where $X = (X_k)$. Now let $i \geq n_0$, then using triangular inequality, we get

$$g(X, \bar{u}) \leq g(X, X^i) + g(X^i, \bar{u}).$$

So we have $X \in c_0^F[M, \Delta, p, s]$. This completes the proof of the theorem.

**Theorem 2.4.** Let $\inf p_k = h > 0$ and $\sup p_k = H < \infty$. Then

(a) $c^F[M, \Delta] \subset c^F[M, \Delta, p, s]$.

(b) Let $M$ be an Orlicz function which satisfies $\Delta_2$--condition. Then $c^F[M, \Delta, p, s] \subset c^F[M, \Delta, p, s]$.

**Proof.** (a) Suppose that $X = (X_k) \in c^F[M, \Delta]$. Since $M$ is an Orlicz function, then

$$\lim_k M\left(\frac{d(\Delta X_k, X_0)}{\rho}\right) = M\left[\lim_k \frac{d(\Delta X_k, X_0)}{\rho}\right] = 0,$$

for some $\rho > 0$. Since $\inf_k p_k = h > 0$, then

$$\lim_k M\left(\frac{d(\Delta X_k, X_0)}{\rho}\right)^{p_k} = M\left(\frac{d(\Delta X_k, X_0)}{\rho}\right)^h < \varepsilon < 1$$

and since $p_k \geq h$ for all $k \in \mathbb{N}$

$$\lim_k M\left(\frac{d(\Delta X_k, X_0)}{\rho}\right)^{p_k} = 0.$$

Since $(k^{-s})$ is bounded, we write

$$\lim_k k^{-s}\left[M\left(\frac{d(\Delta X_k, X_0)}{\rho}\right)^{p_k}\right] = 0.$$

Therefore $X = (X_k) \in c^F[M, \Delta, p, s]$.

(b) Let $X = (X_k) \in c^F[\Delta, p, s]$ so that $S_k = k^{-s} [d(\Delta X_k, X_0)]^{p_k} \to 0$ as $k \to \infty$. Let $\varepsilon > 0$ and choose $\delta$ with $0 < \delta < 1$ such that $M(t) < \varepsilon$ for $0 \leq t \leq \delta$. Now we write

$$y_k = \frac{d(\Delta X_k, X_0)}{\rho} \text{ for all } k \in \mathbb{N} \text{ and consider}$$

$$k^{-s} [M(y_k)]^{p_k} = k^{-s} [M(y_k)]^{p_k} |_{y_k \leq \delta} + k^{-s} [M(y_k)]^{p_k} |_{y_k > \delta}.$$

Using by the remark we have $k^{-s} [M(y_k)]^{p_k} \leq k^{-s} \max(\varepsilon, \rho^h) \text{ for } y_k \leq \delta$. For $y_k > \delta$, we will make the following procedure. We have

$$y_k \leq \frac{y_k}{\delta} < 1 + \frac{y_k}{\delta}.$$

Since $M$ is non-decreasing and convex, it follows that

$$M(y_k) < M\left(1 + \frac{y_k}{\delta}\right) \leq \frac{1}{2} M(2) + \frac{1}{2} (2y_k\delta^{-1}).$$
Since $M$ satisfies $\Delta_2$-condition, we can write
\[
M(y_k) = \frac{T}{2} \frac{y_k}{\delta} M(2) + \frac{T}{2} \frac{y_k}{\delta} M(2) = \frac{T y_k}{\delta} M(2).
\]

We get the following
\[
k^{-s} [M(y_k)]_{y_k > a}^p \leq k^{-s} \max \left( 1, \left[ T M(2) \delta^{-1} \right]^H [y_k]^p \right)
\]
and
\[
k^{-s} [M(y_k)]^p \leq k^{-s} \max(e, e^h) + \max \left( 1, \left[ T \delta^{-1} M(2) \right]^H \right) S_k.
\]

Taking the limits $e \to 0$ and $k \to \infty$, it follows that $X = (X_k) \in c^F [M, \triangle, p, s]$.

**Theorem 2.5.** Let $M$, $M_1$ and $M_2$ be Orlicz functions and $s_1, s_2 \geq 0$. Then
(a) $c^F [M_1, \triangle, p, s] \cap c^F [M_2, \triangle, p, s] \subset c^F [M_1 + M_2, \triangle, p, f, s]$.
(b) $s_1 \leq s_2$ implies $c^F [M, \triangle, p, s_1] \subset c^F [M, \triangle, p, s_2]$.

**Proof.** (a) Let $X = (X_k) \in c^F [M_1, \triangle, p, s] \cap c^F [M_2, \triangle, p, s]$. Then there exist some $\rho_1, \rho_2 > 0$ such that
\[
\lim_k k^{-s} \left[ M_1 \left( \frac{d(X_k, X_0)}{\rho_1} \right) \right]^p = 0
\]
and
\[
\lim_k k^{-s} \left[ M_2 \left( \frac{d(X_k, X_0)}{\rho_2} \right) \right]^p = 0.
\]

Let $\rho = \rho_1 + \rho_2$. Then using the inequality (1), we have
\[
\left[ (M_1 + M_2) \left( \frac{d(X_k, X_0)}{\rho} \right) \right]^p \leq \left[ \frac{\rho_1}{\rho_1 + \rho_2} M_1 \left( \frac{d(X_k, X_0)}{\rho_1} \right) + \frac{\rho_2}{\rho_1 + \rho_2} M_2 \left( \frac{d(X_k, X_0)}{\rho_2} \right) \right]^p
\]
\[
\leq \left[ M_1 \left( \frac{d(X_k, X_0)}{\rho_1} \right) + M_2 \left( \frac{d(X_k, X_0)}{\rho_2} \right) \right]^p
\]
\[
\leq K \left[ M_1 \left( \frac{d(X_k, X_0)}{\rho_1} \right) \right]^p + K \left[ M_2 \left( \frac{d(X_k, X_0)}{\rho_2} \right) \right]^p.
\]

Since $(k^{-s})$ is bounded, we write
\[
k^{-s} \left[ (M_1 + M_2) \left( \frac{d(X_k, X_0)}{\rho} \right) \right]^p \leq K k^{-s} \left[ M_1 \left( \frac{d(X_k, X_0)}{\rho} \right) \right]^p
\]
\[
+ K k^{-s} \left[ M_2 \left( \frac{d(X_k, X_0)}{\rho} \right) \right]^p.
\]

Therefore we get $X = (X_k) \in c^F [M_1 + M_2, \triangle, p, f, s]$.

(b) Let $s_1 \leq s_2$. Then $k^{-s_2} \leq k^{-s_1}$ for all $k \in \mathbb{N}$. Let $X = (X_k) \in c^F [M, \triangle, p, s_1]$. Since
\[
k^{-s_2} \left[ M \left( \frac{d(X_k, X_0)}{\rho} \right) \right]^p \leq k^{-s_1} \left[ M \left( \frac{d(X_k, X_0)}{\rho} \right) \right]^p,
\]
we get $X = (X_k) \in c^F [M, \triangle, p, s_2]$.

**Theorem 2.6.** Let $M$ be an Orlicz function. Then
(a) Let $0 < \inf_k p_k \leq p_k \leq 1$, then $c^F[M, \Delta, p, s] \subset c^F[M, \Delta, s]$.

(b) Let $1 \leq p_k \leq \sup_k p_k < \infty$, then $c^F[M, \Delta, s] \subset c^F[M, \Delta, p, s]$.

(c) Let $0 < p_k \leq q_k$ and $\left(\frac{q_k}{p_k}\right)$ be bounded, then $c^F[M, \Delta, q, s] \subset c^F[M, \Delta, p, s]$.

**Proof.** (a) $X = (X_k) \in c^F[M, \Delta, p, s]$. Since $0 < \inf_k p_k \leq p_k \leq 1$, for each $k$, we get

$$k^{-s} M \left(\frac{d(\Delta X_k, X_0)}{\rho}\right) \leq k^{-s} M \left(\frac{d(\Delta X_k, X_0)}{\rho}\right)^{p_k}$$

for all $k \in \mathbb{N}$, and for some $\rho > 0$. So we get $X = (X_k) \in c^F[M, \Delta, s]$. 

(b) Let $1 \leq p_k \leq \sup_k p_k < \infty$, for each $k$ and $X = (X_k) \in c^F[M, \Delta, s]$. Then for each $0 < \varepsilon < 1$ there exists a positive integer $k_0$ such that

$$k^{-s} M \left(\frac{d(\Delta X_k, X_0)}{\rho}\right) \leq \varepsilon < 1$$

for each $k \geq k_0$. This implies that

$$k^{-s} M \left(\frac{d(\Delta X_k, X_0)}{\rho}\right)^{p_k} \leq k^{-s} M \left(\frac{d(\Delta X_k, X_0)}{\rho}\right)$$

for some $\rho > 0$. Hence we get $X = (X_k) \in c^F[M, \Delta, p, s]$.

(c) Let $X = (X_k) \in c^F[M, \Delta, q, s]$. Write

$$w_k = M \left(\frac{d(\Delta X_k, X_0)}{\rho}\right)^{q_k}$$

and $T_k = \frac{p_k}{q_k}$, so that $0 < T < T_k \leq 1$ for each $k$.

We define the sequences $(u_k)$ and $(v_k)$ as follows:

Let $u_k = w_k$ and $v_k = 0$ if $w_k \geq 1$, and let $u_k = 0$ and $w_k = v_k$ if $w_k < 1$.

Then it is clear that for each $k \in \mathbb{N}$, we have

$$w_k = u_k + v_k , w_k^{T_k} = u_k^{T_k} + v_k^{T_k}.$$

Now it follows that

$$u_k^{T_k} \leq u_k \leq w_k$$

and $v_k^{T_k} \leq v_k^{T_k}$.

Therefore

$$k^{-s} u_k^{T_k} = k^{-s} \left[u_k^{T_k} + v_k^{T_k}\right] \leq k^{-s} w_k + k^{-s} v_k^{T_k}.$$

Since $T < 1$ so that $T^{-1} > 1$, for each $k \in \mathbb{N}$,

$$k^{-s} v_k^{T_k} = (k^{-s} v_k)^T (k^{-s})^{1-T} \leq (\left[(k^{-s} v_k)^T\right]^{1/T})^T \left((k^{-s})^{1-T}\right)^{\frac{1}{1-T}} = (k^{-s} v_k)^T,$$

by Hölder's inequality and thus

$$k^{-s} u_k^{T_k} \leq k^{-s} w_k + (k^{-s} v_k)^T.$$

Hence $X = (X_k) \in c^F[M, \Delta, p, s]$. 
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§1. Main results

In any triangle \(ABC\) we shall denote by \(a = ||\overrightarrow{BC||}, b = ||\overrightarrow{AC||}, c = ||\overrightarrow{AB||}, s = \frac{a+b+c}{2}, R\) the radius of circumcircle and \(r\) the radius of incircle.

In the following we shall use the next result:

**Lemma 1.1.** In any triangle \(ABC\) are valid the following identities:

\[
a^2 + b^2 + c^2 = 2(s^2 - r^2 - 4Rr),
\]  (2)

\[
ab + bc + ca = s^2 + r^2 + 4Rr.
\]  (3)

\[
a^2b^2 + b^2c^2 + c^2a^2 = (s^2 + r^2 + 4Rr)^2 - 16Rrs^2.
\]  (4)

**Lemma 1.2.** In any triangle \(ABC\) are valid the following identity:

\[
\cos A \cos B \cos C = \frac{s^2 - r^2 - 4Rr - 4R^2}{4R^2}.
\]  (5)

**Proof.** In the following we denote \(x = a^2 + b^2 + c^2\). From the cosinus theorem it follows
that:

\[
\cos A \cos B \cos C = \frac{\prod (b^2 + c^2 + a^2)}{8a^2b^2c^2} = \frac{\prod (x - 2a^2)}{8a^2b^2c^2} = \frac{x^3 - 2 \sum a^2x^2 + 4 \sum a^2b^2x - 8a^2b^2c^2}{8a^2b^2c^2} = \frac{s^2 - r^2 - 4Rr - 4R^2}{4R^2}.
\]

**Theorem 1.1.** In any acute triangle is true the following inequality:

\[s > 2R + r.\]  

**Proof.** Because in any acute triangle are true the following inequality: \(\prod \cos A > 0\) according with the identity (5) it follows that the inequality (6) is true.

**Theorem 1.2.** (Blundon)

In every triangle \(ABC\) is true the following inequality:

\[|s^2 - (2R^2 + 10Rr - r^2)| \leq 2 (R - 2r) \sqrt{R(R - 2r)}.\]  

(7)

In the following we shall use the above result.

We denote:

\[\lambda = \frac{2 - \sqrt{3}}{3 - 2\sqrt{2}}, \quad x = \frac{R}{r} \geq 2.\]

By identities (2) and (3) from Lemma 1.1 it follows that inequality (1) is equivalent with the following inequality:

\[(\lambda - 1)s^2 + 2\sqrt{3}rs + (1 - 3\lambda)r^2 + (4 - 12\lambda)Rr \geq 0.\]  

(8)

We shall consider two cases:

**Case 1.1.** \(2 < x \leq \sqrt{2} + 1.\)

According with the right side of the Blundon’s inequality in order to prove the inequality (8) it will be sufficient that:

\[
(\lambda - 1) \left(2R^2 + 10Rr - r^2 - 2\sqrt{R(R - 2r)^3}\right)
+ 2\sqrt{3x} \sqrt{2R^2 + 10Rr - r^2 - 2\sqrt{R(R - 2r)^3}}
\]

\[+ (1 - 3\lambda)r^2 + (4 - 12\lambda)Rr \geq 0,
\]

or in an equivalent form

\[
(2\lambda - 2)x^2 + (10\lambda - 10)x - \lambda x + 1 - 2(\lambda - 1)\sqrt{x(x - 2)^3}
\]

\[+ 2\sqrt{3x} \sqrt{2x^2 + 10x - 1 - 2\sqrt{x(x - 2)^3}} + (4 - 12\lambda)x + 1 - 3\lambda \geq 0.
\]

(9)

Inequality (9) may be written as:

\[(\lambda - 1)x^2 - (\lambda + 3)x + 1 - 2\lambda + \sqrt{6x^2 + 30x - 3 - 6\sqrt{x(x - 2)^3} - (\lambda - 1)\sqrt{x(x - 2)^3}} \geq 0,
\]

\[(\lambda - 1)x^2 - (\lambda + 3)x + 1 - 2\lambda + \sqrt{6x^2 + 30x - 3 - 6\sqrt{x(x - 2)^3} - (\lambda - 1)\sqrt{x(x - 2)^3}} \geq 0.
\]
Or in an equivalent form:

\[(x - 2) \left( (\lambda - 1) x + \lambda - 5 \right) + \sqrt{6x^2 + 30x - 3 - 6\sqrt{x(x - 2)^3}} - 9 - (\lambda - 1) \sqrt{x(x - 2)^3} \geq 0, \]

It follows that:

\[(x - 2) \left( (\lambda - 1) x + \lambda - 5 \right) + \frac{6x^2 + 30x - 3 - 6\sqrt{x(x - 2)^3}}{\sqrt{6x^2 + 30x - 3 - 6\sqrt{x(x - 2)^3} + 9}} - (\lambda - 1) \sqrt{x(x - 2)^3} \geq 0. \]

As \(x \geq 2\) it will be sufficient to prove that:

\[(\lambda - 1) x + \lambda - 5 + \frac{6x + 42 - 6\sqrt{x(x - 2)}}{\sqrt{6x^2 + 30x - 3 - 6\sqrt{x(x - 2)^3} + 9}} - (\lambda - 1) \sqrt{x(x - 2)} > 0. \]

After performing some calculation we shall obtain the inequality:

\[
\left( x - \sqrt{x(x - 2)} \right) \left( \lambda - 1 + \frac{6}{\sqrt{6x^2 + 30x - 3 - 6\sqrt{x(x - 2)^3} + 9}} \right) + \lambda - 5 + \frac{42}{\sqrt{6x^2 + 30x - 3 - 6\sqrt{x(x - 2)^3} + 9}} + \lambda - 5 > 0. \tag{10}
\]

We shall consider the following function: \(f, g, F : (2, \sqrt{2} + 1] \rightarrow R,\)

\[f(x) = x - \sqrt{x(x - 2)}, g(x) = 6x^2 + 30x - 3 - 6\sqrt{x(x - 2)^3}, \]

\[F(x) = f(x) \left( \lambda - 1 + \frac{6}{\sqrt{g(x) + 9}} \right) + \frac{42}{\sqrt{g(x) + 9}} + \lambda - 5. \]

The inequality (10) may be written in an equivalent form as: \(F(x) > 0, \forall x \in (2, \sqrt{2} + 1].\)

In the following we shall prove that \(F\) is a decreasing function. It will be sufficient to prove that \(f\) is an decreasing function as: \(f'(x) = 1 - \frac{x - 1}{\sqrt{x^2 - x^2}} < 0\) it follows that \(f\) is a decreasing function.

Also:

\[g'(x) = 12x + 30 - \frac{3}{\sqrt{x(x - 2)^3}} \left( (x - 2)^3 + 3x(x - 2)^2 \right) = \frac{6(2x + 5) \sqrt{x(x - 2) - (x - 2)(2x - 1)}}{\sqrt{x(x - 2)}} = \frac{6 \left( \sqrt{x(2x + 5)^2 - \sqrt{(x - 2)(2x - 1)^2}} \right)}{\sqrt{x}}. \]
In order to prove that $g' (x) > 0$ will sufficient to prove that: $x (2x + 5)^2 > (x - 2)(2x - 1)^2$
which is equivalent with the inequality $32x^2 + 16x + 2 > 0$. It follows that $F$ is a decreasing
function on the $(2, \sqrt{2} + 1]$ interval. We shall obtain $F(x) > F(\sqrt{2} + 1)$.

As :

$$F (\sqrt{2} + 1) = (\lambda - 1) (\sqrt{2} + 1) - 4 + \frac{6\sqrt{2} + 42}{\sqrt{51} + 36\sqrt{2} + 9} = 0.$$

We shall obtain $F (x) > 0, \forall x \in (2, \sqrt{2} + 1]$.

**Case 1.2.** $x > \sqrt{2} + 1$.

In order to prove the inequality (8) according theorem (1) will be sufficient to prove that :

$(\lambda - 1) (4x^2 + 4x + 1) + 2\sqrt{3} (2x + 1) + (4 - 12\lambda) + 1 - 3\lambda > 0$ or in an equivalent form:

$$\lambda (2x^2 - 4x - 1) > 2x^2 - 2\sqrt{3}x - \sqrt{3}.$$

As $x > \sqrt{2} + 1 > \frac{\sqrt{6}}{2} + 1$ it follows that : $2x^2 - 4x - 1 > 0$.

In order to prove the inequality (11) it will be sufficient to prove that:

$$\lambda > \frac{2x^2 - 2\sqrt{3}x - \sqrt{3}}{2x^2 - 4x - 1}.$$

We shall consider the function: $f : (\sqrt{2} + 1, +\infty) \to R$

$$f (x) = \frac{2x^2 - 2\sqrt{3}x - \sqrt{3}}{2x^2 - 4x - 1}.$$

We have:

$$f' (x) = \frac{(2\sqrt{3} - 4) x^2 + (2\sqrt{3} - 2) x - \sqrt{3}}{(2x^2 - 4x + 1)^2}.$$

As: $\Delta = 40 - 24\sqrt{3} > 0$ it follows that : $f' (x) < 0 (\forall x \in (\sqrt{2} + 1, +\infty))$.

We shall obtain: $f (x) < f (\sqrt{2} + 1) = \lambda$ and we have the inequality of the statement.
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§1. Introduction and results

In problem 68 of [1], Professor F. Smarandache asked us to study the properties of the sequences \( k = e_p(n) \), \( p \) is a prime, \( k \) denotes the power of \( p \) in the factorization of \( n \) [2]. Studies the number sequences in the integral expression [3] and [5]. Studies the mean computing problems of digital sum. In this paper, we studied the power function of \( p \) in the factorization of \( n! \) and it’s mean value calculation, let \( p \) is a prime, \( \alpha(n, p) \) denotes the power of \( p \) in the factorization of \( n! \). We give an exact computing formula of the mean value \( \sum_{n<N} \alpha(n, p) \) and completes the proof. First we give two definitions as follows:

Definition 1.1. Let \( p \) \((p \geq 2)\) be a fixed prime, \( n \) be any positive integer and
\[
n = a_1 p + a_2 p^2 + \cdots + a_s p^s, \quad (0 \leq a_i < p, \quad i = 1, 2, \cdots, s).
\]
Let \( a(n, p) = a_1 + a_2 + \cdots + a_s \) as function of integer sum in base \( p \); Let \( A_k(N, p) = \sum_{n < N} a^k(n, p)(k = 1, 2) \) as once mean value of function \( a(n, p) \) and second mean value of function \( a(n, p) \). Set \( B(N, p) = \sum_{n < N} na(n, p) \) as once mean value of function \( na(n, p) \).

Definition 1.2. Let \( p \) \((p \geq 2)\) be a fixed prime, \( n \) be any positive integer and
\[
n! = p_1^{k_1} p_2^{k_2} \cdots p_t^{k_t},
\]
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where \( p_i \) is a prime. Call \( b(n, p) \) as the power function of \( p \) in the factorization of \( n! \); Call \( C_k(N, p) = \sum_{n < N} b^k(n, p) (k = 1, 2) \) as \( k \)-th mean value of function \( b(n, p) \) and second mean value of function \( b(n, p) \).

In this paper \([x]\) denotes the greatest integer not exceeding \( x \).

**Theorem 1.1.** Let \( p(p \geq 2) \) be a prime, \( N \) be a fixed positive integer, assume \( N \) as follows, \( N = a_1p + a_2p^2 + \cdots + a_sp^s \), \( (0 \leq a_i < p, i = 1, 2, \cdots, s) \), then

\[
C(N, p) = \sum_{n < N} b(n, p)
\]

\[
= \frac{1}{p-1} \left( \frac{N(N-1)}{2} - \left( \sum_{i=1}^{s} \frac{(p-1)i}{2} + \sum_{j=1}^{i} \frac{a_i + 1}{2} \right) a_j p^j \right)
\]
or

\[
C(N, p) = \frac{1}{p-1} \left( \frac{N(N-1)}{2} - \sum_{i=1}^{[\log_p N]} \left( \frac{(p-1)i}{2} + \sum_{j=1}^{i} \frac{[N/p^j]}{p} \right) \right)
\]

**Theorem 1.2.**

\[
C_2(N, p) = \frac{1}{(p-1)^2} \left\{ \varphi_2(N) + \sum_{i=1}^{s} p^{i-1} (a_i (i-2) \varphi_2(p) + (1-2p) p \varphi_2(a_i) + (p-1) \varphi_1(i) \varphi_1(p) + 2i \left( 1-p \right) \varphi_1(a_i) \varphi_1(p) + 2 \left( a_i \sum_{j=1}^{i-1} a_j + i - 1 \right) \varphi_1(p) \right. \\
+ p \varphi_1(a_i) \sum_{j=1}^{i-1} a_j + pa_i \left( \sum_{j=1}^{i-1} a_j \right)^2 - a_i \frac{p^{i-2} - 1}{2} p^2 - 2a_i \varphi_1^2(p) \left( \sum_{j=1}^{i-1} j p^j \right) \\
- 2 \sum_{i=1}^{s-1} a_i \left( \varphi_1 \left( \sum_{j=i+1}^{s} a_j p^j \right) + a_i p^i \sum_{j=i+1}^{s} a_j p^j + p^i \left( \sum_{j=i+1}^{s} \frac{(p-1)j}{2} \right) \right) \\
\left. + \sum_{k=1}^{s} a_k \left( \frac{a_i + 1}{2} a_j p^j \right) \right\}.
\]

**Corollary 1.1.** Let \( N = 2^{k_1} + 2^{k_2} + \cdots + 2^{k_s} \), where \( k_1 > k_2 > \cdots > k_s \); \( k_i \) is a positive integer, \( i = 1, 2, \cdots, s \), then

\[
C(N, 2) = \sum_{n < N} b(n, 2) = \frac{N(N-1)}{2} + \sum_{i=1}^{s} \left( k_i 2^{k_i-1} + (i-1)2^{k_i} \right)
\]
or

\[
C(N, 2) = \sum_{n < N} b(n, 2) = \frac{N(N-1)}{2} + i - 1 + \frac{1}{2} \sum_{i=1}^{[\log_2 N]} \left( k_i 2^{k_i-1} + (i-1)2^{k_i} \right).
\]
§2. Some lemmas and proofs

Lemma 2.1.[4] If $n$ is expressed as follow in the base $p$, $n = a_0 + a_1 p + \cdots + a_k p^k$ where $0 \leq a_i < p$, $a_i$ is a positive integer, $0 \leq i \leq k$ We have the exact formula,

$$a_i = \left[ \frac{n}{p^j} \right] - \left[ \frac{n}{p^{j+1}} \right] p, \quad k = \left[ \log_p n \right]. \quad (1)$$

Lemma 2.2.[4] Let $n$ be any positive integer, $p$ be a prime, then

$$b(n, p) \equiv \sum_{i=\infty}^{\infty} \left[ \frac{n}{p^j} \right] = \frac{1}{p-1} (n - a(n, p)). \quad (2)$$

Lemma 2.3.[3] Let $N = a_1 p + a_2 p^2 + \cdots + a_s p^s$ where $(0 \leq a_i < p$, $i = 1$, $2$, $\cdots$, $s)$.

Then

$$A_1(N, p) = \sum_{n<N} a(n, p) = \sum_{i=1}^{s} \left( \frac{p-1}{2} i + \sum_{j=1}^{i} a_j - \frac{a_i + 1}{2} \right) a_i p^i \quad (3)$$

or

$$A_1(N, p) = \sum_{i=1}^{s} \left( \frac{p-1}{2} i + \sum_{j=1}^{i} \left( \left[ \frac{N}{p^j} \right] - \left[ \frac{N}{p^{j+1}} \right] \right) p - \left( \left[ \frac{N}{p^j} \right] - \left[ \frac{N}{p^{j+1}} \right] + 1 \right) \right) \left( \left[ \frac{N}{p^j} \right] - \left[ \frac{N}{p^{j+1}} \right] \right) p^i. \quad (4)$$

Lemma 2.4.[5]

$$A_2(N, p) = \sum_{i=1}^{s} \left\{ a_i \varphi_2(p) + p \varphi_2(a_i) + (p - 1) \varphi_1(i) \varphi_1(p) + 2i \varphi_1(a_i) \varphi_1(p) \right\}$$

$$+ 2 \left\{ a_i \varphi_1(p) + p \varphi_1(a_i) \right\} \left( \sum_{j=1}^{i-1} a_j + \sum_{j=1}^{i-1} a_j \right)^2 \right\} p^{i-1}. \quad (5)$$

Lemma 2.5.

$$B(p^k, p) = \frac{p^{k-1} - 1}{4} p^{k+1} + \left( \varphi_2 p - (k - 1) \varphi_1(p) \right) p^{k-1} + \varphi_1^2(p) p^{k-2} \sum_{i=1}^{k-1} i p^i$$

$$+ \varphi_2(p) \frac{1 - p^{k-2}}{1 - p^2} p^2. \quad (6)$$

Proof.

$$B(p^k, p) = \sum_{n<p^k} na(n, p) = \sum_{n<p^k} na(n, p) + \sum_{p^{k-1} \leq n < 2p^{k-1}} na(n, p)$$

$$+ \sum_{2p^{k-1} \leq n < 3p^{k-1}} na(n, p) + \cdots + \sum_{(p-1)p^{k-1} \leq n < p^k} na(n, p).$$

Because

$$\sum_{i=p^{k-1} \leq n < (i+1)p^{k-1}} na(n, p)$$
\[
\begin{align*}
= & \sum_{0 \leq n < p^k} (n + ip^{k-1}) a(n + ip^{k-1}, p) \\
= & \sum_{0 \leq n < p^k} (n + ip^{k-1}) (a(n, p) + i) \\
= & \sum_{0 \leq n < p^k} n a(n, p) + i \left( \sum_{n < p^k} n + ip^{k-1} \sum_{n < p^k} a(n, p) + i^2 p^{2(k-1)} \right).
\end{align*}
\]

From above formula
\[
B(p^k, p) = \frac{p(p-1)}{2} \sum_{n < p^k} n + \frac{p^k(p-1)}{2} \sum_{n < p^{k-2}} n + p(p-1)(2p-1) p^{2(k-1)}.
\]

Similarly,
\[
\begin{align*}
pB(p^{k-1}, p) &= p^2 B(p^{k-2}, p) + \frac{p^2(p-1)}{2} \sum_{n < p^{k-2}} n \\
& \quad + \frac{p^k(p-1)}{2} \sum_{n < p^{k-2}} a(n, p) + p(p-1)(2p-1) p^{2(k-2)},
\end{align*}
\]

\[
p^{k-2} B(p^2, p) = p^{k-1} B(p, p) + \frac{p^{k-1}(p-1)}{2} \sum_{n < p} n + \frac{p^k(p-1)}{2} \sum_{n < p} a(n, p) \\
& \quad + \frac{p(p-1)(2p-1)}{6} p^2.
\]

Therefore
\[
B(p^k, p) = p^{k-1} B(p, p) + \frac{p-1}{2} \left( p \sum_{n < p^{k-1}} n + p^2 \sum_{n < p^{k-2}} n + \cdots + p^{k-1} \sum_{n < p} n \right) \\
& \quad + \frac{p-1}{2} p^k A(p^{k-1}, p) + A(p^{k-2}, p) + \cdots + A(p, p) \\
& \quad + \frac{p(p-1)(2p-1)}{6} \left( p^{2(k-1)} + p^{2(k-2)} + \cdots + p^2 \right).
\]

Because
\[
B(p, p) = 1^2 + 2^2 + 3^2 + \cdots + (p-1)^2 = \frac{p(p-1)(2p-1)}{6},
\]

Put (3) and (8) in (7),
\[
B(p^k, p) = \frac{p^k(p-1)(2p-1)}{6} + \frac{p-1}{2} \left( \frac{p^{k+1} - p^{2k-1}}{2(1-p)} - \frac{(k-1)p^k}{2} \right) + \left( \frac{p-1}{2} \right)^2 p^k \sum_{i=1}^{k-1} ip^i \\
& \quad + \frac{p(p-1)(2p-1)}{6} p^2 - \frac{p^k}{1-p^2}.
\]
\[ \frac{p^{k-2} - 1}{4} p^{k+1} + (\varphi_2(p) - (k - 1) \varphi_1(p)) p^{k-1} + \varphi_1^2(p) p^{k-2} \sum_{i=1}^{k-1} i p^i + \varphi_2(p) \frac{1 - p^{k-2}}{1 - p^2} p^2. \]

**Lemma 2.6.** Let \( N = a_1 p + a_2 p^2 + a_3 p^3 + \cdots + a_s p^s \)

\[
B(N, p) = \sum_{i=1}^{s} p^{i-1} \left\{ \varphi_2(a_i) p^{i+1} + \varphi_1(a_i) \varphi_1(p) i p^i + a_i p^{i-2} \frac{1 - p^{i-2}}{4} p^2 \\
+ \left[ \varphi_2(p) - (i - 1) \varphi_1(p) \right] a_i p + a_i \varphi_1^2(p) p^{i-1} \sum_{j=1}^{i-1} j p^j \right\} \\
+ \sum_{i=1}^{s-1} a_i \left\{ \varphi_1 \left( \sum_{j=i+1}^{s} a_j p^j \right) + a_i p^{i-1} \sum_{j=i+1}^{s} a_j p^j \\
+ p^i \left( \frac{p - 1}{2} j + \sum_{k=1}^{j} a_k - \frac{a_j + 1}{2} a_j p^j \right) \right\}. \]

**Proof.**

\[
B(N, p) = \sum_{n<N} na(n, p) = \sum_{n<a_1 p} na(n, p) + \sum_{a_1 p \leq n < N} na(n, p) \\
= B(a_1 p, p) + \sum_{0 \leq n < N-a_1 p} (n + a_1 p) a(n + a_1 p, p) \\
= B(a_1 p, p) + \sum_{n < N-a_1 p} (na(n, p) + na_1 + a_1 p a(n, p) + a_1^2 p^2) \\
= B(a_1 p, p) + B(N - a_1 p, p) + a_1 \frac{(N - a_1 p)(N - a_1 p - 1)}{2} \\
+ a_1 p A_1 (N - a_1 p, p) + a_1^2 p (N - a_1 p). \\
\]

Similarly

\[
B(N - a_1 p, p) \\
= \sum_{n<a_2 p^2} na(n, p) + \sum_{a_2 p^2 \leq n < N-a_1 p} na(n, p) \\
= B(a_2 p^2, p) + \sum_{0 \leq n < N-a_1 p - a_2 p^2} (n + a_2 p^2) a(n + a_2 p^2, p) \\
= B(a_2 p^2, p) + \sum_{n < N-a_1 p - a_2 p^2} (na(n, p) + na_2 + a_2 p^2 a(n, p) + a_2^2 p^2) \\
= B(a_2 p^2, p) + B(N - a_1 p - a_2 p^2, p) + a_2 \frac{(N - a_1 p - a_2 p^2)(N - a_1 p - a_2 p^2 - 1)}{2} \\
+ a_2 p^2 A_1 (N - a_1 p - a_2 p^2, p) + a_1^2 p^2 (N - a_1 p - a_2 p^2). \\
\]

\[B(N - a_1 p - \cdots - a_{s-2} p^{s-2}, p) = B(a_s p^{s-1}, p) + B(a_s p^s, p) + a_s \frac{a_s p^s (a_s p^s - 1)}{2} \]
Therefore

\[ B(N, p) \]

\[
= \sum_{i=1}^{s} a_i B(p^i, p) + \sum_{i=1}^{s-1} a_i \left( N - \sum_{j=1}^{i} a_j p^j \right) \left( N - \sum_{j=1}^{i} a_j p^j - 1 \right)
\]

\[ = \sum_{i=1}^{s} \left( a_i B(p^i, p) + \frac{a_i (a_i - 1) p^i (p^i - 1)}{2} + \frac{a_i (a_i - 1) p - 1}{2} \right) + \sum_{i=1}^{s} a_i \left( \sum_{j=1}^{i} \left( \frac{p - 1}{2} j + \sum_{k=1}^{j} a_k - \frac{a_j + 1}{2} \right) a_j p^j \right) \]

\[ = \sum_{i=1}^{s} \left\{ \varphi_2 (a_i) p^{2i} + \varphi_1 (a_i) \varphi_1 (p) i p^{2i-1} + a_i \frac{p^{2i-2} - 1}{4} p^{i+1} \right.
\]

\[ + \left( \varphi_2 (p) - (i - 1) \varphi_1 (p) \right) a_i p^{i-1} + a_i \varphi_1 (p) p^{i-2} \sum_{j=1}^{i-1} j p^j \} + \sum_{i=1}^{s} a_i \left\{ \varphi_1 \left( \sum_{j=i+1}^{s} a_j p^j \right) + a_i p^i \sum_{j=1}^{i} a_j p^j \right. \]

\[ + a_i p^i \sum_{j=i+1}^{s} a_j p^j + p^{i+1} \left( \sum_{j=i+1}^{s} \left( \frac{p - 1}{2} j + \sum_{k=1}^{j} a_k - \frac{a_j + 1}{2} \right) a_j p^j \right) \}

This completes the proofs of the lemma.

\section*{§3. Proofs of the theorem}

In this section, we shall complete the proof of the theorem.

\textbf{Proof of Theorem 1.1.} From (2) we have

\[ B(N, p) = \sum_{n<N} b(n, p) = \sum_{n<N} \frac{1}{P-1} (n - a(n, p)) \]
Combining (3) and (9), we have

$$B(N, p) = \sum_{n<N} b(n, p) = \frac{1}{p-1} \left( \frac{N(N-1)}{2} - \sum_{n<N} \left( \frac{(p-1)i}{2} + \sum_{j=1}^i a_j - \frac{a_i+1}{2} \right) a_i p^i \right).$$

Combining (1), (4) and (9), we have

$$C(N, p) = \frac{1}{p-1} \left( \frac{N(N-1)}{2} - \sum_{i=1}^{[\log_p N]} \left( \frac{(p-1)i}{2} + \sum_{j=1}^i \left( \frac{N}{p^j} - \left\lfloor \frac{N}{p^j} \right\rfloor \right) \right) \right) \left( \frac{N}{p^i} - \left\lfloor \frac{N}{p^{i+1}} \right\rfloor \right).$$

This completes the proof of the Theorem 1.1.

**Proof of Theorem 1.2.** From Lemma 2.2, we have

$$C_2(N, p) = \sum_{n<N} \alpha^2(n, p) = \sum_{n<N} \frac{1}{(p-1)^2} (n - a(n, p))^2$$

$$= \frac{1}{(p-1)^2} \left( \varphi_2(N) - 2 \sum_{n<N} n \alpha(n, p) + \sum_{n<N} \alpha^2(n, p) \right).$$

Put (2) and Lemma 2.6 in (10)

$$C_2(N, p) = \frac{1}{(p-1)^2} \left\{ \varphi_2(N) + \sum_{i=1}^s p^{i-1} \left( a_i (i-2) \varphi_2(p) + (1-2p^i) p \varphi_2(a_i) + \right. \right.$$  

$$+ (p-1) \varphi_1(i) \varphi_1(p) + 2i (1-p^i) \varphi_1(a_i) \varphi_1(p) - 2 \left( a_i \sum_{j=1}^{i-1} a_j + i - 1 \right) \varphi_1(p) \right.$$  

$$+ p \varphi_1(a_i) \sum_{j=1}^{i-1} a_j + p a_i \left( \sum_{j=1}^{i-1} a_j \right)^2 - a_i \sum_{j=1}^{i-1} \frac{p^{i-2}-1}{2} p^2 - 2a_i \varphi_1^2(p) \sum_{j=1}^{i-1} p j \right.$$  

$$- 2 \sum_{i=1}^{s-1} a_i \left( \varphi_1 \left( \sum_{j=i+1}^s a_j p^j \right) + a_i p^i \sum_{j=i+1}^s a_j p^j \right. \right.$$  

$$\left. + p^i \left( \sum_{j=i+1}^s \left( p - \frac{1}{2} j + \sum_{k=1}^j a_k - \frac{a_j+1}{2} \right) a_j p^j \right) \right\}.$$

This completes the proof of the Theorem 1.2.
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Abstract In Espinosa and Moll [1], the integral $\int_0^1 \log \Gamma(x) \zeta(z, x) dx$ is evaluated using the Fourier coefficients $a_n, b_n$ of $\log \Gamma(x)$ found in [2]. However, in both [2] and [5], these coefficients appear as $\frac{1}{2} a_n$ and $\frac{1}{2} b_n$. In view of this, we derive in this note Kummer’s Fourier series for $\log \Gamma(x)$ by which we evaluate the above integral.
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§1. Introduction and the main result

Let $\zeta(s, x)$, $(0 < x \leqslant 1)$ denote the Hurwitz zeta-function defined by

$$\zeta(s, x) = \sum_{n=0}^{\infty} \frac{1}{(n+x)^s}, \quad \sigma = \text{Re } s > 1$$

and let $\zeta(s) = \zeta(s, 1)$ denote the Riemann zeta-function. Let $\Gamma(x)$ denote the gamma function defined by

$$\Gamma(x) = \int_0^\infty e^{-t} t^{x-1} dt, \quad \text{Re } x > 0.$$  

The Hurwitz zeta-function $\zeta(s, x)$ satisfies the functional equation $(0 < x \leqslant 1)$

$$\zeta(s, x) = -\frac{d \Gamma(1-z)}{(2\pi)^{1-z}} \left( e^{\frac{\pi i x}{2}} l_{1-z}(x) - e^{-\frac{\pi i x}{2}} l_{1-z}(1-x) \right),$$

where

$$l_s(x) = \sum_{n=1}^{\infty} \frac{e^{2\pi i nx}}{n^s}, \quad \sigma > 1$$

is the polylogarithm function.

We understand that these functions are meromorphically continued over C. Espinosa and Moll [1, Example 6.1] and Hashimoto [3, Corollary 3] evaluate the integral $\int_0^1 \log \Gamma(x) \zeta(z, x) dx$ in closed form. The former appealed to their theorem and used the Fourier coefficients $a_n$ and $b_n$ of $\log \Gamma(x)$ [2], while the latter used Lerch’s formula

$$\log \frac{\Gamma(x)}{\sqrt{2\pi}} = \zeta'(0, x).$$

1This work is supported by the N. S. F. (10271093) of P. R. China.
However, both in [2] and [5], the Fourier coefficients are stated as $\frac{1}{2}a_n$ and $\frac{1}{2}b_n$ and do not lead directly to the Fourier expansion (11) below for $\log \Gamma(x)$. In view of this, we shall elaborate on the proof in [5] for the same, and using it, we shall prove the following

**Theorem 1.1.** For $0 < \Re z < 1$, we have

$$
\int_0^1 \log \Gamma(x) \zeta(z, x) dx = (\gamma + \log 2\pi) \frac{\zeta(z-1)}{z-1} - \frac{1}{\pi} \frac{\Gamma(1-z)}{(2\pi)^{1-z}} \cos \frac{\pi z}{2} \zeta'(2-z) \\
+ \frac{1}{2} \frac{\Gamma(1-z)}{(2\pi)^{1-z}} \sin \frac{\pi z}{2} \zeta(2-z),
$$

(6)

where $\gamma$ indicates the Euler constant.

§2. Proof of theorem

We need some lemmas.

**Lemma 1.** For $0 < \Re z < 1$ we have

$$
\int_0^1 \zeta(z, x) dx = 0,
$$

(7)

$$
\int_0^1 x \zeta(z, x) dx = -\frac{\zeta(z-1)}{z-1}.
$$

(8)

For $\Re z > 0$

$$
\int_0^1 A_1(x) \zeta(z, x) dx = -\int_0^1 \log(2 \sin \pi x) \zeta(z, x) dx \\
= \frac{\Gamma(1-z)}{(2\pi)^{1-z}} \sin \frac{\pi z}{2} \zeta(2-z),
$$

(9)

where $A_1(x)$ indicates the first Clausen function

$$
A_1(x) = -\log(2 \sin \pi x), \ 0 < x < 1.
$$

(10)

Proof can be found in [1] or [3].

**Lemma 2.** (Kummer’s Fourier series, [5, p. 17, (35)]). For $0 < x < 1$,

$$
\log \frac{\Gamma(x)}{\sqrt{2\pi}} = \frac{1}{2} A_1(x) - (\gamma + \log 2\pi) B_1(x) + \sum_{n=1}^{\infty} \frac{\log n}{\pi n} \sin 2\pi nx,
$$

(11)

where $B_1(x) = x - \frac{1}{2}$ is the first Bernoulli polynomial.

**Proof.** We reproduce the proof sketched in [5, p.17] more in detail.

By the reciprocity relation

$$
\Gamma(z) \Gamma(1-z) = \frac{\pi}{\sin \pi z},
$$

(12)

we may write for $0 < \Re z < 1$,

$$
\log \Gamma(z) = \frac{1}{2} \log \frac{\sin \pi z}{\pi} + \frac{1}{2} (\log \Gamma(z) - \log \Gamma(1-z)).
$$
Substituting Malmsten's formula [5, p.16, (25)],
\[
\log \Gamma(z) = \int_0^\infty \left( z - 1 - \frac{1 - e^{-(z-1)t}}{1 - e^{-t}} \right) \frac{e^t}{t} \, dt,
\]  
we deduce that
\[
\log \Gamma(z) = \frac{1}{2} \log 2\pi + \frac{1}{2} A_1(z) + \frac{1}{2} \int_0^\infty \left( 2z - 1 \right) e^{-t} + \frac{e^{-(z-1)t} - e^{-zt}}{1 - e^{-t}} e^{-t} \, dt. \tag{14}
\]
Writing \( e^{-(z-1)t} - e^{-zt} \) as \( \frac{\sinh\left( \frac{1}{2} - z \right) t}{\sinh \frac{1}{2} t} \), we deduce Kummer’s expression [5, p.16, (35)]
\[
\log \frac{\Gamma(z)}{\sqrt{2\pi}} = A_1(z) + \frac{1}{2} \int_0^\infty \left( 2z - 1 \right) e^{-t} + \frac{\sinh\left( \frac{1}{2} - z \right) t}{\sinh \frac{1}{2} t} \, dt, \quad 0 < \Re z < 1. \tag{15}
\]
Now we compute the Fourier sine coefficient
\[
b_n = 2 \int_0^1 \sin 2\pi nx \int_0^\infty \left( 2xe^{-t} + \frac{\sinh\left( \frac{1}{2} - x \right) t}{\sinh \frac{1}{2} t} \right) \frac{dt}{t} \, dx.
\]
\[
= \int_0^\infty \frac{dt}{t} \left( 2e^{-t} \int_0^1 x \sin 2\pi nx \, dx + \frac{1}{\sinh \frac{1}{2} t} \int_0^1 \sin 2\pi nx \sinh\left( \frac{1}{2} - x \right) \, t \, dx \right).
\]
Since
\[
\sin 2\pi nx \sinh\left( \frac{1}{2} - x \right) = -i \sin 2\pi nx \sin \left( \frac{1}{2} - x \right) i t
\]
\[
= \frac{i}{2} \left( \cos \left( 2\pi n + i t \right) x - \frac{1}{2} i t \right) - \cos \left( 2\pi n - i t \right) x + \frac{1}{2} i t \right).
\]
We obtain
\[
b_n = \int_0^\infty \left( \frac{1}{2\pi n} \frac{e^{-t}}{t} + \frac{1}{t \sinh \frac{1}{2} t} \left[ \frac{1}{2\pi n + i t} \sin \left( 2\pi n - it \right) x - \frac{1}{2} it \right. \right)
\]
\[
= \frac{1}{2\pi n - i t} \sin \left( 2\pi n - it \right) x + \frac{1}{2} it \right) \right) \frac{dt}{t}.
\]
Hence
\[
b_n = \int_0^\infty \left( \frac{1}{2\pi n} \frac{e^{-t}}{t} + \frac{1}{t \sinh \frac{1}{2} t} \right) \left[ \frac{1}{2\pi n + i t} + \frac{1}{2\pi n - i t} \right] \, dt / t = \frac{1}{\pi n} \int_0^\infty \left( \frac{1}{t^2 + 1} - e^{-t} \right) \, dt / t. \tag{16}
\]
We rewrite the integrand as \( \left( \frac{1}{\pi t^2} - \cos t \right) \frac{1}{2} + e^{-t} - 2\pi n t + (\cos t - e^{-t}) \frac{1}{2} \) and apply the following formulas.
\[
\gamma = \int_0^\infty \left( \frac{1}{1 + t^2} - \cos t \right) \frac{dt}{t}. \tag{17}
\]
[5, p.6, (36) = P.5, (28); in (36), t must be \( t^2 \)],
\[
\log z = \int_0^\infty \left( e^{-t} - e^{-zt} \right) \frac{dt}{t}, \quad \Re z > 0 \quad [5, p.16, (28)] \tag{18}
\]
and
\[ \gamma = \int_0^\infty \left( \frac{1}{1+t} - e^{-t} \right) \frac{dt}{t} \quad [5, \text{p.5, (24)}]. \] (19)

We need to prove that
\[ \int_0^\infty (\cos t - e^{-t}) \frac{dt}{t} = 0. \]

Which can be done by subtracting (17) from (19) and noting that the resulting integral
\[ \int_0^\infty \frac{t^2 - t}{(t^2 + 1)(t + 1)} \frac{dt}{t} = 0. \]

Hence it follows that
\[ b_n = \frac{1}{\pi n} (\gamma + \log 2\pi n). \] (20)

From (15) and (20), we now deduce for \(0 < x < 1\) that
\[ \log \frac{\Gamma(x)}{\sqrt{2\pi}} = \frac{1}{2} A_1(x) + \sum_{n=1}^\infty b_n \sin 2\pi nx = \sum_{n=1}^\infty \frac{1}{2n} \cos 2\pi nx + \sum_{n=1}^\infty \frac{\gamma + \log 2\pi n}{\pi n} \sin 2\pi nx. \] (21)

Where we used the Fourier series for \(A_1(x)\):
\[ A_1(x) = -\log 2\pi nx = \sum_{n=1}^\infty \frac{1}{n} \cos 2\pi nx. \] (22)

Recalling the counterpart of (22) for \(B_1(x)\), we conclude (11) from (21),
\[ B_1(x) = -\frac{1}{\pi} \sum_{n=1}^\infty \frac{\sin 2\pi nx}{n}, \quad 0 < x < 1. \] (23)

This completes the proof.

**Proof.** Solving (11) for \(A_1(x)\) and substituting in (9), we deduce that
\[
\int_0^1 \left( \log \frac{\Gamma(x)}{\sqrt{2\pi}} + (\gamma + \log 2\pi)(x - \frac{1}{2}) - \sum_{n=1}^\infty \frac{\log n}{\pi n} \sin 2\pi nx \right) \zeta(z, x)dx
\]
\[ = \frac{1}{2} \frac{\Gamma(1-z)}{(2\pi)^{1-z}} \sin \frac{\pi z}{2} \zeta(2-z) \]

whence we see, on using (7) and (8), that
\[
\int_0^1 \log \Gamma(x) \zeta(z, x)dx = \int_0^1 \log \frac{\Gamma(x)}{\sqrt{2\pi}} \zeta(z, x)dx
\]
\[ = (\gamma + \log 2\pi) \frac{\zeta(z-1)}{z-1} + \frac{1}{2} \frac{\Gamma(1-z)}{(2\pi)^{1-z}} \sin \frac{\pi z}{2} \zeta(2-z) + I \] (24)

say, where
\[ I = \frac{1}{\pi} \int_0^1 \sum_{n=1}^\infty \frac{\log n}{n} \sin 2\pi nx \zeta(z, x)dx. \] (25)

Changing the order of integration and summation in (25), we find that
\[ I = \frac{1}{\pi} \sum_{n=1}^\infty \frac{\log n}{n} \int_0^1 \sin 2\pi nx \zeta(z, x)dx. \]
The Fourier sine coefficients $b_n = 2 \int_0^1 \sin 2\pi nx \zeta(z, x) dx$ are evaluated in [1, Proposition 2.1] but we give a proof in the lines of that of Corollary 1 [4]. We use (3) and the expression
\[
\sin 2\pi nx = e^{2\pi i nx} - e^{-2\pi i nx}.
\]
and proceed as in [4]:
\[
b_n = -\frac{2 \Gamma(1 - z)}{2 (2\pi)^{1 - z}} \int_0^1 \left( e^{2\pi i nx} - e^{-2\pi i nx} \right) \left( e^{\frac{\pi i}{2} l_{1 - z}}(x) - e^{-\frac{\pi i}{2} l_{1 - z}}(1 - x) \right) dx
\]
\[
= -\frac{\Gamma(1 - z)}{(2\pi)^{1 - z}} \int_0^1 \left( -e^{-\frac{\pi i}{2} x} e^{2\pi i nx} l_{1 - z}(1 - x) - e^{\frac{\pi i}{2} x} e^{-2\pi i nx} l_{1 - z}(x) \right) dx
\]
\[
= \frac{\Gamma(1 - z)}{(2\pi)^{1 - z}} n^{1 - z} \cos \frac{\pi z}{2}.
\]
Hence
\[
I = \frac{1}{\pi} \frac{\Gamma(1 - z)}{(2\pi)^{1 - z}} \cos \frac{\pi z}{2} \sum_{n=1}^{\infty} \frac{\log n}{n^{2 - z}} = -\frac{1}{\pi} \frac{\Gamma(1 - z)}{(2\pi)^{1 - z}} \cos \frac{\pi z}{2} \zeta'(2 - z).
\tag{26}
\]
Substituting (26) in (24), we conclude (6), completing the proof.
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§1. Introduction

Let $S(n)$ be the Smarandache (or Kempner-Smarandache) function, i.e., the function that associates to each positive integer $n$ the smallest positive integer $k$ such that $n|k!$. Let $\sigma(n)$ denote the sum of distinct positive divisors of $n$, while $\sigma^*(n)$ the sum of distinct unitary divisors of $n$ (introduced for the first time by E. Cohen, see e.g. [7] for references and many informations on this and related functions). Put $\omega(n) =$ number of distinct prime divisors of $n$, where $n > 1$. In paper [4] we have proved the inequality

$$S(\sigma(n)) \leq 2n - \omega(n),$$

(1)

for any $n > 1$, with equality if and only if $\omega(n) = 1$ and $2n - 1$ is a Mersenne prime.

In what follows we shall prove the similar inequality

$$S(\sigma^*(n)) \leq n + \omega(n)$$

(2)

for $n > 1$. Remark that $n + \omega(n) \leq 2n - \omega(n)$, as $2\omega(n) \leq n$ follows easily for any $n > 1$. On the other hand $2n - \omega(n) \leq 2n - 1$, so both inequalities (1) and (2) are improvements of

$$S(g(n)) \leq 2n - 1,$$

(3)

where $g(n) = \sigma(n)$ or $g(n) = \sigma^*(n)$.

We will consider more general inequalities, for the composite functions $f(g(n))$, where $f$, $g$ are arithmetical functions satisfying certain conditions.
§2. Main results

**Lemma 2.1.** For any real numbers \( a \geq 0 \) and \( p \geq 2 \) one has the inequality

\[
\frac{p^{a+1} - 1}{p - 1} \leq 2p^a - 1,
\]

with equality only for \( a = 0 \) or \( p = 2 \).

**Proof.** It is easy to see that (4) is equivalent to

\[
(p^a - 1)(p - 2) \geq 0,
\]

which is true by \( p \geq 2 \) and \( a \geq 0 \), as \( p^a \geq 2^a \geq 1 \) and \( p - 2 \geq 0 \).

**Lemma 2.2.** For any real numbers \( y_i \geq 2 \) (\( 1 \leq i \leq r \)) one has

\[
y_1 + \cdots + y_r \leq y_1 \cdots y_r
\]

with equality only for \( r = 1 \).

**Proof.** For \( r = 2 \) the inequality follows by \((y_1 - 1)(y_2 - 1) \geq 1\), which is true, as \( y_1 - 1 \geq 1, \ y_2 - 1 \geq 1 \). Now, relation (5) follows by mathematical induction, the induction step \( y_1 \cdots y_r + y_{r+1} \leq (y_1 \cdots y_r)y_{r+1} \) being an application of the above proved inequality for the numbers \( y'_1 = y_1 \cdots y_r, y'_2 = y_{r+1} \).

Now we can state the main results of this paper.

**Theorem 2.1.** Let \( f, g : \mathbb{N} \to \mathbb{R} \) be two arithmetic functions satisfying the following conditions:

(i) \( f(xy) \leq f(x) + f(y) \) for any \( x, y \in \mathbb{N} \);
(ii) \( f(x) \leq x \) for any \( x \in \mathbb{N} \);
(iii) \( g(p^a) \leq 2p^a - 1 \), for any prime powers \( p^a \) (\( p \) prime, \( a \geq 1 \));
(iv) \( g \) is multiplicative function.

Then one has the inequality

\[
f(g(n)) \leq 2n - \omega(n), \quad n > 1.
\]

**Theorem 2.2.** Assume that the arithmetical functions \( f \) and \( g \) of Theorem 2.1 satisfy conditions (i), (ii), (iv) and

(iii)' \( g(p^a) \leq p^a + 1 \) for any prime powers \( p^a \).

Then one has the inequality

\[
f(g(n)) \leq n + \omega(n), \quad n > 1.
\]

**Proof of Theorem 2.1.** As \( f(x_1) \leq f(x_1) \) and \( f(x_1 x_2) \leq f(x_1) + f(x_2) \), it follows by mathematical induction, that for any integers \( r \geq 1 \) and \( x_1, \ldots, x_r \geq 1 \) one has

\[
f(x_1 \cdots x_r) \leq f(x_1) + \cdots + f(x_r).
\]

Let now \( n = p_1^{\alpha_1} \cdots p_r^{\alpha_r} > 1 \) be the prime factorization of \( n \), where \( p_i \) are distinct primes and \( \alpha_i \geq 1 \) (\( i = 1, \ldots, r \)). Since \( g \) is multiplicative, by inequality (8) one has

\[
f(g(n)) = f(g(p_1^{\alpha_1}) \cdots g(p_r^{\alpha_r})) \leq f(g(p_1^{\alpha_1})) + \cdots + f(g(p_r^{\alpha_r})).
\]
By using conditions (ii) and (iii), we get
\[ f(g(n)) \leq g(p_1^{\alpha_1}) + \cdots + g(p_r^{\alpha_r}) \leq 2(p_1^{\alpha_1} + \cdots + p_r^{\alpha_r}) - r. \]

As \( p_i^{\alpha_i} \geq 2 \), by Lemma 2.2 we get inequality (6), as \( r = \omega(n) \).

**Proof of Theorem 2.2.** Use the same argument as in the proof of Theorem 2.1, by remarking that by (iii)'
\[ f(g(n)) \leq (p_1^{\alpha_1+1} + \cdots + p_r^{\alpha_r}) + r \leq p_1^{\alpha_1} \cdots p_r^{\alpha_r} + r = n + \omega(n). \]

**Remark 2.1.** By introducing the arithmetical function \( B_1(n) \) (see [7], Ch.IV.28)
\[ B_1(n) = \sum_{p^\alpha \mid n} p^\alpha = p_1^{\alpha_1} + \cdots + p_r^{\alpha_r} \]
(i.e., the sum of greatest prime power divisors of \( n \)), the following stronger inequalities can be stated:
\[ f(g(n)) \leq 2B_1(n) - \omega(n), \quad (6') \]
(in place of (6)); as well as:
\[ f(g(n)) \leq B_1(n) + \omega(n), \quad (7') \]
(in place of (7)).

For the average order of \( B_1(n) \), as well as connected functions, see e.g. [2], [3], [8], [7].

§3. Applications

1. First we prove inequality (1).

Let \( f(n) = S(n) \). Then inequalities (i), (ii) are well-known (see e.g. [1], [6], [4]). Put \( g(n) = \sigma(n) \). As \( \sigma(p^\alpha) = \frac{p^{\alpha+1} - 1}{p - 1} \), inequality (iii) follows by Lemma 2.1. Theorem 2.1 may be applied.

2. Inequality (2) holds true.

Let \( f(n) = S(n) \), \( g(n) = \sigma^*(n) \). As \( \sigma^*(n) \) is a multiplicative function, with \( \sigma^*(p^\alpha) = p^{\alpha+1} \), inequality (iii)' holds true. Thus (2) follows by Theorem 2.2.

3. Let \( g(n) = \psi(n) \) be the Dedekind arithmetical function; i.e., the multiplicative function whose value of the prime power \( p^\alpha \) is
\[ \psi(p^\alpha) = p^{\alpha-1}(p + 1). \]

Then \( \psi(p^\alpha) \leq 2p^{\alpha-1} \) since
\[ p^\alpha + p^{\alpha-1} \leq 2p^{\alpha-1} - 1 \iff p^{\alpha-1} + 1 \leq p^\alpha \leq p^{\alpha-1}(p - 1) \geq 0, \]
which is true, with strict inequality.

Thus Theorem 2.1 may be applied for any function \( f \) satisfying (i) and (ii).

4. There are many functions satisfying inequalities (i) and (ii) of Theorems 2.1 and 2.2.
Let $f(n) = \log \sigma(n)$. As $\sigma(mn) \leq \sigma(m)\sigma(n)$ for any $m, n \geq 1$, relation (i) follows. The inequality $f(n) \leq n$ follows by $\sigma(n) \leq e^n$, which is a consequence of e.g. $\sigma(n) \leq n^2 < e^n$ (the last inequality may be proved e.g. by induction).

**Remark 3.1.** More generally, assume that $F(n)$ is a submultiplicative function, i.e., satisfying

$$F(mn) \leq F(m)F(n), \quad \text{for } m, n \geq 1.$$ (i')

Assume also that

$$F(n) \leq e^n.$$ (ii')

Then $f(n) = \log F(n)$ satisfies relations (i) and (ii).

5. Another nontrivial function, which satisfies conditions (i) and (ii) is the following

$$f(n) = \begin{cases} p, & \text{if } n = p \text{ (prime)}; \\ 1, & \text{if } n = \text{composite or } n = 1. \end{cases}$$ (9)

Clearly, $f(n) \leq n$, with equality only if $n = 1$ or $n = \text{prime}$. For $y = 1$ we get $f(x) \leq f(x) + 1 = f(x) + f(1)$; when $x, y \geq 2$ one has

$$f(xy) = 1 \leq f(x) + f(y).$$

6. Another example is

$$f(n) = \Omega(n) = \alpha_1 + \cdots + \alpha_r,$$ (10)

for $n = p_1^{\alpha_1} \cdots p_r^{\alpha_r}$; i.e., the total number of prime factors of $n$. Then $f(mn) = f(m) + f(n)$, as $\Omega(mn) = \Omega(m) + \Omega(n)$ for all $m, n \geq 1$. The inequality $\Omega(n) < n$ follows by $n = p_1^{\alpha_1} \cdots p_r^{\alpha_r} \geq 2^{\alpha_1+\cdots+\alpha_r} > \alpha_1 + \cdots + \alpha_r$.

7. Define the additive analogue of the sum of divisors function $\sigma$, as follows: If $n = p_1^{\alpha_1} \cdots p_r^{\alpha_r}$ is the prime factorization of $n$, put

$$\Sigma(n) = \Sigma \left( \frac{p_i^{\alpha_i+1} - 1}{p_i - 1} \right) = \sum_{i=1}^r \frac{p_i^{\alpha_i+1} - 1}{p_i - 1}. \quad (11)$$

As $\sigma(n) = \prod_{i=1}^r \frac{p_i^{\alpha_i+1} - 1}{p_i - 1}$, and $\frac{p_i^{\alpha_i+1} - 1}{p_i - 1} > 2$, clearly by Lemma 2.2 one has

$$\Sigma(n) \leq \sigma(n). \quad (12)$$

Let $f(n)$ be any arithmetic function satisfying condition (ii), i.e., $f(n) \leq n$ for any $n \geq 1$. Then one has the inequality:

$$f(\Sigma(n)) \leq 2B^1(n) - \omega(n) \leq 2n - \omega(n) \leq 2n - 1,$$ (13)

for any $n > 1$.

Indeed, by Lemma 2.1 and Remark 2.1, the first inequality of (13) follows. Since $B^1(n) \leq n$ (by Lemma 2.2), the other inequalities of (13) will follow. An example:

$$S(\Sigma(n)) \leq 2n - 1,$$ (14)
which is the first and last term inequality in (13).

It is interesting to study the cases of equality in (14). As $S(m) = m$ if and only if $m = 1$, 4 or $p$ (prime) (see e.g. [1], [6], [4]) and in Lemma 2.2 there is equality if $\omega(n) = 1$, while in Lemma 2.1, as $p = 2$, we get that $n$ must have the form $n = 2^\alpha$. Then $\Sigma(n) = 2^{\alpha+1} - 1$ and $2^{\alpha+1} - 1 \neq 1$, $2^{\alpha+1} - 1 \neq 4$, $2^{\alpha+1} - 1 = prime$; we get the following theorem:

There is equality in (14) iff $n = 2^\alpha$, where $2^{\alpha+1} - 1$ is a prime.

In paper [5] we called a number $n$ almost $f$-perfect, if $f(n) = 2n - 1$ holds true. Thus, we have proved that $n$ is almost $S \circ \Sigma$-perfect number, iff $n = 2^\alpha$, with $2^{\alpha+1} - 1$ a prime (where “$\circ$” denotes composition of functions).
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§1. Introduction and preliminaries

Recall that a continuous map $f : X \to Y$ in the category $\text{Top}$ of topological spaces is called proper if the product map $id_Z \times f : Z \times X \to Z \times Y$ is closed, for every space $Z$, where $id_Z : Z \to Z$ is the identity map. This is equivalent to $f$ being universally closed, in the sense that every pullback of $f$ is a closed map. There exist many characterizations of proper maps $[1,3]$, the useful characterizations of them related to compactness are presented in $[5]$. In particular, a continuous map $f : X \to Y$ is proper if and only if $f$ is a closed map and the set $f^{-1}(y)$ is compact for every point $y \in Y$.

Proper maps were worked categorically by Clementino, Giuli and Tholen, as the notion of $c$-compact maps, where $c$ is a closure operator, see $[2]$ for details. Also some categorically properties of proper maps are discussed in $[4], [8]$ and $[9]$.

Let $C$ be a fixed collection of spaces, referred to as generating spaces. By a probe over a space $X$ we mean a continuous map from one of the generating spaces to $X$. The $C$-generated topology $CX$ on a space $X$ is the final topology of the probes over $X$, that is, the finest topology making all probes continuous. We say that a topological space $X$ is $C$-generated, if $X = CX$. The category of continuous maps of $C$-generated spaces is denoted by $\text{Top}_C$. In particular, if $C$ consists of core compact spaces, locally compact spaces, compact Hausdorff spaces, the one-point compactification of the countable discrete space respectively, then we refer to $C$-generated spaces as core compactly generated spaces, locally compactly generated spaces, compactly generated spaces, sequentially generated spaces, see $[7]$. A collection $C$ of
generating spaces is called productive if every generating space is exponentiable, and also the
topological product of any two generating space is $C$-generated. If $C$ is productive, then $\Top_C$
is a cartesian closed category.

For $C$-generated spaces $X$ and $Y$, we write $X \times_C Y$ for the binary product in the category
$\Top_C$, which is equal to $C(X \times Y)$, see [7]. Indeed, in general the topology of $X \times_C Y$ is finer
than the topological product $X \times Y$, but if the product space $X \times Y$ is itself $C$-generated, then
$X \times Y = X \times_C Y$. A continuous map $f : X \to Y$ in the category $\Top_C$ is called proper if the
product map $id_Z \times f : Z \times_C X \to Z \times_C Y$ is closed, for every $C$-generated space $Z$. In this paper
we shall study proper maps in $\Top_C$. We first present the notion of relative $C$-compactness and
$C$-compactness and next we present some characterizations of those maps. All maps in this
paper are assumed to be continuous.

**Theorem 1.1.** [7] Let $C$ be a productive class of generating spaces.

(i) If $X$ and $Y$ are $C$-generated spaces with $Y$ exponentiable in $\Top$, then the topological
product $X \times Y$ is $C$-generated.

(ii) If $X$ and $Y$ are $C$-generated, then $X \times_C Y = X \times \varepsilon Y$, where $\varepsilon$ denotes the class of all
exponentiable spaces.

(iii) If $A$, $B$, $Y$ are $C$-generated and $q : A \to B$ is a topological quotient, then the map
$q \times id_Y : A \times_C Y \to B \times_C Y$ is a topological quotient.

§2. Relative $C$-compactness and $C$-compactness

A generalization of compactness is the notion of relative compactness, that is, for arbitrary
subsets $S$ and $T$ of a topological space $X$, we say that $S$ is relatively compact in $T$, written
$S \ll T$, if, for every open cover of $T$, there exist finitely many elements in the cover that cover $S$. The notion of relative compactness, restricted to open sets, plays an important role in the
study of core compact spaces (exponentiable spaces) and generated spaces [6,7]. For an arbitrary
collection $C$ of generating spaces, the relation $\ll_C$, on subsets of a topological space $X$, is defined
by $S \ll_C T$ if and only if there is a $C$-probe $P : C \to X$ and open subsets $U \ll_C V \subseteq C$, such
that $S \subseteq P(U)$ and $P(V) \subseteq T$. If $C$ is productive, then the exponential topology $[X \Rightarrow_C Y]$
has subbasic open sets $[S, V]_C = \{f | S \ll_C f^{-1}(V)\}$, where $S \subseteq X$ is arbitrary and $V \subseteq Y$ is
open [7].

In this section, we give the notion of relative $C$-compactness, which is a generalization of
relative compactness and $C$-compactness. Also we present necessary and sufficient conditions
for relative $C$-compactness. A useful characterization of relative compactness is presented in
[5], that is, $S \ll T$ if and only if for every space $Z$, every $z \in Z$ and every open subset $W$ of
$Z \times X$, such that $\{z\} \times T \subseteq W$, then $V \times S \subseteq W$, for some neighborhood $V$ of $z$. This is an
idea for the following definition:

**Definition 2.1.** Let $S$, $T$ and $Q$ be subsets of a $C$-generated space $X$.

(i) We say that $S$ is relatively $C$-compact in $T$, written $S \ll_C T$, if for every $C$-generated
space $Z$, every $z \in Z$ and every open subset $W$ of $Z \times_C X$, such that $\{z\} \times T \subseteq W$, then
$V \times S \subseteq W$, for some neighborhood $V$ of $z$.

(ii) We say that $Q$ is $C$-compact, if the relation $Q \ll_C Q$ holds.
Remark 2.1. By definition of interior, the relation $S \ll C T$ holds if and only if for every $C$-generated space $Z$ and every open subset $W$ of $Z \times C X$,

$$\{z \in Z \mid \{z\} \times T \subseteq W\} \subseteq \{z \in Z \mid \{z\} \times S \subseteq W\}.$$

Therefore a subset $Q$ of a $C$-generated space $X$ is $C$-compact if and only if for every $C$-generated space $Z$ and every open subset $W$ of $Z \times C X$, the set $\{z \in Z \mid \{z\} \times Q \subseteq W\}$ is open.

Proposition 2.1. Let $S$ and $T$ be subsets of a $C$-generated space $X$.

(i) If $S$ is productive, then $S \ll C T$ implies $S \ll C T$.
(ii) If $C$ is productive and $X$ is a core compact space, then $S \ll T$ implies $S \ll C T$.

Proof. (i) Suppose $S \ll C T$. Then there is a $C$-probe $P : C \rightarrow X$ and open subsets $U \ll V \subseteq C$, such that $S \subseteq P(U)$ and $P(V) \subseteq T$. Let $Z$ be a $C$-generated space, $W \subseteq Z \times C X$ be an open and assume that $\{z\} \times T \subseteq W$. Applying the map $id_Z \times P : Z \times C C \rightarrow Z \times C X$, we have $\{z\} \times V \subseteq \{z\} \times P^{-1}(T) \subseteq (id \times P)^{-1}(W)$. By Theorem 1.1 part (i), $Z \times C C = Z \times C$, and hence there is a neighborhood $G$ of $z$, such that $G \times U \subseteq (id \times P)^{-1}(W)$. Thus $G \times S \subseteq W$, as desired.

(ii) Let $Z$ be a $C$-generated space, $W \subseteq Z \times C X$ be an open and assume that $\{z\} \times T \subseteq W$. By Theorem 1.1 part (i), $Z \times C X = Z \times X$, so there is a neighborhood $V$ of $z$, such that $V \times S \subseteq W$, as desired.

Recall that a $C$-generated space $X$ is called $C$-Hausdorff, if its diagonal is closed in $X \times C X$, and that is $C$-discrete, if its diagonal is open in $X \times C X$ [5].

Theorem 2.1. Let $X$ and $Y$ be $C$-generated spaces.

(i) If $F$ is a closed set of $X$ and $F \ll C X$, then $F$ is $C$-compact.
(ii) If $X$ is $C$-Hausdorff and $S \ll C T$ in $X$, then $S \subseteq T$.
(iii) If $f : X \rightarrow Y$ is a map and $S \ll C T$ in $X$, then $f(S) \ll C f(T)$ in $Y$.
(iv) If $S \ll C T$ in $X$ and $A \ll C B$ in $Y$, then $S \times A \ll C T \times B$ in $X \times C Y$.

Proof. The proofs are modifications of the classical proofs, so we prove only part (iv). Let $Z$ be a $C$-generated space, $W \subseteq Z \times C X \times C Y$ be an open and assume that $\{z\} \times T \times B \subseteq W$. Then for every $t \in T$, $\{(z, t)\} \times B \subseteq W$, so there is a neighborhood $V_t$ of $(z, t)$, such that $V_t \times A \subseteq W$. Now let $W' = \bigcup_{t \in T} V_t$. Then $W' \subseteq Z \times C X$ is open and $\{z\} \times T \subseteq W'$. Thus there is a neighborhood $V_z$ of $z$, such that $V_z \times S \subseteq W'$, and hence $V_z \times S \times A \subseteq W' \times A \subseteq W$, as desired.

The Sierpinski space is the space $S$ with two points 1 and 0, such that $\{1\}$ is open but $\{0\}$ is not. We denote by $O_C X$ the lattice of open sets of $X$ endowed with the topology that makes the bijection $U \mapsto \chi_U : O_C X \rightarrow S X$ into a homeomorphism, where the exponential is calculated in $Top_C$. We henceforth assume that the Sierpinski space is a $C$-generated space. The following lemma can be found in [5].

Lemma 2.1. Let $X$ be a $C$-generated space.

(i) The topology of $O_C X$ is finer than the Scott topology.
(ii) The topology of $O_C X$ coincides with the Scott topology if $C$ generates all compact Hausdorff spaces.

(iii) A set $W \subseteq Z \times C X$ is open if and only if its transpose $\overline{W} : Z \rightarrow O_C X$ defined by $\overline{W}(z) = \{x \in X \mid (y, x) \in W\}$ is continuous.
(iv) A set \( W \subseteq Z \times_c X \) is open if and only if for every \( x \in X \), the set \( V_x = \{ z \in Z \mid (z, x) \in W \} \) is open and also for every Scott open set \( O \) of \( OZ \), the set \( U_O = \{ x \in X \mid V_x \in O \} \) is open.

(v) The set \( \{(U, x) \in O_C X \times_c X \mid x \in U \} \) is open in the \( C \)-product.

For a \( C \)-generated space \( X \) and an arbitrary subset \( S \) of \( X \), we denote by \( O_S \) the set \( \{ U \in O_C X \mid S \subseteq U \} \) of \( O_C X \).

**Lemma 2.2.** If \( W \) is an open set of \( Z \times_c X \), then for every subset \( S \) of \( X \), \( \bar{W}^{-1}(O_S) = \{ z \in Z \mid \{ z \} \times S \subseteq W \} \), where \( \bar{W} \) is the map defined in Lemma 2.1.

**Proof.**

\[
z \in \bar{W}^{-1}(O_S) \iff \bar{W}(z) \in O_S \\
\iff S \subseteq \bar{W}(z) \\
\iff \{ z \} \times S \subseteq W \\
\iff z \in \{ z \in Z \mid \{ z \} \times S \subseteq W \}.
\]

**Theorem 2.2.** Let \( X \) be a \( C \)-generated space. Then the following are equivalent:

(i) \( S \ll^c T \) in \( X \).

(ii) \( O_T \subseteq O_S^\circ \), where \( O_S^\circ \) is the interior of \( O_S \) in the space \( O_C X \).

**Proof.** (i)\( \Rightarrow \) (ii) Let \( U \in O_T \). By Lemma 2.1, the set \( W = \{(U, x) \in O_C X \times_c X \mid x \in U \} \) is open and \( \{U\} \times T \subseteq W \). Thus there is an open neighborhood \( O \) of \( U \), such that \( O \times S \subseteq W \), which shows that \( U \in O_S^\circ \), as desired.

(ii)\( \Rightarrow \) (i) Let \( Z \) be a \( C \)-generated space, \( W \subseteq Z \times_c X \) be an open. By assumption, \( \bar{W}^{-1}(O_T) \subseteq \bar{W}^{-1}(O_S^\circ) \), where \( \bar{W} \) is the map defined in Lemma 2.1. Thus by Lemma 2.2, \( \{ z \in Z \mid \{ z \} \times T \subseteq W \} \subseteq \{ z \in Z \mid \{ z \} \times S \subseteq W \}^\circ \), and hence by Remark 2.1, the result follows.

**Corollary 2.1.** A subset \( Q \) of a \( C \)-generated space \( X \) is \( C \)-compact if and only if the set \( \{ U \in O_C X \mid Q \subseteq U \} \) is open in the space \( O_C X \).

**Proof.** By Theorem 2.2, we have that \( Q \ll^c Q \iff O_Q \subseteq O_Q^\circ \iff O_Q = O_Q^\circ \).

**Corollary 2.2.** Every compact set is \( C \)-compact and if the class \( C \) generates all compact Hausdorff spaces, the converse holds.

**Proof.** By definition of the Scott topology a subset \( Q \) of a \( C \)-generated space \( X \) is compact if and only if the set \( \{ U \in O_C X \mid Q \subseteq U \} \) is Scott open. Thus by Lemma 2.1 and Corollary 2.1, the result follows.

### §3. Proper maps

In this section we present some properties of proper maps in \( Top_C \), in particular, we show that \( f \) is a proper map in one of the categories, core compactly generated spaces, locally compactly generated spaces, compactly generated spaces, if and only if it is a proper map in the proper category \( Top \) of topological spaces.
Proposition 3.1. If $D$ and $C$ are two productive classes of generating spaces such that $D \subseteq C$, then the inclusion functor $i : \text{Top}_D \to \text{Top}_C$ reflects proper maps.

Proof. By Theorem 1.1 part (ii), the finite products in the categories $\text{Top}_C$ and $\text{Top}_D$ coincide. Thus if $f \in \text{Top}_D$ is a proper map in $\text{Top}_C$, then it is a proper map in $\text{Top}_D$.

Remark 3.1. A map $g : A \to B$ is closed if and only if for every open set $U \subseteq A$, the set $B \setminus g(A \setminus U)$ is open. But an easy calculation shows that this set is $\{ b \in B \mid g^{-1}\{b\} \subseteq U \}$. Thus a map $g : A \to B$ is closed if and only if for every open set $U \subseteq A$, the set $\{ b \in B \mid g^{-1}\{b\} \subseteq U \}$ is open.

Theorem 3.1. A map $f : X \to Y$ is proper in $\text{Top}_C$ if and only if for every $C$-generated space $Z$ and every open set $W \subseteq Z \times_C X$, the set $\{(z, y) \in Z \times_C Y \mid \{z\} \times f^{-1}\{y\} \subseteq W\}$ is open.

Proof. By Remark 3.1, we have that $f$ is a proper map if and only if for every $C$-generated space $Z$ and every open set $W \subseteq Z \times_C X$, the set $\{(z, y) \in Z \times_C Y \mid (id_Z \times f)^{-1}\{(z, y)\} \subseteq W\}$ is open.

Definition 3.1. Let $f : X \to Y$ be a map in $\text{Top}_C$. We say that $f$ reflects relative $C$-compactness, if for arbitrary subsets $S$ and $T$ of $Y$, such that $S \ll^C T$, then $f^{-1}(S) \ll^C f^{-1}(T)$.

Theorem 3.2. If $f : X \to Y$ is a proper map in $\text{Top}_C$, then $f$ reflects relative $C$-compactness.

Proof. Let $S \ll^C T$ in $Y$, $W$ be an open subset of $Z \times_C X$, and $z \in Z$ such that, $\{z\} \times f^{-1}(T) \subseteq W$. Then by Theorem 3.1, the set $M = \{(z, y) \mid \{z\} \times f^{-1}(y) \subseteq W\}$ is open. Since $\{z\} \times T \subseteq M$, by definition of relative $C$-compactness, $V \times S \subseteq M$ for some neighborhood $V$ of $z$. Therefore $V \times f^{-1}(S) \subseteq W$, as desired.

Corollary 3.1. If $f : X \to Y$ is a proper map in $\text{Top}_C$, then:

(i) $f$ is a closed map and the set $f^{-1}(Q)$ is $C$-compact, for every $C$-compact set $Q$ of $Y$.

(ii) $f$ is a closed map and the set $f^{-1}\{y\}$ is $C$-compact, for every point $y$ in $Y$.

Proof. Since the one-point space is a $C$-generated space, so if $Z$ is the one-point space, then every proper map is closed. Singletons are compact and hence are $C$-compact, so by Theorem 3.2, the result follows.

We know that the converse of Corollary 3.1 in $\text{Top}$ holds, but we show that if the class $C$ is productive, then the converse of Corollary 3.1 in $\text{Top}_C$ holds.

Remark 3.2. Recall that the saturation of a productive $C$ is the collection $\bar{C}$ of $C$-generated spaces which are exponentiable in $\text{Top}$. A space is $C$-generated if and only if it is a quotient of a space in $\bar{C}$, see Lemma 5.3 in [7].

Lemma 3.1. Let $f : X \to Y$ be a closed map in $\text{Top}_C$, such that the set $f^{-1}\{y\}$ is $C$-compact, for every point $y$ in $Y$. Then for every $C$-generated space $Z$, which is exponentiable in $\text{Top}$ and every open set $W \subseteq Z \times_C X$, the set $\{(z, y) \in Z \times_C Y \mid \{z\} \times f^{-1}\{y\} \subseteq W\}$ is open.

Proof. Let $Z \in \text{Top}_C$ be an exponentiable space and $W \subseteq Z \times_C X$ be open and assume that $M = \{(z, y) \in Z \times_C Y \mid \{z\} \times f^{-1}(y) \subseteq W\}$. By Remark 2.1, the set $V_y = \{z \in Z \mid (z, y) \in M\} = \{z \in Z \mid \{z\} \times f^{-1}(y) \subseteq W\}$ is open, for every $y$ in $Y$. To show that $M$ is open, let $O$ be a Scott open set of $OZ$. By Lemma 2.1 part (iv), it suffices to show that the set $U_O = \{y \in Y \mid V_y \subseteq O\}$ is open. Let $y_0 \in Y$ be such that $V_{y_0} \subseteq O$. Since $Z$ is exponentiable,
for every \( z \in V_{y_0} \), there is an open neighborhood \( U_z \) of \( z \) such that \( U_z \ll V_{y_0} \). By definition of the Scott topology, there is a finite set \( I \) of \( V_{y_0} \), such that \( \bigcup_{z \in I} U_z \in O \). Suppose that \( O_z = \{ V \in \mathcal{O} \mid U_z \ll V \} \). By Remark 3.1, the set \( G = \{ y \in Y \mid f^{-1}(y) \subseteq \bigcap_{z \in I} W^{-1}(O_z) \} \) is an open neighborhood of \( y_0 \), where \( W \) is the map defined in Lemma 2.1. Now we show that \( G \subseteq U_O \). Let \( y \in G \). Then for every \( x \in f^{-1}(y) \) and every \( z \in I, U_z \ll W(x) \), and hence \( \bigcup_{z \in I} U_z \subseteq \bigcap_{z \in f^{-1}(y)} W(x) = V_y \). Therefore \( V_y \in O \), as desired.

**Theorem 3.3.** Let \( f : X \to Y \) be a map in \( \text{Top}_C \). If the class \( C \) is productive, then the following are equivalent:

(i) \( f \) is a proper map in \( \text{Top}_C \).

(ii) For every \( C \)-generated space \( Z \) and every open set \( W \subseteq Z \times_C X \), the set \( \{(z, y) \in Z \times_C Y \mid \{z\} \times f^{-1}\{y\} \subseteq W\} \) is open.

(iii) \( f \) is a closed map and the set \( f^{-1}(Q) \) is \( C \)-compact, for every \( C \)-compact set \( Q \) of \( Y \).

(iv) \( f \) is a closed map and the set \( f^{-1}(y) \) is \( C \)-compact, for every point \( y \in Y \).

**Proof.** By Theorem 3.1 and Corollary 3.1, (i)\( \Rightarrow \) (ii)\( \Rightarrow \) (iii)\( \Rightarrow \) (iv).

(iv)\( \Rightarrow \) (ii) Let \( Z \in \text{Top}_C \) and \( W \subseteq Z \times X \) be an open subset and assume that \( M = \{(z, y) \in Z \times C Y \mid \{z\} \times f^{-1}\{y\} \subseteq W\} \). By Remark 3.2, there is a quotient map \( q : C \to Z \), with \( C \subseteq \bar{C} \). By Lemma 3.1, the set \( G = \{(c, y) \in C \times_C Y \mid \{c\} \times f^{-1}\{y\} \subseteq (q \times \text{id}_X)^{-1}(W)\} \) is open. But an easy calculation shows that \( G = (q \times \text{id}_Y)^{-1}(M) \), by Theorem 1.1 part (iii), \( q \times \text{id}_Y \) is a quotient map, and hence the set \( M \) is open, as desired.

**Corollary 3.2.** (i) If the class \( C \) generates all compact Hausdorff spaces, then the inclusion functor \( i : \text{Top}_C \to \text{Top} \) preserves proper maps.

(ii) If the class \( C \) is productive, then the inclusion functor \( i : \text{Top}_C \to \text{Top} \) reflects proper maps.

**Proof.** (i) Let \( f \in \text{Top}_C \) be a proper map. Then by Corollary 3.1, \( f \) is closed and the set \( f^{-1}(y) \) is \( C \)-compact, for every point \( y \in Y \). By Corollary 2.2, every \( C \)-compact set is compact, so \( f \) is a proper map in \( \text{Top} \).

(ii) By Corollary 2.2 and Theorem 3.3, the result follows.

**Corollary 3.3.** Since every compact Hausdorff space is locally compact and every locally compact space is core compact, therefore by Corollary 3.2, \( f \) is a proper map in one of the categories, core compactly generated spaces, locally compactly generated spaces, compactly generated spaces, if and only if it is a proper map in the category \( \text{Top} \) of all topological spaces.
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