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Abstract: One of the most significant competitive strategies for organizations is sustainable supply chain management (SSCM). The vital part in the administration of a sustainable supply chain is the sustainable supplier selection, which is a multi-criteria decision-making issue, including many conflicting criteria. The valuation and selection of sustainable suppliers are difficult problems due to vague, inconsistent and imprecise knowledge of decision makers. In the literature on supply chain management for measuring green performance, the requirement for methodological analysis of how sustainable variables affect each other, and how to consider vague, imprecise and inconsistent knowledge, is still unresolved. This research provides an incorporated multi-criteria decision-making procedure for sustainable supplier selection problems (SSSPs). An integrated framework is presented via interval-valued neutrosophic sets to deal with vague, imprecise and inconsistent information that exists usually in real world. The analytic network process (ANP) is employed to calculate weights of selected criteria by considering their interdependencies. For ranking alternatives and avoiding additional comparisons of analytic network processes, the technique for order preference by similarity to ideal solution (TOPSIS) is used. The proposed framework is turned to account for analyzing and selecting the optimal supplier. An actual case study of a dairy company in Egypt is examined within the proposed framework. Comparison with other existing methods is implemented to confirm the effectiveness and efficiency of the proposed approach.
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1. Introduction

The major priority for decision makers and managers in many fields such as agriculture, tourism, business development or manufacturing is the management of environmental and social issues, and the emergency to address them with the economic factors [1]. The sustainability is the synthesis of social, environmental and economic development [2]. The sustainability applies to all pertinent supply chain sides in supply chain management [3]. In sustainable supply chain management, managers seek to enhance the economic realization of their organization not only to survive, but also to succeed in close and distant future. The social and environmental activities that can enhance economic goals of organizations should be undertaken by managers in sustainable supply chain management [4]. Selecting the sustainable suppliers is very significant when designing new strategies and models in the case of lack of available knowledge and resources. Thus, the most important part in sustainable supply chain management is to construct and implement an effective and efficient supplier section process [5]. The supplier selection problems, combining social and
environmental factors for estimating and ranking suppliers to select the best, can be regarded as a sustainable supplier selection problems (SSSPs). The selection process of sustainable suppliers involves several conflicting criteria. The evaluation and selection of suppliers is very difficult due to vague, inconsistent and imprecise knowledge of decision makers. In order to deal with vague information, Zadeh introduced the theory of fuzzy sets in 1965 [6]. It is difficult to identify the truth-membership degree of a fuzzy set to a specific value. Therefore, Turksen introduced interval-valued fuzzy sets in 1986 [7]. Because fuzzy set only considers the truth-membership (membership) degree and fails to consider falsity-membership (non-membership) degree, Atanassov introduced intuitionistic fuzzy sets [8]. Moreover, intuitionistic fuzzy sets were expanded to interval-valued intuitionistic fuzzy sets [9]. The intuitionistic fuzzy sets have been exercised to disband multi-criteria decision-making problems [10–12]. The fuzzy and intuitionistic fuzzy sets fail to treat all types of uncertainties such as indeterminacy and inconsistency that exist usually in natural decision-making processes. For instance, when a decision maker gives his/her judgment toward anything, he/she may say that: this statement is 50% correct, 60% false and 20% I am not sure [13]. From this concept, Smarandache suggested the neutrosophic logic, probability and sets [14–16]. In neutrosophy, the indeterminacy degree is independent of truth and falsity degrees [17]. To facilitate the practical side of neutrosophic sets, a single-valued neutrosophic set (SVNS) was presented [13,18]. In real life problems, the statement could not be accurately defined by a certain degree of truth, indeterminacy and falsity, but indicated by various interval values. Therefore, interval neutrosophic set (INS) was conceptualized. The interval neutrosophic set (INS) was introduced by Wang et al. [19]. The authors in [17] used interval-valued neutrosophic set to present multi-criteria decision-making (MCDM) problems using aggregation operators. The neutrosophic linguistic environment was used by Broumi and Smarandache [20] to deal with multi-criteria decision-making problems. Zhang et al. [21] introduced an outranking technique to solve MCDM problems by using an interval-valued neutrosophic set. However, the current literature did not advance the integration of ANP and TOPSIS using INS for solving sustainable supplier selection problems. Consequently, we are the first to use an interval-valued neutrosophic set for representing a group ANP-TOPSIS framework for sustainable supplier selection.

1.1. Research Contribution

Our contribution can be summed up as follows:

• The sustainable supplier selection is a multi-criteria decision-making issue including many conflicting criteria. The valuation and selection of sustainable suppliers is a difficult problem due to vague, inconsistent and imprecise knowledge of decision makers. The literature on supply chain management for measuring green performance, the requirement for methodological analysis of how sustainable variables affect each other and of how to consider vague, imprecise and inconsistent knowledge is somehow inconclusive, but these drawbacks have been treated in our research.

• In most cases, the truth, falsity and indeterminacy degrees cannot be defined precisely in the real selection of sustainable suppliers, but denoted by several possible interval values. Therefore, we presented ANP TOPSIS, and combined them with interval-valued neutrosophic sets to select sustainable suppliers for the first time.

• The integrated framework leads to accurate decisions due to the way it treats uncertainty. The sustainable criteria for selecting suppliers are determined from the cited literature and the features of organizations under analysis. Then, the decision makers gather data and information.

• We select ANP and TOPSIS for solving sustainable supplier selection problems for the following reasons:
  - Since the independent concept of criteria is not constantly right and in actual life, there exist criteria dependent on each other, and we used ANP for precise weighting of criteria.
- The ANP needs many pairwise comparison matrices based on numerals and interdependence of criteria and alternatives, and, to escape this drawback, the TOPSIS was used to rank alternatives.
- The main problem of sustainable supplier selection problems is how to design and implement a flexible model for evaluating all available suppliers; since it considers the uncertainty that usually exists in real life, our model is the best.
- The proposed framework is used to study the case of a dairy and foodstuff company in Egypt, and can be employed to solve any sustainable supplier selection problem of any other company.
- Comparison with other existing methods, which are popular and attractive, was presented to validate our model.

The plan of this research is as follows: a literature review on the multi-criteria decision-making techniques to disband sustainable supplier selection problems is presented in Section 2. The basic concepts and definitions of interval-valued neutrosophic sets and its operations are discussed in Section 3. The ANP and TOPSIS methods are described in Section 4. The proposed framework for selecting optimal suppliers is presented in Section 5. An actual case study of a dairy and foodstuff company in Egypt is examined in Section 6. The conclusion and future directions are presented in Section 7.

2. Literature Review

Many research works intensify a supplier selection problem using various MCDM methods. For listing the optimal supplier under environmental factors, Govindan et al. [22] proposed a fuzzy TOPSIS framework. For evaluating sustainable suppliers’ performance in a supply chain, Erol et al. [23] validated a multi-criteria setting based on fuzzy multi-attribute utility. The fuzzy inference system, the fuzzy logic and ranking method are used to address the subjectivity of DM estimation.

To handle sustainable supplier selection in a group decision environment, Wen et al. [24] proposed a fuzzy intuitionistic TOPSIS model. To analyze sustainability criteria and select the optimal sustainable supplier, Orji and Wei [25] used fuzzy logic, decision-making trial and evaluation laboratory (DEMATEL) and TOPSIS.

To bridge the gap between numerous existing research works on supplier selection and others who depend on environmental issues, Shaw et al. [26] were the first to employ AHP in fuzzy environment for green supplier selection. The fuzzy ANP and multi-person decision-making schema through imperfect preference relations are used by Buyukozkan and Cifci [27].

The requirements of company stakeholders are translated into multiple criteria for supplier selection by Ho et al. [28] by using a QFD approach. A family group decision-making model was developed by Dursun and Karsak [29] by using a QFD method to determine the characteristics that a product must hold to achieve customer needs and construct the assessment criteria for suppliers. A two-stage structure including data envelopment analysis (DEA) and rough set theory was proposed by Bai and Sarkis [30] to determine and evaluate relative performance of suppliers.

To rank sustainable suppliers, Kumar et al. [31] proposed a unified green DEA model. A fuzzy DEA model was used by Azadi et al. [32] to measure the efficiency, effectiveness and productivity of sustainable suppliers. To optimize supplier selection processes, numerous models have been integrated. The integrated analytic frameworks were combined through the recent research: ANP and/or AHP integrated with QFD by many researchers [33–38]. The DEMATEL was integrated with fuzzy ANP and TOPSIS as in [39]. Kumaraswamy et al. [40] integrated QFD with TOPSIS.

The integration of a fuzzy Delphi approach, ANP and TOPSIS were proposed by Chung et al. [41] for supplier selection. A review of multi-attribute decision-making techniques for evaluating and selecting suppliers in fuzzy environment is presented in [42]. In addition, the ANP was integrated with intuitionistic fuzzy TOPSIS by Rouyendegh [43] for selecting an optimal supplier. Tavana et al. [44] integrated ANP with QFD for sustainable supplier selection.

A neutrosophic group decision-making technique based on TOPSIS was proposed by Şahin and Yiğider for a supplier selection problem [45]. A hybrid multi-criteria group decision-making
technique based on interval-valued neutrosophic sets was proposed by Reddy et al. [46] for lean supplier selection. An extended version of EDAS using an interval valued neutrosophic set for a supplier selection problem is presented in [47]. A quality function deployment technique for supplier selection and evaluation based on an interval neutrosophic set is presented in [48]. To develop supplier selection criteria, the DEMATEL technique is presented in neutrosophic environment, as in [49].

The main criteria for supplier selection problems have been identified in many studies. The economic factors, which were considered in traditional supplier selection methods, are as follows:

- Cost,
- Quality,
- Flexibility,
- Technology capability.

There exist environmental factors for sustainable supplier selection as follows:

- Defilement production,
- Resource exhaustion,
- Eco-design and environmental administration.

The critical aspects of selecting green sustainable factors of supply chain design were provided by Dey and Ho [38] in a review of the recent research development.

3. Preliminaries

The significant definitions of interval-valued neutrosophic sets and its operations are presented in this section.

3.1. Interval-Valued Neutrosophic Sets (INS)

The interval-valued neutrosophic set \( V \) in \( X \) is described by truth \( T_V(x) \), indeterminacy \( I_V(x) \) and falsity \( F_V(x) \) membership degrees for each \( x \in X \). Here, \( T_V(x) = [T^L_V(x), T^U_V(x)] \subseteq [0, 1] \), \( I_V(x) = [I^L_V(x), I^U_V(x)] \subseteq [0, 1] \) and \( F_V(x) = [F^L_V(x), F^U_V(x)] \subseteq [0, 1] \). Then, we can write interval-valued neutrosophic set as \( V = [T^L_V(x), T^U_V(x)], [I^L_V(x), I^U_V(x)], [F^L_V(x), F^U_V(x)] \). The INS is a neutrosophic set.

3.2. The Related Operations of Interval-Valued Neutrosophic Sets

- Addition

Let \( A_1, A_2 \) be two INSs, where

\[
A_1 = [T^L_{A_1}, T^U_{A_1}, I^L_{A_1}, I^U_{A_1}, F^L_{A_1}, F^U_{A_1}],
\]

\[
A_2 = [T^L_{A_2}, T^U_{A_2}, I^L_{A_2}, I^U_{A_2}, F^L_{A_2}, F^U_{A_2}].
\]

Then, \( A_1 + A_2 = [T^L_{A_1} + T^L_{A_2}, T^U_{A_1} + T^U_{A_2}, I^L_{A_1} + I^L_{A_2}, I^U_{A_1} + I^U_{A_2}, F^L_{A_1} + F^L_{A_2}, F^U_{A_1} + F^U_{A_2}] \).

- Subset

\( A_1 \subseteq A_2 \) if and only if \( T^L_{A_1} \leq T^L_{A_2}, T^U_{A_1} \leq T^U_{A_2}, I^L_{A_1} \geq I^L_{A_2}, I^U_{A_1} \geq I^U_{A_2}, F^L_{A_1} \geq F^L_{A_2}, F^U_{A_1} \geq F^U_{A_2} \).

- Equality

\( A_1 = A_2 \) if and only if \( A_1 \subseteq A_2 \) and \( A_2 \subseteq A_1 \).

- Complement

Let \( V = [T^L_V(x), T^U_V(x), I^L_V(x), I^U_V(x), F^L_V(x), F^U_V(x)] \), then

\( V^c = [F^L_V(x), F^U_V(x), 1 - I^L_V(x), 1 - I^U_V(x), T^L_V(x), T^U_V(x)] \).

- Multiplication

\[
A_1 \times A_2 = [T^L_{A_1} T^L_{A_2}, T^U_{A_1} T^U_{A_2}, I^L_{A_1} I^L_{A_2}, I^U_{A_1} I^U_{A_2}, F^L_{A_1} F^L_{A_2}, F^U_{A_1} F^U_{A_2}] \].
\]
• Subtraction
\[ A_1 - A_2 = \langle T_{A_1}^U - T_{A_2}^U, T_{A_1}^L - T_{A_2}^L, \max(I_{A_1}^L, I_{A_2}^L), \max(I_{A_1}^U, I_{A_2}^U), [F_{A_1}^U - F_{A_2}^U, F_{A_1}^L - F_{A_2}^L] >. \]

• Multiplication by a constant value
\[ \lambda A_1 = \langle [1 - (1 - T_{A_1}^L)\lambda, 1 - (1 - T_{A_1}^U)\lambda], (I_{A_1}^L)\lambda, (I_{A_1}^U)\lambda, (F_{A_1}^L)\lambda, (F_{A_1}^U)\lambda >, \]
where \( \lambda > 0 \).

• Addition
Let \( A_1, A_2 \) two INSs where
\[ A_1 = \langle T_{A_1}, T_{A_1}, I_{A_1}, I_{A_1}, [F_{A_1}^L, F_{A_1}^U] >, A_2 = \langle T_{A_2}, T_{A_2}, I_{A_2}, I_{A_2}, [F_{A_2}^L, F_{A_2}^U] > \text{ then } A_1 + A_2 = \langle T_{A_1} + T_{A_2}, T_{A_1} + T_{A_2}, I_{A_1} + I_{A_2}, I_{A_1} + I_{A_2}, [F_{A_1}^L + F_{A_2}^L, F_{A_1}^U + F_{A_2}^U] >.
\]

• Subset
\( A_1 \subseteq A_2 \) if and only if \( T_{A_1} \leq T_{A_2}, I_{A_1} \leq I_{A_2}, I_{A_1} \geq I_{A_2}, F_{A_1} \geq F_{A_2} \).

• Equality
\( A_1 = A_2 \) if and only if \( A_1 \subseteq A_2 \) and \( A_2 \subseteq A_1 \).

• Complement
Let \( V = \langle [T^U_V(x), T^L_V(x)], [I^U_V(x), I^L_V(x)], [F^U_V(x), F^L_V(x)] > \),
then \( V^c = \langle [F^U_V(x), F^L_V(x)], [1 - I^U_V(x), 1 - I^L_V(x)], [T^U_V(x), T^L_V(x)] > \).

• Multiplication
\[ A_1 \times A_2 = \langle T_{A_1}T_{A_2}, T_{A_1}T_{A_2}, I_{A_1}I_{A_2}, I_{A_1}I_{A_2}, [F_{A_1}^L + F_{A_2}^L, F_{A_1}^U + F_{A_2}^U] >. \]

• Subtraction
\[ A_1 - A_2 = \langle T_{A_1} - T_{A_2}, T_{A_1} - T_{A_2}, \max(I_{A_1}^L, I_{A_2}^L), \max(I_{A_1}^U, I_{A_2}^U), [F_{A_1}^U - F_{A_2}^U, F_{A_1}^L - F_{A_2}^L] >. \]

• Multiplication by a constant value
\[ \lambda A_1 = \langle [1 - (1 - T_{A_1}^L)\lambda, 1 - (1 - T_{A_1}^U)\lambda], (I_{A_1}^L)\lambda, (I_{A_1}^U)\lambda, (F_{A_1}^L)\lambda, (F_{A_1}^U)\lambda >, \]
where \( \lambda > 0 \).

3.3. Weighted Average for Interval-Valued Neutrosophic Numbers (INN)

Let \( y_j = \langle [T^U_j, T^L_j], [I^U_j, I^L_j], [F^U_j, F^L_j] > \) be a group of interval-valued neutrosophic numbers, \( j = 1, 2, \ldots, n \) is the number of decision makers. The weighted arithmetic average of interval-valued neutrosophic number
\[
\text{INNWAA} (y_1, y_2, \ldots, y_n) = \sum_{k=1}^{n} w_k y_j = \left[1 - \prod_{k=1}^{n} (1 - T^U_j)^{w_k}, 1 - \prod_{k=1}^{n} (1 - T^L_j)^{w_k}, \prod_{k=1}^{n} (I^L_j)^{w_k}, \prod_{k=1}^{n} (I^U_j)^{w_k}, \prod_{k=1}^{n} (F^L_j)^{w_k}, \prod_{k=1}^{n} (F^U_j)^{w_k}\right],
\]
where \( w_k \) is the decision maker’s weight vector.
\[
< \left[ 1 - \prod_{k=1}^{n} (1 - T_{ij}^{l_k})^{w_k}, 1 - \prod_{k=1}^{n} (1 - T_{ij}^{u_k})^{w_k} \right], \prod_{k=1}^{n} (1 - T_{ij}^{l_k})^{w_k}, \prod_{k=1}^{n} (1 - T_{ij}^{u_k})^{w_k}, \prod_{k=1}^{n} (F_{ij}^{l_k})^{w_k}, \prod_{k=1}^{n} (F_{ij}^{u_k})^{w_k} > \quad (1), \text{ where } w_k \text{ is the decision maker's weight vector.}
\]

3.4. INS Denutrosophication Function

The denutrosophication function converts each interval-valued neutrosophic number into crisp number. Let \( A = \left[ T_{ij}^{l_k}, T_{ij}^{u_k}, I_{ij}^{l_k}, I_{ij}^{u_k}, F_{ij}^{l_k}, F_{ij}^{u_k} \right] \) be an interval-valued neutrosophic number, then the denutrosophication function \( D(A) \) will be defined by

\[
D(A) = 10^{\frac{2 + (T_{ij}^{u_k} - I_{ij}^{u_k}) - 2(I_{ij}^{u_k} - I_{ij}^{l_k}) - (F_{ij}^{u_k} - F_{ij}^{l_k})}{4}}, \quad (2)
\]

1.2 Ranking Method for Interval-Valued Neutrosophic Numbers

Let \( A_1, A_2 \) be interval-valued neutrosophic numbers, then,

- if \( D(A_1) \) greater than \( D(A_2) \), then \( A_1 > A_2 \);
- if \( D(A_1) \) less than \( D(A_2) \), then \( A_1 < A_2 \);
- if \( D(A_1) \) equals \( D(A_2) \), then \( A_1 = A_2 \).

4. The ANP and TOPSIS Methods

In this section, we present an overview of the two techniques used in our proposed research.

4.1. The Analytic Network Process (ANP)

The ANP is a development of analytic hierarchy process (AHP), and it was advanced by Saaty in 1996 for considering dependency and feedback among decision-making problem’s elements. The ANP structures the problem as a network, not as hierarchies as with the AHP. In the analytic hierarchy process, it is assumed that the alternatives depend on criteria and criteria depend on goal. Therefore, in AHP, the criteria do not depend on alternatives, criteria do not affect (depend on) each other, and alternatives do not depend on each other. Nevertheless, in the analytic network process, the dependencies between decision-making elements are allowed. The differences between ANP and AHP are presented with the structural graph in Figure 1. The upper side of Figure 1 shows the hierarchy of AHP in which elements from the lower level have an influence on the higher level or, in other words, the upper level depends on the lower level. However, in the lower side of Figure 1, which shows the network model of ANP, we have a cluster network, and there exists some dependencies between them. The dependencies may be inner-dependencies when the cluster influence itself or may be outer-dependencies when cluster depends on another one. The complex decision-making problem in real life may contain dependencies between problem’s elements, but AHP does not consider them, so it may lead to less optimal decisions, and ANP is more appropriate.

The general steps of ANP [50]:

1. The decision-making problem should be structured as a network that consists of a main objective, criteria for achieving this objective and can be divided to sub-criteria, and finally all available alternatives. The feedback among network elements should be considered here.
2. To calculate criteria’s and alternatives’ weights, the comparisons matrices should be constructed utilizing the 1–9 scale of Saaty. After then, we should check the consistency ratio of these matrices, and it must be \( \leq 0.1 \) for each comparison matrix. The comparison matrix’s eigenvector should be calculated after that by summing up the columns of comparison matrix.
A new matrix is constructed by dividing each value in a column by the summation of that column, and then taking the average of new matrix rows. For more information, see [51]. The ANP comparison matrices may be constructed for comparing:
• Criteria with respect to goal,
• Sub-criteria with respect to criterion from the same cluster,
• Alternatives with respect to each criterion,
• Criteria that belong to the same cluster with respect to each alternative.

3. Use the eigenvectors calculated in the previous step for constructing the super-matrix columns. For obtaining a weighted super-matrix, a normalization process must be established. Then, raise the weighted matrix to a larger power until the raw values will be equal to each column values of super-matrix for obtaining the limiting matrix.

4 Finally, choose the best alternative by depending on weight values.

![Diagram](image1.png)

(a) The AHP hierarchy.

![Diagram](image2.png)

(b) The ANP network.

**Figure 1.** The structural difference between hierarchy and network model.

### 4.2. The TOPSIS Technique

The technique for order preference by similarity to ideal solution (TOPSIS) is proposed by Hwang and Yoon for aiding decision makers in determining positive ($A^+$) and negative ($A^-$) ideal solutions [52]. The chosen alternative is the one with the least distance from the positive ideal solution and the greatest distance from the negative ideal solution. The TOPSIS steps summarized as follows:

1. The decision makers should construct the evaluation matrix that consists of $m$ alternatives and $n$ criteria. The intersection of each alternative and criterion is denoted as $x_{ij}$, and then we have $(x_{ij})_{m \times n}$ matrix.
2. Use the following equation for obtaining the normalized evaluation matrix:

$$r_{ij} = \frac{x_{ij}}{\sqrt{\sum_{i=1}^{m} x_{ij}^2}}; \quad i = 1, 2, \ldots, m; \quad j = 1, 2, \ldots, n.$$  

(3)

3. Structure the weighted matrix through multiplying criteria’s weights $w_j$ by the normalized decision matrix $r_{ij}$ as follows:
4. Calculate the positive $A^+$ and negative ideal solution $A^-$ using the following:

$$A^+ = \{ \min(v_{ij} | i = 1, 2, ..., m) | j \in J^+ \},$$

$$A^- = \{ \max(v_{ij} | i = 1, 2, ..., m) | j \in J^- \},$$

where $J^+$ associated with the criteria that have a beneficial influence and $J^-$ associated with the criteria that have a non-beneficial influence.

5. Calculate the Euclidean distance among positive ($d_i^+$) and negative ideal solution ($d_i^-$) as follows:

$$d_i^+ = \sqrt{\sum_{j=1}^{n} (v_{ij} - v_{ij}^+)^2} \quad i = 1, 2, ..., m,$$

$$d_i^- = \sqrt{\sum_{j=1}^{n} (v_{ij} - v_{ij}^-)^2} \quad i = 1, 2, ..., m.$$

6. Calculate the relative closeness to the ideal solution and make the final ranking of alternatives $c_i = \frac{d_i^-}{d_i^+ + d_i^-}$ for $i = 1, 2, ..., m$, and based on the largest $c_i$ value, begin to rank alternatives. \(9\)

7. According to your rank of alternatives, take your final decision.

5. The Proposed Framework

The steps of the proposed interval-valued neutrosophic ANP-TOPSIS framework are presented with details in this section.

The proposed framework consists of four phases, which contains a number of steps as follows:

**Phase 1:** For better understanding of a complex problem, we must firstly breakdown it.

Step 1.1. Select a group of experts to share in making decisions. If we select $n$ experts, then we have the panel $=[e_1, e_2, ..., e_n]$.

Step 1.2. Use the literature review to determine problem’s criteria and ask experts for confirming these criteria.

Step 1.3. Determine the alternatives of the problem.

Step 1.4. Begin to structure the hierarchy of the problem.

In an analytic hierarchy process, it is assumed that the alternatives depend on criteria, criteria affects goal, and in real complex problems, there likely is a dependency between a problem’s elements. In order to overcome this drawback of AHP, we utilized ANP for solving the problem. Figure 2 presents a sample of an ANP network.

**Phase 2:** Calculate the weight of problem’s elements as follows:

Step 2.1. The interval-valued comparison matrices should be constructed according to each expert and then aggregate experts’ matrices by using Equation (1).

In this step, we compare criteria according to overall goals, sub-criteria according to criteria, and alternatives according to criteria. In addition, the interdependencies among problem’s elements must be pair-wisely compared. The 9-point scale of Saaty [53] was used to represent comparisons in traditional ANP.

In our research, we used the interval-valued neutrosophic numbers for clarifying pair-wise comparisons as presented in Table 1, and these values returned to authors’ opinions. When comparing alternative 1 with alternative 2, and the first alternative was “Very strongly significant” than second one, then the truth degree is high and indeterminacy degree is very small because the term “Very strongly important” means that the decision makers are very confident of comparison

$$v_{ij} = w_j \times r_{ij}.$$
results in a large percentage. Therefore, we represented this linguistic term using interval-neutrosophic number equals [(0.8, 0.9), [0.0, 0.1], [0.0, 0.1)], as it appears in Table 1. All other values in Table 1 were scaled with the same approach.

Step 2.2. Use the de-neutrosophication function for transforming the interval-valued neutrosophic numbers to crisp numbers as in Equation (2).
Step 2.3. Use super decision software, which is available here (http://www.superdecisions.com/downloads/) to check the consistency of comparison matrices.
Step 2.4. Calculate the eigenvectors for determining weight that will be used in building a super-matrix.
Step 2.5. The super-matrix of interdependencies should be constructed after then.
Step 2.6. Multiply the local weight, which was obtained from experts’ comparison matrices of criteria according to goal, by the weight of interdependence matrix of criteria for calculating global weight of criteria. In addition, calculate the global weights of sub-criteria by multiplying its local weight by the inner interdependent weight of the criterion to which it belongs.

**Table 1.** The interval-valued neutrosophic scale for comparison matrix.

<table>
<thead>
<tr>
<th>Linguistic Variables</th>
<th>Interval-Valued Neutrosophic Numbers for Relative Importance &lt;T,I,F&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evenly significant</td>
<td>([0.5,0.5], [0.5,0.5], [0.5,0.5])</td>
</tr>
<tr>
<td>Low significant</td>
<td>([0.4,0.5], [0.1,0.2], [0.2,0.3])</td>
</tr>
<tr>
<td>Basically important</td>
<td>([0.6,0.7], [0.0,0.1], [0.0,0.1])</td>
</tr>
<tr>
<td>Very strongly significant</td>
<td>([0.8,0.9], [0.0,0.1], [0.0,0.1])</td>
</tr>
<tr>
<td>Absolutely significant</td>
<td>([1,1], [0.0,0.1], [0.0,0.0])</td>
</tr>
<tr>
<td>Intermediate values</td>
<td>([0.3,0.4], [0.1,0.2], [0.6,0.7]),</td>
</tr>
<tr>
<td></td>
<td>([0.6,0.7], [0.1,0.2], [0.0,0.1]),</td>
</tr>
<tr>
<td></td>
<td>([0.7,0.8], [0.0,0.1], [0.0,0.1]),</td>
</tr>
<tr>
<td></td>
<td>([0.9,1], [0.0,0.1], [0.0,0.1]).</td>
</tr>
</tbody>
</table>

**Figure 2.** An example of ANP interdependencies.

**Phase 3:** Rank alternatives of problems.

Step 3.1. Make the evaluation matrix, and then a normalization process must be performed for obtaining the normalized evaluation matrix using Equation (3).
Step 3.2. Multiply criteria’s weights, which was obtained from ANP by the normalized evaluation matrix as in Equation (4) to construct the weighted matrix.
Step 3.4. Determine positive and negative ideal solutions using Equations (5) and (6).
Step 3.5. Calculate the Euclidean distance between positive solution (\(d^+_i\)) and negative ideal solution (\(d^-_i\)) using Equations (7) and (8).
Step 3.6. Make the final ranking of alternatives based on closeness coefficient.
Phase 4: Compare the proposed method with other existing methods for validating it. The framework of the suggested method is presented in Figure 3.

![Diagram](image)

**Figure 3.** The framework's proposed phases.

6. The Case Study: Results and Analysis

The proposed framework has been applied to a real sustainable supplier selection problem, and the results are analyzed in this section.

An Egyptian dairy and foodstuff corporation was founded in 1999 and is based in 10th of Ramadan City, Egypt. The corporation's products include cream and skimmed milk, flavored milk, juice nectars, junior milk and juices, and tomato paste. The procurement department of the corporation is responsible for providing the required raw materials with the lowest possible cost, and purchasing corporation's required equipment. The types of equipment are material-handling, laboratory, technical parts and machinery. The procurement department supplies packaging pure materials, pure materials and manufacturing technology. The dairy and foodstuff corporation must evaluate available suppliers and their sustainability to improve their productivity and be more competitive. Therefore, improving a system to assess and identify the superior suppliers is a significant component of this corporation's objectives. The corporation consulted the executive manager and asked three experts to help in gathering required information for this study. The experts are in marketing, manufacturing and strategy with more than five years of experience. There are four suppliers, denoted in this study by $A_1 \ldots A_4$.

Phase 1: Breakdown the complex problem for understanding it better.
The criteria and available suppliers which are relevant to our case study are identified from the literature review. The experts vote to confirm the information. The criteria, sub-criteria and available suppliers are presented in Figure 4. In order to determine how criteria and sub-criteria influence each other and correlate, for being able to apply the ANP and weighting them, we interviewed the experts.

**Phase 2:** Calculate the weights of problem elements.

The verdicts of experts were applied through using the interval-valued neutrosophic numbers in Table 1. We used interval-valued neutrosophic numbers because they are more realistic and accurate than crisp values, and can deal efficiently and effectively with vague and inconsistent information.

Let experts express their judgments by constructing the pairwise comparison matrices using the presented scale in Table 1—after that, aggregate comparison matrices using Equation (1). The aggregated comparison matrices of experts are presented in Tables 2–11.

![Hierarchy for dairy and foodstuff corporation to select the optimal supplier.](image-url)
Table 2. The pairwise comparison matrix of criteria with respect to goal.

<table>
<thead>
<tr>
<th>Goal</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.3,0.4], [0.1,0.2], [0.6,0.7]</td>
<td>[0.7,0.8], [0.0,0.1], [0.0,0.1]</td>
</tr>
<tr>
<td>$C_2$</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.6,0.7], [0.1,0.2], [0.0,0.1]</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
</tr>
<tr>
<td>$C_3$</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.7,0.8], [0.0,0.1], [0.0,0.1]</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
</tr>
</tbody>
</table>

By using the deneutrosophication function through Equation (2), we will obtain the crisp matrix of comparison as in Table 3.

Table 3. The equivalent crisp matrix of criteria with respect to goal.

<table>
<thead>
<tr>
<th>Goal</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>0.59</td>
</tr>
<tr>
<td>$C_2$</td>
<td>0.5</td>
<td>1</td>
<td>4</td>
<td>0.32</td>
</tr>
<tr>
<td>$C_3$</td>
<td>0.17</td>
<td>0.25</td>
<td>1</td>
<td>0.09</td>
</tr>
</tbody>
</table>

By checking consistency of the previous matrix using super decision software, we noted that the matrix is consistent with consistency ratio (CR) = 1%.

The inner interdependency of main criteria according to $C_1$ is presented in Table 4.

Table 4. Internal interdependencies of criteria with respect to $C_1$.

<table>
<thead>
<tr>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_2$</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.7,0.8], [0.0,0.1], [0.0,0.1]</td>
</tr>
<tr>
<td>$C_3$</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
</tr>
</tbody>
</table>

Table 5. The crisp interdependencies values of factors with respect to $C_1$.

<table>
<thead>
<tr>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_2$</td>
<td>1</td>
<td>6</td>
<td>0.86</td>
</tr>
<tr>
<td>$C_3$</td>
<td>0.17</td>
<td>1</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 6. Internal interdependencies of criteria with respect to $C_2$.

<table>
<thead>
<tr>
<th>$C_2$</th>
<th>$C_1$</th>
<th>$C_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.6,0.7], [0.1,0.2], [0.0,0.1]</td>
</tr>
<tr>
<td>$C_3$</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
</tr>
</tbody>
</table>

Table 7. The crisp interdependencies values of factors with respect to $C_2$.

<table>
<thead>
<tr>
<th>$C_2$</th>
<th>$C_1$</th>
<th>$C_3$</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>1</td>
<td>4</td>
<td>0.8</td>
</tr>
<tr>
<td>$C_3$</td>
<td>0.25</td>
<td>1</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 8. Internal interdependencies of criteria with respect to $C_3$.

<table>
<thead>
<tr>
<th>$C_3$</th>
<th>$C_1$</th>
<th>$C_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[1], [0.0,0.1], [0.0,0.0]</td>
</tr>
<tr>
<td>$C_2$</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
</tr>
</tbody>
</table>

Table 9. The crisp interdependencies values of factors with respect to $C_3$.

<table>
<thead>
<tr>
<th>$C_3$</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>1</td>
<td>9</td>
<td>0.9</td>
</tr>
<tr>
<td>$C_2$</td>
<td>0.11</td>
<td>1</td>
<td>0.1</td>
</tr>
</tbody>
</table>
Table 10. The relative impact of decision criteria.

<table>
<thead>
<tr>
<th></th>
<th>C₁</th>
<th>C₂</th>
<th>C₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₁</td>
<td>1</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td>C₂</td>
<td>0.86</td>
<td>1</td>
<td>0.1</td>
</tr>
<tr>
<td>C₃</td>
<td>0.14</td>
<td>0.2</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 11. The normalized relative impact of decision criteria.

<table>
<thead>
<tr>
<th></th>
<th>C₁</th>
<th>C₂</th>
<th>C₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₁</td>
<td>0.5</td>
<td>0.4</td>
<td>0.45</td>
</tr>
<tr>
<td>C₂</td>
<td>0.43</td>
<td>0.5</td>
<td>0.05</td>
</tr>
<tr>
<td>C₃</td>
<td>0.07</td>
<td>0.1</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Then, the weights of decision criteria based on their inner interdependencies are as follows:

\[
\mathbf{w}_{\text{criteria}} = \begin{bmatrix}
\text{economical} & \text{environmental} & \text{social} \\
0.5 & 0.4 & 0.45 \\
0.43 & 0.5 & 0.05 \\
0.07 & 0.1 & 0.5
\end{bmatrix}
\begin{bmatrix}
0.59 \\
0.32 \\
0.09
\end{bmatrix} =
\begin{bmatrix}
0.46 \\
0.42 \\
0.12
\end{bmatrix}
\]

It is obvious that the economic factors are the most significant factors when evaluating suppliers, followed by environmental and social factors, according to experts’ opinions.

We should also note the influence of inner interdependencies of criteria on its weights. It changed the weights of main criteria from (0.59, 0.32, 0.09) to (0.46, 0.42, 0.12).

The comparison matrices and local weights of sub-criteria relevant to their clusters are expressed in Tables 12–17.

Table 12. The comparison matrix and local weight of \( C₁ \) indicators.

<table>
<thead>
<tr>
<th>C₁</th>
<th>C₁₁</th>
<th>C₁₂</th>
<th>C₁₃</th>
<th>C₁₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₁₁</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.4,0.5], [0.1,0.2], [0.2,0.3]</td>
<td>[0.6,0.7], [0.1,0.2], [0.0,0.1]</td>
<td>[0.6,0.7], [0.0,0.1], [0,0.1]</td>
</tr>
<tr>
<td>C₁₂</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.3,0.4], [0.1,0.2], [0.6,0.7]</td>
<td>[0.6,0.7], [0.1,0.2], [0.0,0.1]</td>
<td>[0.0,0.1], [0.0,0.1]</td>
</tr>
<tr>
<td>C₁₃</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.3,0.4], [0.1,0.2], [0.6,0.7]</td>
<td>[0.0,0.1], [0.0,0.1]</td>
<td>[0.0,0.1]</td>
</tr>
<tr>
<td>C₁₄</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.0,0.1], [0.0,0.1]</td>
<td>[0.0,0.1]</td>
<td>[0.0,0.0]</td>
</tr>
</tbody>
</table>

Weights

<table>
<thead>
<tr>
<th></th>
<th>C₁₁</th>
<th>C₁₂</th>
<th>C₁₃</th>
<th>C₁₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₁₁</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>C₁₂</td>
<td>0.33</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>C₁₃</td>
<td>0.25</td>
<td>0.50</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>C₁₄</td>
<td>0.20</td>
<td>0.25</td>
<td>0.5</td>
<td>1</td>
</tr>
</tbody>
</table>

The consistency ratio (CR) of previous matrix = 0.03.

Table 14. The comparison matrix and local weight of \( C₂ \) indicators.

<table>
<thead>
<tr>
<th>C₁</th>
<th>C₂₁</th>
<th>C₂₂</th>
<th>C₂₃</th>
<th>C₂₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₂₁</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.4,0.5], [0.1,0.2], [0.2,0.3]</td>
<td>[0.8,0.9], [0.0,0.1], [0.0,0.1]</td>
<td>[0.1], [0.0,0.1], [0.0,0.0]</td>
</tr>
<tr>
<td>C₂₂</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.6,0.7], [0.0,0.1], [0.0,0.1]</td>
<td>[0.8,0.9], [0.0,0.1], [0.0,0.1]</td>
<td>[0.0,0.1]</td>
</tr>
<tr>
<td>C₂₃</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.3,0.4], [0.1,0.2], [0.6,0.7]</td>
<td>[0.0,0.1], [0.0,0.1]</td>
<td>[0.0,0.1]</td>
</tr>
<tr>
<td>C₂₄</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.0,0.1], [0.0,0.1]</td>
<td>[0.0,0.1]</td>
<td>[0.0,0.0]</td>
</tr>
</tbody>
</table>

Weights

<table>
<thead>
<tr>
<th></th>
<th>C₂₁</th>
<th>C₂₂</th>
<th>C₂₃</th>
<th>C₂₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₂₁</td>
<td>1</td>
<td>3</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>C₂₂</td>
<td>0.33</td>
<td>1</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>C₂₃</td>
<td>0.14</td>
<td>0.20</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>C₂₄</td>
<td>0.11</td>
<td>0.14</td>
<td>0.50</td>
<td>1</td>
</tr>
</tbody>
</table>
The consistency ratio (CR) of previous matrix = 0.04.

### Table 16. The comparison matrix and local weight of $C_3$ indicators.

<table>
<thead>
<tr>
<th>$C_3$</th>
<th>$C_{31}$</th>
<th>$C_{32}$</th>
<th>$C_{33}$</th>
<th>$C_{34}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{31}$</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.3,0.4], [0.1,0.2], [0.6,0.7]</td>
<td>[0.4,0.5], [0.1,0.2], [0.2,0.3]</td>
<td>[1.1], [0.0,0.1], [0.0,0.0]</td>
</tr>
<tr>
<td>$C_{32}$</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.3,0.4], [0.1,0.2], [0.6,0.7]</td>
<td>[0.7,0.8], [0.0,0.1], [0.0,0.1]</td>
</tr>
<tr>
<td>$C_{33}$</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.4,0.5], [0.1,0.2], [0.2,0.3]</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
</tr>
<tr>
<td>$C_{34}$</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
<td>[0.3,0.4], [0.1,0.2], [0.6,0.7]</td>
<td>[0.4,0.5], [0.1,0.2], [0.2,0.3]</td>
<td>[0.5,0.5], [0.5,0.5], [0.5,0.5]</td>
</tr>
</tbody>
</table>

The consistency ratio (CR) of previous matrix = 0.004.

### Table 17. The crisp comparison matrix and local weight of $C_3$ indicators.

<table>
<thead>
<tr>
<th>$C_3$</th>
<th>$C_{31}$</th>
<th>$C_{32}$</th>
<th>$C_{33}$</th>
<th>$C_{34}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{31}$</td>
<td>1 &amp; 2 &amp; 3 &amp; 9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{32}$</td>
<td>0.50 &amp; 1 &amp; 2 &amp; 6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{33}$</td>
<td>0.33 &amp; 0.50 &amp; 1 &amp; 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{34}$</td>
<td>0.11 &amp; 0.17 &amp; 0.33 &amp; 1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 18. The sub-criteria global weights.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Local Weight</th>
<th>Sub-Criteria</th>
<th>Local Weight</th>
<th>Global Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic factors (0.46)</td>
<td></td>
<td>$C_{11}$</td>
<td>0.54</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_{12}$</td>
<td>0.23</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_{13}$</td>
<td>0.13</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_{14}$</td>
<td>0.08</td>
<td>0.04</td>
</tr>
<tr>
<td>Environmental factors (0.42)</td>
<td></td>
<td>$C_{21}$</td>
<td>0.59</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_{22}$</td>
<td>0.29</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_{23}$</td>
<td>0.08</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_{24}$</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>Social factors (0.12)</td>
<td></td>
<td>$C_{31}$</td>
<td>0.50</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_{32}$</td>
<td>0.29</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_{33}$</td>
<td>0.15</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$C_{34}$</td>
<td>0.05</td>
<td>0.006</td>
</tr>
</tbody>
</table>

**Phase 3:** Rank alternatives of problems.

Let each expert build the evaluation matrix via comparing the four alternatives relative to each criterion, by utilizing the interval-valued scale, which is presented in Table 1. After that, use Equation (1) to aggregate the evaluation matrices and obtain the final evaluation matrix relevant to experts’ committee. Proceed to deneutrosophication function to convert the interval-valued neutrosophic evaluation matrix to its crisp form using Equation (2). Then, make a normalization process to obtain the normalized evaluation matrix using Equation (3), as observed in Table 19.

### Table 19. The normalized evaluation matrix.

<table>
<thead>
<tr>
<th>$C_{11}$</th>
<th>$C_{12}$</th>
<th>$C_{13}$</th>
<th>$C_{14}$</th>
<th>$C_{21}$</th>
<th>$C_{22}$</th>
<th>$C_{23}$</th>
<th>$C_{24}$</th>
<th>$C_{31}$</th>
<th>$C_{32}$</th>
<th>$C_{33}$</th>
<th>$C_{34}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>0.53 &amp; 0.46 &amp; 0.46 &amp; 0.52 &amp; 0.54 &amp; 0.54 &amp; 0.58 &amp; 0.48 &amp; 0.59 &amp; 0.59 &amp; 0.59 &amp; 0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.46 &amp; 0.58 &amp; 0.53 &amp; 0.48 &amp; 0.43 &amp; 0.58 &amp; 0.59 &amp; 0.52 &amp; 0.54 &amp; 0.46 &amp; 0.46 &amp; 0.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_3$</td>
<td>0.44 &amp; 0.43 &amp; 0.56 &amp; 0.53 &amp; 0.49 &amp; 0.45 &amp; 0.36 &amp; 0.46 &amp; 0.49 &amp; 0.38 &amp; 0.47 &amp; 0.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A_4$</td>
<td>0.56 &amp; 0.52 &amp; 0.43 &amp; 0.55 &amp; 0.54 &amp; 0.41 &amp; 0.56 &amp; 0.43 &amp; 0.48 &amp; 0.45 &amp; 0.46 &amp; 0.32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Then, build the weighted matrix by multiplying the weights of criteria, obtained from ANP by the normalized evaluation matrix using Equation (4), as in Table 20.
Determine the ideal solutions using Equations (5) and (6) as follows:

\[ A^+ = \{0.14, 0.06, 0.03, 0.02, 0.13, 0.07, 0.02, 0.01, 0.03, 0.02, 0.01, 0.004\}, \]

\[ A^- = \{0.11, 0.05, 0.03, 0.02, 0.11, 0.05, 0.01, 0.01, 0.03, 0.01, 0.01, 0.002\}. \]

After that, measure the Euclidean distance between positive solution \(d_i^+\) and negative ideal solution \(d_i^-\) using Equations (7) and (8) as follows:

\[ d_1^+ = 0.020, d_2^+ = 0.036, d_3^+ = 0.041, d_4^+ = 0.022, \]

\[ d_1^- = 0.032, d_2^- = 0.026, d_3^- = 0.010, d_4^- = 0.040. \]

Step 3.7. Calculate the closeness coefficient using Equation (9), and make the final ranking of alternatives as in Table 21.

Table 21. TOPSIS results and ranking of alternatives.

<table>
<thead>
<tr>
<th></th>
<th>(d_i^+)</th>
<th>(d_i^-)</th>
<th>(c_i)</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_1)</td>
<td>0.020</td>
<td>0.032</td>
<td>0.615</td>
<td>2</td>
</tr>
<tr>
<td>(A_2)</td>
<td>0.036</td>
<td>0.026</td>
<td>0.419</td>
<td>3</td>
</tr>
<tr>
<td>(A_3)</td>
<td>0.041</td>
<td>0.010</td>
<td>0.196</td>
<td>4</td>
</tr>
<tr>
<td>(A_4)</td>
<td>0.022</td>
<td>0.040</td>
<td>0.645</td>
<td>1</td>
</tr>
</tbody>
</table>

The ranking for the optimal sustainable suppliers of dairy and foodstuff corporation is Alternative 4, Alternative 1, Alternative 2 and Alternative 3, as shown in Figure 5.

**Figure 5.** The ranking for the optimal alternatives of dairy and foodstuff corporation.

**Phase 4:** Validate the model and make comparisons with other existing methods.

In this phase, the obtained ranking of optimal suppliers by the proposed framework is compared with the obtained results by the analytic hierarchy process, the analytic network process, MOORA and MOOSRA techniques.

The obtained ranking of suppliers by using an AHP technique is as follows:
Since AHP does not consider inner interdependency between problem’s elements, then weights of sub-criteria are as follows:

\[
\begin{bmatrix}
0.32 \\
0.14 \\
0.08 \\
0.47 \\
0.19 \\
0.09 \\
0.03 \\
0.02 \\
0.04 \\
0.03 \\
0.01 \\
0.00
\end{bmatrix}
\]

The comparison matrix of alternatives relevant to each sub-criterion is as follows:

\[
\begin{bmatrix}
0.53 & 0.46 & 0.46 & 0.43 & 0.52 & 0.54 & 0.45 & 0.58 & 0.48 & 0.59 & 0.59 & 0.51 \\
0.46 & 0.58 & 0.53 & 0.48 & 0.43 & 0.58 & 0.59 & 0.52 & 0.54 & 0.54 & 0.46 & 0.64 \\
0.44 & 0.43 & 0.56 & 0.53 & 0.49 & 0.45 & 0.36 & 0.46 & 0.49 & 0.38 & 0.47 & 0.47 \\
0.56 & 0.52 & 0.43 & 0.55 & 0.54 & 0.41 & 0.56 & 0.43 & 0.48 & 0.45 & 0.46 & 0.32
\end{bmatrix}
\]

The final weights of alternatives after multiplying two previous matrices and making normalization of results are as in Table 22.

**Table 22. Ranking alternatives relevant to AHP.**

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>Weights</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_1)</td>
<td>0.245</td>
<td>3</td>
</tr>
<tr>
<td>(A_2)</td>
<td>0.250</td>
<td>2</td>
</tr>
<tr>
<td>(A_3)</td>
<td>0.244</td>
<td>4</td>
</tr>
<tr>
<td>(A_4)</td>
<td>0.267</td>
<td>1</td>
</tr>
</tbody>
</table>

Our proposed framework and the analytic hierarchy process agreed that the Alternative 3 is the worst alternative for the company. The two methods are different in ranking the optimal alternative due to the inner interdependencies between the problem’s criteria effect on the global weight of alternatives, and, in our case study, it reduced weights of main criteria from (0.59, 0.32, 0.09) to (0.46, 0.42, 0.12), and this surely regarded the global weight of sub-criteria and also ranking of alternatives.

The weights of sub-criteria when we applied the analytic network process are as follows (see also Table 18):

\[
\begin{bmatrix}
0.25 \\
0.11 \\
0.06 \\
0.04 \\
0.25 \\
0.12 \\
0.03 \\
0.02 \\
0.06 \\
0.02 \\
0.03 \\
0.02 \\
0.006
\end{bmatrix}
\]

In addition, the comparison matrix of alternatives relevant to each sub-criterion is as follows:

\[
\begin{bmatrix}
0.53 & 0.46 & 0.46 & 0.43 & 0.52 & 0.54 & 0.45 & 0.58 & 0.48 & 0.59 & 0.59 & 0.51 \\
0.46 & 0.58 & 0.53 & 0.48 & 0.43 & 0.58 & 0.59 & 0.52 & 0.54 & 0.54 & 0.46 & 0.64 \\
0.44 & 0.43 & 0.56 & 0.53 & 0.49 & 0.45 & 0.36 & 0.46 & 0.49 & 0.38 & 0.47 & 0.47 \\
0.56 & 0.52 & 0.43 & 0.55 & 0.54 & 0.41 & 0.56 & 0.43 & 0.48 & 0.45 & 0.46 & 0.32
\end{bmatrix}
\]
After proceeding to the normalization process, the ranking of alternatives relevant to the ANP technique is presented in Table 23.

Table 23. Ranking alternatives relevant to ANP.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>Weights</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>𝑨_1</td>
<td>0.26</td>
<td>1</td>
</tr>
<tr>
<td>𝑨_2</td>
<td>0.25</td>
<td>2</td>
</tr>
<tr>
<td>𝑨_3</td>
<td>0.23</td>
<td>3</td>
</tr>
<tr>
<td>𝑨_4</td>
<td>0.26</td>
<td>1</td>
</tr>
</tbody>
</table>

By using the ANP technique for solving the same case study, we noted that Alternative 1 and Alternative 4 have the same rank and are the best alternatives, followed by Alternative 2 and finally Alternative 3. The proposed framework and the ANP agreed that Alternative 3 is the worst alternative.

We not only used the AHP and ANP techniques for solving the case study of a dairy and foodstuff corporation, but also two other multi-objective decision-making techniques.

The first technique is the multi-objective optimization based on simple ratio analysis (MOORA), proposed by Brauers and Zavadskas [54]. There are two approaches under the MOORA: the ratio system and the reference point approaches [53]. Here, we used the ratio system method of the MOORA to validate our proposed framework.

The normalized weighted matrix and ranking of alternatives using the MOORA technique are presented in Tables 24 and 25. The equations that we used in our calculation of MOORA normalized weighted matrix, and the equations that we employed in the ranking process are available with details in [53].

Table 24. The weighted normalized matrix under the MOORA technique.

<table>
<thead>
<tr>
<th>𝐶_11</th>
<th>𝐶_12</th>
<th>𝐶_13</th>
<th>𝐶_14</th>
<th>𝐶_21</th>
<th>𝐶_22</th>
<th>𝐶_23</th>
<th>𝐶_24</th>
<th>𝐶_31</th>
<th>𝐶_32</th>
<th>𝐶_33</th>
<th>𝐶_34</th>
</tr>
</thead>
<tbody>
<tr>
<td>𝑨_1</td>
<td>0.13</td>
<td>0.05</td>
<td>0.03</td>
<td>0.02</td>
<td>0.13</td>
<td>0.06</td>
<td>0.01</td>
<td>0.01</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>𝑨_2</td>
<td>0.11</td>
<td>0.06</td>
<td>0.03</td>
<td>0.02</td>
<td>0.11</td>
<td>0.07</td>
<td>0.02</td>
<td>0.01</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>𝑨_3</td>
<td>0.11</td>
<td>0.05</td>
<td>0.03</td>
<td>0.02</td>
<td>0.12</td>
<td>0.05</td>
<td>0.01</td>
<td>0.01</td>
<td>0.03</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>𝑨_4</td>
<td>0.14</td>
<td>0.06</td>
<td>0.03</td>
<td>0.02</td>
<td>0.13</td>
<td>0.05</td>
<td>0.02</td>
<td>0.01</td>
<td>0.03</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 25. The ranking of alternatives using the MOORA technique.

<table>
<thead>
<tr>
<th></th>
<th>𝑥_𝑖𝑗</th>
<th>𝑥_𝑖𝑗</th>
<th>𝑝_𝑖</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>𝑨_1</td>
<td>0.43</td>
<td>0.073</td>
<td>0.357</td>
<td>2</td>
</tr>
<tr>
<td>𝑨_2</td>
<td>0.41</td>
<td>0.084</td>
<td>0.326</td>
<td>4</td>
</tr>
<tr>
<td>𝑨_3</td>
<td>0.39</td>
<td>0.063</td>
<td>0.327</td>
<td>3</td>
</tr>
<tr>
<td>𝑨_4</td>
<td>0.44</td>
<td>0.072</td>
<td>0.368</td>
<td>1</td>
</tr>
</tbody>
</table>

The fourth column in Table 25 is the index of the total performance 𝑝_𝑖, which equals the difference between beneficial criteria summation and non-beneficial criteria summation. The beneficial and non-beneficial criteria were determined according to experts’ weights of criteria. In other words, the total performance 𝑝_𝑖 is the difference between the second column and third column values in Table 25.

The other technique we applied to the same case study for validating our proposed framework is MOOSRA. The MOOSRA technique determines the simple ratio of beneficial and non-beneficial criteria. The MOOSRA is a multi-objective optimization technique. The steps of the MOOSRA technique are similar to the MOORA technique, except in calculating total performance index 𝑝_𝑖. For more details, see [53]. The ranking of alternatives using MOOSRA technique is presented in Table 26.
Table 26. The ranking of alternatives using the MOOSRA technique.

\[
\sum_{j=1}^{g} x_{ij}^* = \frac{1}{\sum_{j=g+1}^{n} x_{ij}^* + p_i^*}
\]

<table>
<thead>
<tr>
<th>Suppliers</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_1</td>
<td>3</td>
</tr>
<tr>
<td>A_2</td>
<td>4</td>
</tr>
<tr>
<td>A_3</td>
<td>1</td>
</tr>
<tr>
<td>A_4</td>
<td>2</td>
</tr>
</tbody>
</table>

The ranking of suppliers using the proposed framework and the other four techniques are aggregated in Table 27. The correlation coefficient between the proposed framework and other techniques is presented in Table 28; we calculated it using Microsoft Excel (version, Manufacturer, City, US State abbrev. if applicable, Country) by using the CORREL() function.

Table 27. The ranking of alternatives relevant to various applied techniques.

<table>
<thead>
<tr>
<th>Suppliers</th>
<th>Proposed Technique (1)</th>
<th>AHP (2)</th>
<th>ANP (3)</th>
<th>MOORA (4)</th>
<th>MOOSRA (5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>A_2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>A_3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>A_4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 28. The correlation coefficients between the proposed model and other applied techniques.

<table>
<thead>
<tr>
<th>Correlation (1, 2)</th>
<th>Correlation (1, 3)</th>
<th>Correlation (1, 4)</th>
<th>Correlation (1, 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>0.9</td>
<td>0.8</td>
<td>0.2</td>
</tr>
</tbody>
</table>

The proposed framework and the first three applied techniques (i.e., AHP, ANP, MOORA) agreed that Alternative 4 is the best alternative. The correlation coefficients help to measure the efficiency of various MCDM techniques. The correlation coefficients between our proposed framework and AHP, ANP, MOORA are very high, as shown in Table 28. The high value of Spearman correlation coefficients reflects the high consistency and validity of the proposed framework. However, the correlation coefficient between our proposed model and MOOSRA is low. Our framework is valid and consistent because the proposed framework and the first three applied techniques agreed that Alternative 4 is the optimal supplier for the dairy and foodstuff corporation.

7. Conclusions and Future Directions

For solving the sustainable supplier selection problem, many steps must be performed: the sustainability criteria must be determined; the interdependencies between these criteria must be identified—ranking and evaluating supplier performance. For more accuracy, we have suggested a framework consisting of four phases, by integrating ANP with TOPSIS using the interval-valued neutrosophic numbers. The ANP is used to weight problem criteria and sub-criteria because of its capability to consider interdependencies between problem’s elements. The TOPSIS is used to rank available suppliers for avoiding additional comparisons of analytic network process. The suggested method provides a reliable and easy to implement procedure, which is suitable for a broad range of real life applications. A case study of a dairy and foodstuff corporation has been solved employing the proposed framework. The dairy corporation trying to earn an important market share and competitive benefits faces competition from other corporations. The objectives of food corporation are to improve the green food process, to get the standard certificate. Many customers consider the ISO standard as a priority for them. Suppliers are a great part of the production process; consequently, they must be sorted and analyzed carefully using efficient framework. The selection process of experts is not an easy matter. Therefore, the provided data and information from experts must be more accurate; otherwise, it will affect the selection process of optimal suppliers. Because real life has a great amount of vague and inconsistent information and surely affects experts'
judgment, we presented our suggested framework using interval-valued neutrosophic numbers. Neutrosophic sets make a simulation of natural decision-making process, since it considers all aspects of making a decision (i.e., agree, not sure and falsity). In the future, we plan to solve the sustainable supplier selection problem with more difficult and complex dependencies between criteria using different multi-criteria decision-making techniques and presenting them in a neutrosophic environment using the alpha cut method.
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