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ABSTRACT

In this paper, we propose a two-phase Content-Based Retrieval System for images embedded in the Neutrosophic domain. In this first phase, we extract a set of features to represent the content of each image in the training database. In the second phase, a similarity measurement is used to determine the distance between the image under consideration (query image), and each image in the training database, using their feature vectors constructed in the first phase. Hence, the N most similar images are retrieved.
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1. INTRODUCTION

Because of a huge growth of digital images, Content Based Image Retrieval (CBIR) is a wide research area searching for images from a large database using visual information which based on a given query image [13]. The Content Based Image Retrieval (CBIR) [3] goals to retrieve images relevant to a query images which selected by a user. The image in CBIR is described by extracted low-level visual features, such as color, texture and shape [9, 14, 17]. When a user selects one or more query images, the criteria of this image description ranks the images of an image database according to their similarity with the query images. Finally, the most similar images are retrieved. The feature extraction aim is to create high-level data (pixel values). The visual features can be ordered in three levels: low level features (primitive), middle level features (logical) and high level features (abstract). Most of recently systems were depended on low level features (color, shape). But both of mid-level and high-level image representations are now in demand. The CBIR systems efficiency depends on extracted features [8]. The first and the main task in the CBIR systems to retrieve the similar images from database is Feature extraction. Then, using similarity measurement to decide how close an image is to another image. The selected similarity metrics impact on the performance of content-based image retrieval. The feature vectors selected type, determines the measurement type that used to compare their similarity. The most common metric which used to measure the distance between two points in multi-dimensional space is Euclidean distance. The proposed work primarily focuses on using Neutrosophic Sets in Image Retrieval system. The Neutrosophic logic was proposed in 1995, 1998, 1999 and 2002 by Smarandache [25-28] that define the notion of Neutrosophic Set, which is a generalized of Zadeh’s fuzzy set and Atanassov’s intuitionistic fuzzy set. The Neutrosophic concepts which are the degree of membership (T), Indeterminacy (I) and the degree of non-membership (F) of each element have been investigated by Salama et al. [6,19-22].

2. IMAGES IN THE NEUTROSOPHIC DOMAIN

Let U be a universe of discourse and W is a set in U which composed of bright pixels. A Neutrosophic images PNS is characterized by three sub sets T, I, and F that can be defined as T is the degree of membership, I is the degree of indeterminacy, and F is the degree of non-membership. In the image, a pixel P in the image is described as P(T,I,F) that belongs to W by its % is true in the bright pixel, % is the indeterminate and % is false where t varies in T, i varies in I, and f varies in F. The pixel P(i,j) in the image domain, is transformed to NDFP(i,j) = {T(i,j), I(i,j), F(i,j)} . Where T(i,j) belongs to white set, I(i,j) belongs to indeterminate set and F(i,j) belongs to non-white set.

Which can be defined as [2]:

\[ P_{NS}(i,j) = \{T(i,j), I(i,j), F(i,j)\} \]  (1)

\[ T(i,j) = \frac{g(i,j) - g_{min}}{g_{max} - g_{min}} \]  (2)

\[ I(i,j) = 1 - \frac{H_0(i,j) - H_0}{H_{max} - H_{min}} \]  (3)

\[ F(i,j) = 1 - T(i,j) \]  (4)

\[ H_0(i,j) = abs\left(g(i,j) - \overline{g(i,j)}\right) \]  (5)

Where \(g(i,j)\) represents the local mean value of the pixels of window size, and \(H_0(i,j)\) which can be defined as the homogeneity value of T at (i,j), that described by the absolute value of difference between intensity \(g(i,j)\) and its local mean value \(\overline{g(i,j)}\).

3. FEATURES EXTRACTION

The basic task of CBIR is Feature Extraction. Features may be contain both text-based features (key, words, and annotations) and visual features (color, texture, shape, faces). The feature extraction target is to create high-level data (pixel values). The visual features can be ordered in three levels: low level features (primitive), middle level features (logical) and high level features (abstract). Most of recent system was depended on low level features (color, shape) [1].
3.1 Texture Feature for Image Retrieval

Using the gray level co-occurrence matrix in the texture feature extraction for the query image and the first image in the database to extract the texture feature vector [10]. The co-occurrence matrix representation technique used to give the intensity values and the distribution of the intensities. The selected features used for retrieving texture properties are Energy, Entropy, Inverse difference, Moment of inertia, Mean, Variance, Skewness, Distribution uniformity, Local stationary and Homogeneity [8].

3.1.1 Neutrosophic Entropy

The Shannon's Entropy is the absolute limit on the best possible average length of lossless encoding or compression of an information source. Needing \( \log_2(n) \) bits to represent a variable which can take one of \( n \) values if \( n \) is a power of 2. The entropy is equal to the number of bits equality between number of bits and shannons holds only while all outcomes are equally probable, in case of these values are equally probable. The observations of that event is less informative, if one of the events is more probable than others. In the converse way, rare events provide more information when observed. When the observation of less probable events occurs more rarely, the net effect is that the entropy received from non-uniformly distributed data is \( \log_2(n) \). When one of the outcomes is certain, the entropy is zero. When a probability distribution of the source is known Shannon entropy quantifies all these considerations exactly quantifies. The Entropy can be only takes into account the probability of observing a specific event, so the information that encapsulates is information about the underlying probability distribution, not the meaning of the events themselves [23].

Entropy is defined as [12]:

\[
Entropy = \sum_i \sum_j P(i,j) \log P(i,j)
\] (6)

Although, the Neutrosophic Set Entropy was defined in one dimension which presented in [4], We will define it in two dimension to be as follows:

\[
E_{NS} = E_{NT} + E_{NF}
\] (7)

\[
E_{NT} = \sum_i \sum_j P_T(i,j) \log P_T(i,j)
\] (8)

\[
E_{NF} = \sum_i \sum_j P_F(i,j) \log P_F(i,j)
\] (9)

Where \( P \) contains the histogram counts. Because, we used the interval between 0 and 1, \( \log P(i,j) \) may have negative values. So, we use the absolute of \( E_{NT}, E_{NF}, \text{and } E_{NF} \).

3.1.2 Neutrosophic Contrast:

The Contrast describe the difference in luminance or color that makes an object distinguishable. In the real world, contrast is determined by the difference in the color and brightness of the object and other objects within the same field of view. The most sensitive to contrast is the human visual system than absolute luminance. The contrast ratio or dynamic range is the maximum contrast of an image. It is the the measure of the intensity contrast between a pixel and its neighbor over the whole image, it can be defined as [24]:

\[
Contrast = \sum_i \sum_j (i - j)^2 P(i,j)
\] (11)

We will define the Neutrosophic set Contrast to be as follows:

\[
contrast_{NS} = contrast_T + contrast_I + contrast_F
\] (12)

\[
contrast_T = \sum_i \sum_j (i - j)^2 P_T(i,j)
\] (13)

\[
contrast_I = \sum_i \sum_j (i - j)^2 P_I(i,j)
\] (14)

\[
contrast_F = \sum_i \sum_j (i - j)^2 P_F(i,j)
\] (15)

3.1.3 Neutrosophic Energy:

The energy can be defined as the sum of squared elements. Which defined as [7]:

\[
Energy = \sum_i \sum_j p^2(i,j)
\] (16)

We will define the Neutrosophic set Energy to be as follows:

\[
Energy_{NS} = Energy_T + Energy_I + Energy_F
\] (17)

\[
Energy_T = \sum_i \sum_j p^2_T(i,j)
\] (18)

\[
Energy_I = \sum_i \sum_j p^2_I(i,j)
\] (19)

\[
Energy_F = \sum_i \sum_j p^2_F(i,j)
\] (20)

3.1.4 Neutrosophic Homogeneity:

The properties of a data set, or several datasets called Homogeneity. Homogeneity studied the several degrees of complexity. For example, the homosedasticity considerations examine how much the variability of data-values changes throughout a dataset. However, homogeneity questions apply to all aspects of the statistical distributions, including the location parameter. Homogeneity is related to the validity of the often convenient assumption that the statistical properties of any one part of an overall dataset are the same as any other part. Homogeneity measures the difference or similarities between the many studies, in meta-analysis, that combines the data from many studies. That is a value which measures the closeness of the distribution of elements. Which defined as [11]:

\[
Homo = \sum_i \sum_j \frac{P(i,j)}{1 + |i - j|}
\] (21)

We will define the Neutrosophic set Homogeneity to be as follows:

\[
Homo_{NS} = Homo_T + Homo_I + Homo_F
\] (22)

\[
Homo_T = \sum_i \sum_j \frac{P_T(i,j)}{1 + |i - j|}
\] (23)

\[
Homo_I = \sum_i \sum_j \frac{P_I(i,j)}{1 + |i - j|}
\] (24)

\[
Homo_F = \sum_i \sum_j \frac{P_F(i,j)}{1 + |i - j|}
\] (25)

Recently, the Euclidean distance is calculated the distance between the query image and the first image in the database and stored in an array. This process is repeated for the remaining images in the database followed by storing their values respectively. The array is stored now in ascending order and displayed the first 9 closest matches.
4. NEUTROSOPHIC EUCLIDEAN DISTANCE

Similarity measures play an important role in Image Retrieval, that is for Content Based Image Retrieval calculates visual similarity between a query image and images in a database. Therefore, the retrieval result is not a single image but a number of images ranked by their similarities with the query image. The query image will be more similar to the database images if the distance is smaller. Different similarity measures will affect retrieval performances of an image retrieval system significantly so, it is important to find best distance metric for CBIR system. In [5] and [8], several distance metrics were suggested for both content and texture image retrieval, respectively.

In this paper, we are using a Neutrosophic version of the Euclidean distance, which was presented in [18]. For any two Neutrosophic Sets,

\[ A = \{(T_A(x), I_A(x), F_A(x)), x \in U\} \]

\[ B = \{(T_B(x), I_B(x), F_B(x)), x \in U\} \]

Then

\[ U = \{u_1, u_2, u_3, \ldots, u_n\} \]

The Neutrosophic Euclidean distance is equal to

\[ d(A, B) = \sqrt{\sum_{n, t}(I_B(x_i) - I_A(x_i))^2 + (F_B(x_i) - F_A(x_i))^2} \]

(26)

5. PROPOSED METHOD

The algorithm for the proposed system is given below which presented in Fig 1:

Algorithm

STEP 1: Convert each image in the database from spatial domain to Neutrosophic domain.

STEP 2: Create a database containing various images.

STEP 3: Extract Texture feature of each image in the database.

STEP 4: Construct a combined feature vector for T, I, F and Stored in another database called Featured Database.

STEP 5: Find the distance between feature vectors of query images and that of featured databases.

STEP 6: Sort the distance and Retrieve the N-top most similar images.

6. EXPERIMENTAL RESULTS

The technique which based on NS image retrieval is proposed. First, the image is transformed into NS based on T, I, F and extract neutrosophic texture feature to construct neutrosophic featured database, which contain the neutrosophic entropy, neutrosophic energy, neutrosophic contrast and neutrosophic homogeneity. NS image retrieval is used to improve the quality and makes retrieval system easier and more effective. The proposed approach was tested on coril dataset. There are 1000 images which contain 10 categories; every category contains 100 images of size 128x512 in JPG format and compared the performance with that of some existing methods such as image retrieval system based on fuzzy sets. In Fig.2 the results of the proposed approach are introduced. The image is transformed from image domain in Fig.2(a) to T domain objects is seen in Fig.2(b), the Indeterminacy domain objects of the image show in Fig.2(d), Fig.2(d) introduce the image transformed into False domain objects.
In Fig. 3, experiments were introduced using an image database consisting of Corel Image Gallery images. Five images selected in the database were used to make query images and their results are categorized by image classes based on the query images using neutrosophic Euclidean distance which used to measure the distance between query image and each image in the database and sort the distances to retrieve the most similar images to the query image.

6.1 Retrieval Efficiency

For retrieval efficiency calculation, traditional measures namely precision and recall were calculated using MATLAB workspace database. Precision and Recall [16]:

\[
\text{Precision} = \frac{\text{No. of Relevant Images Retrieved}}{\text{Total No. of Images Retrieved}}
\]

\[
\text{Recall} = \frac{\text{No. of Relevant Images Retrieved}}{\text{Total No. of Relevant Images in the Database}}
\]

We select randomly some sample query images from the database using MATLAB, the system has been tested and the results of the system are shown in Table 1.

<table>
<thead>
<tr>
<th>Query Image</th>
<th>Precision %</th>
<th>Recall %</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e)</td>
<td>63</td>
<td>5</td>
</tr>
<tr>
<td>(f)</td>
<td>75</td>
<td>6</td>
</tr>
<tr>
<td>(g)</td>
<td>87.5</td>
<td>7</td>
</tr>
<tr>
<td>(h)</td>
<td>87.5</td>
<td>7</td>
</tr>
<tr>
<td>(i)</td>
<td>100</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 1. Precision and Recall value.

7. CONCLUSION

In this work, we introduced a new technique for CBIR image retrieval system using Neutrosophic sets which gives better results than image retrieval system based on fuzzy sets which represent in [15]. The proposed work converts each image in the database to Neutrosophic domain. Then, extract texture feature extraction and construct a combined feature vector. Using Euclidean distance between the query image and each image in the database to get the most similar images can be retrieved.
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