
Computer Networks 157 (2019) 122–132 

Contents lists available at ScienceDirect 

Computer Networks 

journal homepage: www.elsevier.com/locate/comnet 

A neutrosophic theory based security approach for fog and 

mobile-edge computing 

Mohamed Abdel-Basset a , ∗, Gunasekaran Manogaran 

b , Mai Mohamed 

a 

a Department of Operations Research, Faculty of Computers and Informatics, Zagazig University, Sharqiyah, Egypt 
b VIT University, Department of Information Technology and Engineering, India 

a r t i c l e i n f o 

Article history: 

Received 15 October 2018 

Revised 20 January 2019 

Accepted 22 April 2019 

Available online 24 April 2019 

Keywords: 

Neutrosophic set 

Preference ranking organization method for 

enrichment evaluation 

Multi-criteria decision making problem 

Fog and mobile edge computing 

a b s t r a c t 

Despite the many services and virtually infinite resources offered by cloud computing such as virtual re- 

ality and intelligent building surveillance, it still faces many problems when intervening several smart 

objects and devices in human’s life. These problems are low latency, mobility and location awareness. For 

solving these problems of cloud computing, the fog and mobile edge computing have been introduced. 

The fog and mobile edge computing (FMEC) make services and resources close to users via moving from 

cloud data centers to the edge of the network. The dependability of FMEC depends on supplying centric 

services to users. The FMEC considered as a perfect paradigm to the above-mentioned purpose due to 

their ability to implement the ponderous real time applications directly at the network edge via billions 

of linked mobile devices. The FMEC faces some challenges as in any novel technology. These challenges 

are security (network security, data security, privacy of usage, data storage security, etc.) and administra- 

tive policies concerns. The critical problem which prohibit the development of FMEC is how to address 

dynamic varying of security services with the requirements of mobile’s users. For handling this problem, 

we sought to provide a method for selecting the proper security service which is a multi-criteria decision 

making (MCDM) problem. In this research, we provide a neutrosophic PROMETHEE (preference ranking 

organization method for enrichment evaluation) technique for multi-criteria decision making problems 

to describe fuzzy information efficiently. For assessing the proposed methodology we applied it to a real 

case study to select proper security service for FMEC in the presence of fuzzy information. 

© 2019 Elsevier B.V. All rights reserved. 
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1. Introduction 

A fulminatory expansion in international mobile traffic has been

observed due to the increased number of mobile terminals. Cisco

recorded that the mobile traffic increased by 74% in 2015, and this

percentage will increase by approximately 8 times from 2016 to

2020 [1] . This growth in mobile traffic also increased the demands

of mobile network services. These services can’t be accommodated

by the classical infrastructure of mobile networking due to short-

age of energy efficiency. For solving this problem, the FMEC has

been provided. The FMEC considered as innovative and sustain-

able mobile networking framework, since it transfer capabilities

(resources and services) of cloud computing to the users of mo-

bile (at the access network). It also enables access directly to the

resources and services with ultra-low latency and high bandwidth.
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The security of mobile traffic is a critical problem nowadays,

ue to the great expansion of mobile network. Few researches have

ocused on real time and dynamic security services for identifying

arious security needs of FMEC. Different privacy and security is-

ues were introduced by Lee et al. [2] in the context of cloud based

nternet of things atmosphere. They categorize different security

echnologies for securing different components of network such as

oT node, FMEC server, and communication among FMEC server. In

he context of other technologies such as wireless sensor network,

ifferent security challenges of FMEC were discussed by Stojmen-

vic et al. [3] . The challenges and security needs of mobile-edge

omputing were introduced in [4] . 

These researches didn’t provide convenient solutions to miti-

ate all security matters and challenges specially while counting

he communication of mobile-edge computing with other tech-

ologies. For this reason, we sought to provide an innovative

ethod for selecting optimal security services according to re-

uirements of mobile users in the FMEC atmosphere. The election

rocess of appropriate security service between numerous avail-

ble security services is performed based on diverse parameters of

https://doi.org/10.1016/j.comnet.2019.04.018
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way to obtain them is the approximate evaluation. 
ervice’s quality such as utilization of CPU and processing delay.

o, we can say that the selection of optimal security for satisfying

he mobile user requirements is a MCDM problems. Since criteria

or selecting appropriate security are usually vague and conflict

ach other, so some researchers began to use fuzzy theory. 

For finding the optimum order of the indispensable security

ervices in FMEC, a fuzzy inference system was established [5] . But,

t’s a defy for decision makers to obtain optimal decision by using

uzzy theory, since there are usually uncertainties in their choices.

f the membership degree for an object is determined by two ex-

erts are as follows: The membership degree of first expert is 0.5,

nd the second expert defined it as 0.7. The hesitation of experts

etween a set of potential values will cause problems in determin-

ng convergent degree of membership for the object. To solve hes-

tation problem of fuzzy, Torra and Narukawa [6] and Torra [7] in-

roduced the hesitant fuzzy set (HFS). A (HFS) is an expansion of

 fuzzy set which assigns multiple values among 0 and 1 to the

egree of membership for an object. 

However, the fuzzy and hesitant fuzzy sets fails to consider in-

eterminacy and falsity degree which exist usually in reality. For

olving fuzzy theory’s problems, Atanassov proposed intuitionistic

uzzy theory [8] . It considers the truth and falsity degrees, but it

ails to consider indeterminacy. The truth and falsity degrees in in-

uitionistic fuzzy theory are relying on each other and this does

ot happen often in reality. 

For dealing with the drawbacks of fuzzy and intuitionistic fuzzy

ets, Smarandache introduced the neutrosophic sets [9] , which is

n expansion of classical, fuzzy and intuitionistic fuzzy sets. It

ake into consideration the truth, indeterminacy and falsity degrees

or representing uncertain and inconsistent information. In neutro-

ophic theory, the truth, indeterminacy and falsity degrees are in-

ependent in nature. It able to deal with inconsistent, indetermi-

ate and incomplete information, but fuzzy and intuitionistic fuzzy

an only deal with partial or incomplete information. 

For transferring the neutrosophic theory from the philosophic

eld into the mathematical theory, and becoming applicable in en-

ineering applications, Wang et al. [10] introduced single-valued

eutrosophic set. 

In our research in order to select the proper security ser-

ice which is a MCDM problem, we used the neutrosophic

ROMETHEE technique for describing fuzzy information efficiently.

he PROMETHEE technique utilized by Araz and Ozkarahan to

stimate suppliers performance [11] . Many researches focus on

ROMETHEE technique in fuzzy environment. A fuzzy PROMETHEE

ethod proposed by Chen, et al. [12] ., for supplier selection prob-

em. Chai, et al. [13] . improved PROMETHEE technique under in-

uitionistic fuzzy environments for supplier selection problem.The

ROMETHEE method used by some researchers in diverse fields of

aking decisions. An incorporated approach of Analytic Hierarchy

rocess (AHP) and PROMETHEE technique employed together for

he equipment selection problem by Dagdeviren [14] . For appro-

riate selection of machine tool in flexible manufacturing cell an

ntegrated approach based on fuzzy AHP and fuzzy PROMETHEE in-

roduced by Taha and Rostam [15] . A PROMETHEE group decision

upport system method proposed by Behzadian, et al. [16] . which

ombined with the quality function deployment (QFD) method.

 hybrid fuzzy group decision-making method for supplier esti-

ation based on fuzzy AHP and fuzzy PROMETHEE proposed by

ashemian, et al. [17] . An extended PROMETHEE approach pro-

osed by Chen [18] , via using a signed distance-based approach

nder the environment of interval type-2 fuzzy sets. For wind tur-

ine in road mapping process Ghazinoory et al. [19] . introduced

ROMETHEE method in fuzzy environment. 

The preference function which used in traditional PROMETHEE

ethods fails to provide a precise preferences of decision mak-

rs, and these functions determines according to decision makers
references. Therefore, the better consideration of decision makers’

references and opinions, leads to more precise decision making

rocess. 

The PROMETHEE method presented in neutrosophic environ-

ent by Wang and Liu [20] , via using interval neutrosophic set for

electing the best alternative of energy storage. But in our research

e are the first to represent PROMETHEE method for selecting ap-

ropriate security service of fog and mobile edge computing via

sing single valued neutrsophic set which is simple and easy to

pply. 

The rest of research is arranged as follow: Section 2 describes

ntroductory concepts that includes the PROMETHEE method and

eutrosophic set. Section 3 describes the proposed method to se-

ect optimal security service for FMEC in the presence of ambigu-

us information. The application of the proposed method is pre-

ented in Section 4 . The summary and conclusions of this research

re presented in Section 5 . 

. Preliminaries 

The main idea of this section is to review the solution steps

f PROMETHEE technique and also, some essential concepts and

efinitions related to neutrosophic set that will be needed in our

roposed method. 

.1. General overview of PROMETHEE technique expansions 

The extraction of partial or complete ranking of alternatives is

he basic idea of PROMETHEE technique, which depend on positive,

egative and net outranking flow. In recent years, various types of

ROMETHEE techniques have been presented and applied in di-

erse circumstances. Brans developed the PROMETHEE I (partial

anking) and the PROMETHEE II (complete ranking) [21] . Then, nu-

erous diverse types of PROMETHEE technique were introduced,

uch as the PROMETHEE III (ranking based on intervals) and the

ROMETHEE IV (continuous case). For handling problems with seg-

entation constraints the PROMETHEE V method was introduced,

nd also the PROMETHEE VI was proposed to represent human

rain [22] . For group decision-making, the PROMETHEE GDSS was

xpanded and the visual interactive module GAIA was recognized

or graphical representation. The versions of PROMETHEE methods

as been applied successfully in different fields, due to its simplic-

ty. The application fields of PROMETHEE family includes environ-

ent [23] , business and financial management [24] , information

echnology [25] , project selection [26] . A literature review on the

pplication areas of the PROMETHEE techniques was proposed by

ehzadian et al. [27] . The PROMETHEE techniques are helpful in

anaging specific MCDM problem, but there are still some draw-

acks. These drawbacks originated from the fact that the family

f PROMETHEE techniques which listed above are used crisp data

s input, and it is not the common case since fuzziness and im-

reciseness are widespread in our daily life. The fuzzy data which

ncluded in decision making problems originates from: 

(1) Subjectivity: which occurs due to subjectivity of personal

opinions and differs in which alternatives are significant and

which are not. 

(2) Incomplete information: occurs due to many cases such as:

if decision maker being unfamiliar with the problem, deci-

sion maker’s self-consideration, and observations shortage. 

(3) Qualitative information: occurs due to qualitative prefer-

ences and observations which are widespread in our daily

life and difficult to handle. For example, “fast” for speed,

“cheap” for price, etc. 

(4) Approximate evaluation: since the values which engaged in

the decision making differ over time and space, then the
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Fig. 1. The outranking flows of PROMETHEE technique. 
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The scholars have expanded the PROMETHEE technique into

many various forms because the traditional PROMETHEE tech-

niques fails to handle uncertainty and fuzziness. When the esti-

mation values of alternatives over criteria are represented in in-

terval numbers, Le T ́eno and Mareschal extended the PROMETHEE

technique to deal with this situation [28] . For estimating en-

ergy exploitation projects, Goumas and Lygerou utilized the de-

veloped fuzzy PROMETHEE technique [29] . It also used by Bilsel

et al. [30] for measuring the performances of hospital Web sites.

Both the extensions of Le T ́eno & Mareschal and Goumas &

Lygerou only take the values of alternatives represented by in-

terval numbers or fuzzy numbers in fuzzy PROMETHEE technique

which used by Le T ́eno & Mareschal and Goumas & Lygerou,

but decision maker’s preferences and criteria’s weights still crisp

values. 

Geldermann et al. [31] enhanced the PROMETHEE technique

towards fuzzy logic for considering not only fuzzy performances,

but also fuzzy preferences and fuzzy weights. Their enhanced

version of PROMETHEE was utilized by Zhang et al. [23] for

ranking the contaminated sites. The Geldernamm et al.’s expan-

sions failed to process heterogeneous and multi-granular data.

For overcoming this drawback, Halouani et al. [26] incorporated

PROMETHEE technique with a 2-tuple representation model for

overcoming the drawbacks of Geldernamm et al. Their integrated

PROMETHEE technique provides simpler and enormous applica-

tions of the PROMETHEE technique without immolating any of

its advantageous. Also, Li and Li [32] introduced a new extended

PROMETHEE technique which based on generalized fuzzy num-

bers. All previous extensional frameworks of PROMETHEE tech-

nique which based on various kinds of fuzzy representations

can’t be used to state the support and exception information

together. 

Liao and Xu extended the PROMETHEE technique in intuition-

istic fuzzy environment for solving MCDM problems [33] . Also,

Rani and Divya developed a framework of intuitionistic fuzzy

PROMETHEE technique which based on entropy measure for solv-

ing MCDM problems [34] . A new expansion of PROMETHEE tech-

nique proposed by Krishkumar and Saeid, to solve supplier se-

lection problem [35] . The PROMETHEE technique modeled with

interval-valued intuitionistic fuzzy set for multiple criteria decision

analysis as presented by Chen [36] . Since intuitionistic fuzzy sets

fails to handle situations which have the truth, falsity and hes-

itation degrees are independent. Also, almost intuitionistic fuzzy

PROMETHEE technique neglected the hesitation degree in their cal-

culations for simplifying it. 

Considering the benefits of neutrosophic sets in representing

confirmation, contradiction and indeterminacy of humans’ percep-

tion, for making the PROMETHEE technique more applicable in

dealing with uncertain, vague, and inconsistent information, it is

significant to expand the PROMETHEE technique within the con-

text of neutrosophic set. 

2.2. Steps of classical PROMETHEE approach 

For handling the situation where incomparability occurs in

most pairwise comparisons, the PROMETHEE technique was pro-

posed. It considers the information among criteria and the infor-

mation within each criterion, both of which are obvious for deci-

sion maker. It also considers the deviation among the estimations

of two alternatives on a particular criterion. The decision maker

allocates a small preference to the alternative for small deviation

and even maybe no preference if he deems that this deviation is

frivolous. 

For providing a complete ranking of a finite set of alternatives

from the best to the worst, the PROMETHEE II was proposed and

consists the following steps: 
tep 1: Estimate the alternatives x i ( i = 1 , 2 , . . . , n ) according

to the criteria c j ( j = 1 , 2 , . . . , m ) , and based on pairwise

comparisons determine the deviations: 

dj ( x, y ) = c j ( x ) − c j ( y ) (1)

tep 2: Determine the preference among the alternatives x and

y through the function: 

P j ( x, y ) = f j [ dj ( x, y ) ] , ∀ x, y ∈ X, (2)

here f j refers to preference function, which determines the dif-

erence among the estimations of the alternatives x and y on the

riterion c j into a preference degree. The preference degree range

rom 0 to 1, i.e., 0 ≤ P j ( x , y ) ≤ 1. The P j ( x , y ) starts from 0 if c j (x ) =
 j (y ) and still increase to reach 1 if the deviation is large enough.

he preference function f j relates the deviation in performance to

reference is called “generalized criterion”. Brans and Mareschal

resented six kinds of generalized criteria [37] , which are: usual

riterion, U-shape criterion, V-shape criterion, level criterion, V-

hape with indifference criterion, and Gaussian criterion as pre-

ented in Table 1 . 

The decision maker select function’s type e according to the na-

ure of problem. 

tep 3: Calculate the aggregated preference index 

∏ 

( x, y ) = 

n ∑ 

j=1 

w j P j ( x, y ) , (3)

here w j is the criterion’s weight, 0 ≤ w j ≤ 1, and 

∑ n 
j=1 w j = 1 .

he weights can be determined by the decision maker especially

hen criteria aren’t large. 

tep 4: Determine positive and negative outranking flow as in

Fig. 1 : 

∅ + ( x ) = 

1 

n − 1 

∑ 

z ∈ X 
�( x , z ) (4)

∅ − ( x ) = 

1 

n − 1 

∑ 

z ∈ X 
�( z , x ) (5)

Where X = ( x 1 , x 2 , … , x n ) 
T is a set of alternatives. The alterna-

ive x outranks alternative y if ∅ + (x ) ≥ ∅ −(y ) and ∅ −(x ) ≤ ∅ −(y ) . 

tep 5: Calculate the net outranking flow for each alternative to

complete final ranking: φ(x ) = φ+ (x ) − φ−(x ) . 

.3. Neutrosophic set 

Neutrosophic set, is an extent of fuzzy and intuitionistic fuzzy

et. It was proposed by Smarandache [9] and characterized by a

ruth membership function T , a falsity membership function F , and
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Table 1 

Generalized criteria types (preference function: P(d). 
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indeterminacy membership function I . The importance of neutro-

sophic set returns to its ability to handle inconsistent, indetermi-

nate and incomplete information. The indeterminacy function in

neutrsophic set is determined explicitly and truth, falsity member-

ship functions are independent. 

For making application of neutrosophic set more easier, the

concept of single valued neutrosophic set proposed by Wang et al.

[10] . 

Definition 1. Let ?? be a space of points and ?? ∈ ??, then the neu-

trosophic set A is characterized by a truth-membership function

T A (??), indeterminacy membership function I A ( x ) and falsity mem-

bership function F A ( x ), where T A (??):?? → ] −0, 1 + [, I A ( x ):?? → ] −0,

1 + [ and F A ( x ):?? → ] −0, 1 + [ . There is no restriction on the sum of

T A (??), I A ( x ) and F A ( x ), so 0 − ≤ sup T A (??) + sup I A ( x ) + sup F A ( x )

≤3 + [38] . 

Definition 2. A single valued neutrosophic set A over ?? tak-

ing the following form A = { 〈 ??, T A (??), I A ( x ), F A ( x ) 〉 :?? ∈ ??}, where

T A (??):?? → [0,1], I A ( x :?? → [0,1] and F A ( x ):?? → [0,1] with 0 ≤
T A (??) + I A ( x ) + F A ( x ) ≤3 for all ?? ∈ ??. 

Definition 3. Single valued neutrosophic numbers (SVNN s ) have

the following operations: 

Let ˜ B 1 = ( T 1 , I 1 , F 1 ) and 

˜ B 2 = ( T 2 , I 2 , F 2 ) are SVNN s then, 

˜ B 1 + 

˜ B 2 = ( T 1 + T 2 −T 1 T 2 , I 1 I 2 , F 1 F 2 ) , 

˜ B 1 × ˜ B 2 = ( T 1 T 2 , T 1 + T 2 − T 1 T 2 , I 1 I 2 , F 1 + F 2 − F 1 F 2 ) . 

3. Neutrosophic PROMETHEE method 

Choosing the best alternative(s) from a set of available candi-

dates with reference to some criteria is widespread in our daily

life and named a MCDM problem which has the following mathe-

matical formula: 

Max / Min { c 1 ( a i ) , c 2 ( a i ) , . . ., c m 

( a i ) | a i ∈ A (6)

where A = { a 1 , a 2 , . . ., a n } is a set of alternatives, and c j ( a i ) is the

estimation value of the alternative a i over the criterion c j . 

In real life there are some criteria to be maximized and the oth-

ers to be minimized and the decision maker’s objective is to deter-

mine an alternative which satisfy all criteria at the same time. But,

it is difficult to achieve due to that there barely has an alternative

optimizing all criteria simultaneously, particularly when the crite-

ria are conflicting. For example, In energy exploitation projects, the

decision maker should take into account not only the economic es-

timation but also regional development and environmental impact,

and the project can’t minimize the cost and the environmental im-

pact but meantime maximize the income. Because almost decision

making problems which faces us today are MCDM problems, it is

extremely significant to develop some suitable methods for finding

solution of MCDM problems. 

3.1. Neutrosophic weightd of criteria 

If the decision maker (DM) is asked to estimate the alter-

natives over various criteria and then choose the best alterna-

tive(s) from them with respect to their estimations values, then

the estimations of alternatives over criteria, are performed in

analogous to the traditional PROMETHEE decision support sys-

tem. The significant degrees of the criteria are represented by

criteria’s weights. According to Geldermann et al. [31] ., it is

not appropriate for complete decision support system to deem

only the fuzzy concept of the preferences. In order to handle

this drawback Liao and Xu considered in their framework of
ROMETHEE both the intuitionistic fuzzy preferences and intu-

tionistic fuzzy weights [33] . Since in their calculations of intu-

tionistic fuzzy weights, they considered only the membership and

on-membership degrees and failed to consider indeterminacy de-

ree. So the fuzzy, and intuitionistic fuzzy decision support system

re not comprehensive model. Hence, in this research, we develop

ur enhancement of PROMETHEE with neutrosophic set taking not

nly neutrosophic preferences but also neutrosophic weights into

onsideration. 

The criteria’s weights can be denoted as neutrosophic values

˜  j ( j = 1 , 2 , . . . , m ) , where T ˜ ω j ∈ [ 0 , 1 ] , I ˜ ω j ∈ [ 0 , 1 ] , F ˜ ω j ∈
 0 , 1 ] , T ˜ ω j + I ˜ ω j + F ˜ ω j ≤ 3, j = 1 , 2 , . . . , m. T ˜ ω j , I ˜ ω j and F ˜ ω j in-

icate the truth, indeterminacy and falsity membership degrees of

he ˜ ω j respectively. 

In the conventional PROMETHEE method, the summation of

eights should be ≤ 1. Then, they can’t be determined indepen-

ently and occasionally need normalization. We here calculate the

core function of neutrosophic weight and make a normalization

rocess if it required. 

Here we don’t provide specific methods to determine impor-

ance of criteria, but suppose that the DM is appropriate to do so,

hen the number of the criteria isn’t large. 

.2. Generalized criterion 

The choice of the generalized criterion which relates the dis-

inction in performances with the preference index, is another way

o reflect decision maker’s preferences. As we illustrated previously

here exist six kinds of generalized criteria, and the most widely

sed is the linear preference function (V-shape): 

 ( d ) = 

⎧ ⎨ 

⎩ 

0 d ≤ q 
d−q 
p−q 

q < d ≤ p 

1 d > p 

(7)

The parameters q which is the value of an indifference thresh-

ld, and p which is the value of a strict preference threshold

hould to be specified by the DM according to the problem, and

his performs for each criterion. We do not pay much attention to

he way for choosing the generalized criterion, since it is the same

s classical PROMETHEE. Presume the alternatives values over var-

ous criteria are neutrosophic values. 

Due to the ability of neutrosophic set in representing vague and

ncertain information, then the estimations of criteria represented

n neutrsophic values. 

In order to calculate the deviations among any two alternatives

ver each criterion let us do the following: 

The score function of neutrosophic values can be written as fol-

ows: 

Let ˜ B = 〈 ( T 1 , I 1 , F 1 ) 〉 be a single valued neutrosophic number

SVNN) then, the score function S ( ̃  B ), accuracy function A ( ̃  B ) and

ertainty function C ( ̃  B ) of a SVNN are defined as follows: 

 

(
˜ B 

)
= 

2 + T 1 − I 1 − F 1 
3 

(8)

 

(
˜ B 

)
= T 1 − F 1 (9)

 

(
˜ B 

)
= T 1 (10)

 j ( x, y ) = S 
(

˜ c j ( x ) 
)

− S 
(

˜ c j ( y ) 
)
, (11)

here ˜ c j (x ) is a neutrosophic estimation of the alternative x over

he criterion c j , and S( ̃ c j (x ) ) is the score function of ˜ c j (x ) . 
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.3. Building neutrosophic preference relation 

In the conventional PROMETHEE method, the decision maker

rst evaluates the alternatives over diverse criteria using crisp

umbers, and then infers the pairwise preferences through the

reference function:“generalized criterion”. The preferences are

onstrained within [0,1] in the six kinds of generalized criteria. 

If these six types of preference functions defined by using fuzzy

et, then we can discover that these six functions can be consid-

red as the membership functions of fuzzy set. The single-valued

unction “membership function of fuzzy set”, can only be utilized

o state the strength of “preferred”. This contradict usually with

eality, since the judgments of decision makers usually exhibit

he characteristics of confirmation, contradiction and hesitation in

ractice. These three characteristics in almost applications are in-

ependent in nature, and then the neutrosophic set is the best. 

The single-valued function “membership function of fuzzy set”,

an only be utilized to state the strength of “preferred”. This con-

radict usually with reality, since the judgments of decision mak-

rs usually exhibit the characteristics of confirmation, contradiction

nd hesitation in practice. The three characteristics in almost appli-

ations are independent in nature, and then the neutrosophic set

s the best. 

Due to the ability of neutrosophic set in exemplifying the pref-

rences of a decision maker, we use it here for expressing the

ecision maker’s preferences. The neutrosophic set can express

he truth “confirmation” degrees, indeterminate and falsity “nega-

ion"” degrees. The neutrosophic preference relation is established

y representing all preference values by neutrsophic numbers and

toring them in a matrix. 

efinition 4. A neutrosophic preference relation R on the set X =
 x 1 , x 2 , . . . , x n } is represented by a matrix R = ( r ik ) n × n , where

 ik = < ( T ik I ik , F ik ) > , for all i, k = 1 , 2 , . . ., n, where T ik indicates

he degree to which the object x i is preferred to the object x k , F ik 
enotes the degree to which the object x i isn’t preferred to the

bject x k , and I ik is the indeterminacy degree with the condition: 

T ik , I ik , F ik ∈ [ 0 , 1 ] , 0 ≤ T ik + I ik + F ik ≤ 3 , T ik = F ki , T ki = 

F ik , I ik determines according decision maker opinion . For 

all i, k = 1 , 2 , . . . , n (12) 

Now, there exist two approach for constructing the neutro-

ophic preference relation: 

(1) The neutrosophic set consists of three parts: the member-

ship degree and the non-membership degree and indeter-

minacy degree. We can obtain the membership degree as

the similar way of PROMETHEE technique via constructing

the performance values and then calculating the preferences

through the preference functions: 

( T ik ) 
j = 

⎧ ⎨ 

⎩ 

0 d ≤ q 
d−q 
p−q 

q < d ≤ p 

1 d > p 

(13) 

Therefore we can construct the preference matrix ( E ) j as fol-

lows: 

(E) j = ( T ik ) 
j 
n × n = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

− ( T 12 ) 
j 
. . . ( T 1 n ) 

j 

( T 21 ) 
j − . . . ( T 2 n ) 

j 

. . . 

. . . 

. . . 

( T n 1 ) 
j 

( T n 2 ) 
j −

⎤ 

⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

(14) 

But the non-membership degree can be derived by Eq. (12 ), i.e.,

 ij = F ji , T ji = F ij . 
In order to calculate the indeterminacy degree use the following

quation: 

( I ik ) 
j = 

⎧ ⎨ 

⎩ 

1 d ≤ q 
( p−d + I d ( d −q ) ) 

p−q 
q < d ≤ p 

I d d > p 

(15) 

Where I d is the indeterminacy degree of deviation according to

ecision maker opinion and depends on his/her understanding of

roblem. 

(2) The second way for constructing the neutrosophic prefer-

ence relation is via decision maker and without any calcu-

lation (i.e. according to decision maker’s opinion). But if we

let decision maker to construct neutrosophic preference re-

lation, he/she must determine the scale of his/her system

and fix it. The authors in [39] presented a method for con-

structing a consistent neutrsophic preference relation. 

.4. Procedure for NEUTROSOPHIC-PROMETHEE (N-PROMETHEE) 

If decision maker evaluated alternatives according to criteria via

sing crisp values, then the preferences T ik among the alternatives

 i and x k , ( i, k = 1 , 2 , . . ., n ) over the criterion c j can be deter-

ined by using Eqs. (2) and (13) , and then the preference matrix

s as in Eq. (14 ). 

By using Eqs. (12) and (15) we can derive the falsity (non-

reference) and indeterminacy degrees. After then we can con-

truct the neutrosophic preference relation over the criterion c j as

ollows: 

˜ 
 

j = 

(
� 

r ik 
j 
)

n × n 

= 

⎡ 

⎢ ⎢ ⎢ ⎣ 

−
(
T 12 

j 
, I 12 

j 
, F 12 

j 
)

. . . 
(
T 1 n 

j 
, I 1 n 

j 
, F 1 n 

j 
)(

T 21 
j 
, I 21 

j 
, F 21 

j 
)

− . . . 
(
T 2 n 

j 
, I 2 n 

j 
, F 2 n 

j 
)

. . . 
. . . 

. . . (
T n 1 

j 
, I n 1 

j 
, F n 1 

j 
) (

T n 2 
j 
, I n 2 

j 
, F n 2 

j 
)
. . . −

⎤ 

⎥ ⎥ ⎥ ⎦ 

(16) 

After then, construct the overall neutrosophic preference rela-

ion 

˜ 
 = 

(
� 

r ik 

)
n ×n 

= ( T ik , I ik , F ik ) = 

( 

m ∑ 

j=1 

w j T 
j 

ik 
, 

m ∑ 

j=1 

w j I 
j 

ik 
, 

m ∑ 

j=1 

w j F 
j 

ik 

) 

(17) 

Thus, an overall neutrosophic preference relation can be estab-

ished as follows: 

˜ 
 = 

(
� 

r ik 

)
n × n 

= 

⎡ 

⎢ ⎢ ⎣ 

− ( T 12 , I 12 , F 12 ) . . . ( T 1 n , I 1 n , F 1 n ) 
( T 21 , I 21 , F 21 ) − . . . ( T 2 n , I 2 n , F 2 n ) 

. . . 
. . . 

. . . 

( T n 1 , I n 1 , F n 1 ) ( T n 2 , I n 2 , F n 2 ) . . . −

⎤ 

⎥ ⎥ ⎦ 

Then, we must calculate the neutrosophic positive outranking

ow and the neutrosophic negative outranking as follows: 

The neutrosophic positive outranking flow: 

˜ + ( x i ) = 

1 

n − 1 

∗
n ∑ 

k =1 , i � = k 
r ik (18) 

The neutrosophic negative outranking flow: 

˜ −( x i ) = 

1 

n − 1 

∗
n ∑ 

k =1 , i � = k 
r ki (19) 



128 M. Abdel-Basset, G. Manogaran and M. Mohamed / Computer Networks 157 (2019) 122–132 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

S  

 

 

 

 

 

S  

S  

S  

 

 

S  

 

 

 

S

 

4

 

p

 

F  

t  

t  

o  

e  

v  

a  

s

 

F

 

I  

t

S  

 

S  

 

 

 

t  

G  

o  

v

Since ˜ φ+ ( x i ) and 

˜ φ−( x i ) are neutrosophic numbers, they can be

ranked by the following: 

Suppose that ˜ B 1 = 〈 ( T 1 , I 1 , F 1 ) 〉 and 

˜ B 2 = 〈 ( T 2 , I 2 , F 2 ) 〉 are two

SVNN s , then the ranking method is defined as follows: 

If S( ̃  B 1 ) > S( ̃  B 2 ), then 

˜ B 1 is greater than 

˜ B 2 , that is, ˜ B 1 is supe-

rior to ˜ B 2 , denoted by ˜ B 1 > 

˜ B 2 , where S is the score function which

presented in Eq. (8) . 

Also, If S( ̃  B 1 ) = S( ̃  B 2 ) and A ( ̃  B 1 ) > A ( ̃  B 2 ) , then 

˜ B 1 is greater

than 

˜ B 2 , that is, ˜ B 1 is superior to ˜ B 2 , denoted by ˜ B 1 > 

˜ B 2 . 

If S( ̃  B 1 ) = S( ̃  B 2 ) , A ( ̃  B 1 ) = A ( ̃  B 2 ) , and C( ̃  B 1 ) > C( ̃  B 2 ) , then 

˜ B 1
is greater than 

˜ B 2 , that is, ˜ B 1 is superior to ˜ B 2 , denoted by ˜ B 1 > 

˜ B 2 .

If S( ̃  B 1 ) = S( ̃  B 2 ) , A ( ̃  B 1 ) = A ( ̃  B 2 ) , and C( ̃  B 1 ) = C( ̃  B 2 ) , then
˜ B 1 is indifferent to ˜ B 2 , and denoted by ˜ B 1 = 

˜ B 2 . 

Since the neutrosophic doesn’t have subtraction operation, then

we can derive the net outranking flow as follows: 

φ( x i ) = S ̃  φ+ ( x i ) ) − S 
(

˜ φ−( x i ) 
)

(20)

When we only consider ˜ φ+ ( x i ) and 

˜ φ−( x i ) , then there exist

three types of ranking results: 

(1) If x i outranks x k : ˜ φ+ ( x i ) ≥ ˜ φ+ ( x k ) and 

˜ φ−( x i ) ≤ ˜ φ−( x k )

then a partial ranking exist. 

(2) The equality ranking exist if: ˜ φ+ ( x i ) = 

˜ φ+ ( x k ) and
˜ φ−( x i ) = 

˜ φ−( x k ) . 

(3) The incomparability ranking: if ˜ φ+ ( x i ) > 

˜ φ+ ( x k ) and
˜ φ−( x i ) > ̃

 φ−( x k ) or ˜ φ+ ( x i ) < 

˜ φ+ ( x k ) and 

˜ φ−( x i ) < 

˜ φ−( x k ) . If

this situation occur then we can use the score of neutro-

sophic net outranking for obtaining the complete ranking of

all alternatives. 

The steps of the NEUTROSOPHIC-PROMETHEE technique for

MCDM can be summarized as follows: 

ALGORITHM 

Step 1: For a decision making problem generate a set of alterna-

tives, X = { x 1 , x 2 , . . ., x n } , and identify available criteria

C = { c 1 , c 2 , . . ., c m 

} . 
Step 2: Let decision maker evaluate the alternatives according to

criteria by using neutrosophic values. Also the relative im-

portance degrees of the criteria ˜ w j ( j = 1 , 2 , . . ., m )

should be determined using neutrosophic numbers, where

T ˜ w j 
∈ [ 0 , 1 ] , I ˜ w j 

∈ [ 0 , 1 ] , F ˜ w j 
∈ [ 0 , 1 ] , T ˜ w j 

+ I ˜ w j 
+ F ˜ w j 

≤ 3 , j = 1 , 2 , · · ·, m. If you have more than decision

maker in your system you must aggregate their opinions

as follows: 

The aggregation operator ( G ) is a mapping function denoted as

G : ψ 

n → ψ such that, 

G = 

{ 

Scheme 1 , if all decision makers preferences are similar , 

Scheme 2 , if all decision makers preferences are different partially , 

Scheme 3 , if all decision makers preferences are totally different . 

In case of Scheme 1, use any of the similar values as the aggre-

gated value of decision makers, in case of Scheme 2, the value with

the maximum number of occurrence is the aggregated value, and

finally incase of Scheme 3, select a moderate value of given prefer-

ences and consider it as the aggregated value. 

Example. If you have three decision makers D 1 , D 2 , D 3 , and

evaluating an alternative A with respect to criterion C . If their

evaluation values are D 1 = Extremly Good , D 2 = Good , and D 3 =
Extremly Good . The aggregated value of alternative follows Scheme

2, and then the result is G = Extremly Good. If decision makers

preferences follows Scheme 1 as follows: D 1 = Good , D 2 = Good ,

and D 3 = Good . The aggregated value G = Good . If decision mak-

ers preferences follows Scheme 3 as follows: D 1 = Extremly Good ,

D 2 = Good , and D 3 = Medium . Since the maximum preference

is Extremly Good, and the moderate term of that zone with other

preferences is G = Moderately Good. 
tep 3: For each pair of alternatives over various criteria c j ( j = 1 ,

2 , . . ., m ) calculate the deviation through using Eq. (11) .

Determine the preference function of decision maker, (i.e.

establishing the parameters q as an indifference thresh-

old and p as a strict preference threshold). Then use

Eqs. (13) and (14) for constructing the preference matrix

E j ( j = 1 , 2 , . . ., m ) . 

tep 4: Construct the neutrosophic preference relation

˜ R j = ( 
� 

r ik 
j 
) n × n over the criteria c j ( j = 1 , 2 , . . ., m ). 

tep 5: Construct the general neutrosophic preference relation 

˜ R =
( 

� 

r ik ) n ×n through Eq. (17) . 

tep 6: Determine the neutrosophic positive outranking flow
˜ φ+ ( x i ) and the neutrosophic negative outranking flow
˜ φ−( x i ) for the alternative x i by using Eqs. (18) and (19) ,

respectively. 

tep 7: If we compare the ˜ φ+ ( x i ) and 

˜ φ−( x i ) of the alternatives,

then it’s a partial ranking; Otherwise, a complete ranking

will be obtained with respect to the deviation among the

score values of the neutrosophic positive outranking flow

and that of the neutrosophic negative outranking flow. 

tep 8: Make the final ranking and end process. 

The general framework of proposed method presented in Fig. 2 .

. Case study and disscusion 

For testing the applicability of the suggested framework, we ap-

ly it to the popular problem of FMEC security services. 

Various security services with overlapping functions exists in

MEC, and offered for the combined security service. Therefore,

his entails some basic criteria for differentiating the user satisfac-

ion level and efficiency which presented by every security service

n a certain quality of service (QoS) parameter. In the QoS param-

ter, there exist several prosperities and influential factors of ser-

ices. These factors include processing delay, CPU usage, overhead

nd etc. For selecting optimum services from numerous obtainable

ecurity services, a MCDM process is required. 

By taking into account the most widespread security services in

MEC, we select that as an example: 

◦ Firewall ( x 1 ), 

◦ Network address translator ( x 2 ), 

◦ Deep packet inspection ( x 3 ), 

◦ Load balancer ( x 4 ) and, 

◦ Virtual private network ( x 5 ) 

Then, the security service set denoted as X = { x 1 , x 2 , x 3 , x 4 , x 5 } .
n this set, each service is distinguished by three kinds of parame-

ers: 

◦ Processing delay ( c 1 ), 

◦ CPU usage ( c 2 ) and, 

◦ Memory overhead ( c 3 ). 

The implementation steps are given below: 

tep 1: In our case study we have three decision makers

( D 1 , D 2 , D 3 ) to evaluate five alternatives ( x 1 , x 2 , x 3 , x 4 , x 5 )

based on three criteria ( c 1 , c 2 , c 3 ). 

tep 2: The relative significant values for alternatives are estab-

lished by decision makers via using linguistic preferences

according to their opinions. These values presented in

Tables 2-5 . 

After then, aggregate weights of alternatives and decision ma-

rix of three decision makers as we illustrated with detail in AL-

ORITHM part, especially in step 2 for constructing final matrix

f three decision makers matrices. Table 5 , shows the aggregated

alues. 
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Table 2 

The linguistic values and its corresponding neutrsophic values for evaluation process. 

Decision matrix’s linguistic rating Corresponding neutrosophic values (NV S ) Alternatives linguistic rating Corresponding neutrosophic values (NV S ) 

Extremely good ( R 3 ) (1.0,0.0,0.0) Highly preferred ( R 3 ) (1,0.1,0.10) 

Moderately good ( R 2 ) (0.8,0.1,0.1) Moderately preferred ( R 2 ) (0.90,0.1,0.25) 

Good ( R 1 ) (0.6,0.2,0.4) Preferred ( R 1 ) (0.75,0.2,0.25) 

Medium ( R 0 ) (0.4,0.3,0.6) Indifferent preferred ( R 0 ) (0.50,0.50,0.50) 

Bad ( R −1 ) (0.3,0.4,0.7) Less preferred ( R −1 ) (0.35,0.60,0.70) 

Moderately Bad ( R −2 ) (0.2,0.5,0.8) Highly less preferred ( R −2 ) (0.10,0.8,0.90) 

Extremely bad ( R −3 ) (0.0,0.1,1.0.) 

Fig. 2. The general framework of the neutrosophic PROMETHEE. 

Table 3 

Alternatives weights according to decision makers. 

Decision makers x 1 x 2 x 3 x 4 x 5 

D 1 R 0 R 0 R 1 R 2 R 3 
D 2 R −1 R 0 R 1 R 1 R 2 
D 3 R −1 R 1 R 2 R 2 R 3 

Table 4 

Decision matrix for security service selection. 

Decision makers Alternatives Criteria 

c 1 c 2 c 3 

D 1 x 1 R 1 R 0 R 1 
x 2 R 0 R −1 R 0 
x 3 R 2 R 2 R 1 
x 4 R 1 R 1 R 2 
x 5 R −1 R 1 R −1 

D 2 x 1 R 0 R −1 R 1 
x 2 R 1 R 0 R 1 
x 3 R 1 R 2 R 0 
x 4 R 2 R 1 R 2 
x 5 R 1 R 0 R 2 

D 3 x 1 R 2 R 2 R 1 
x 2 R 0 R 1 R −1 

x 3 R 2 R −1 R 1 
x 4 R 1 R 1 R 0 
x 5 R 1 R 0 R 0 

Table 5 

Decision matrix for security service selection. 

Aggregated values Weights c 1 c 2 c 3 

x 1 R −1 R 1 R 2 R 1 
x 2 R 0 R 1 R 0 R 0 
x 3 R 1 R 2 R 2 R 1 
x 4 R 2 R 1 R 1 R 2 
x 5 R 3 R 1 R 0 R 0 
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Step 3: Apply the suggested algorithm of NEUTROSOPHIC- 

PROMETHEE technique, as illustrated previously with de-

tails. 

Step 3.1: For each pair of alternatives over various criteria c j ( j = 1 ,

2 , . . ., m ) calculate the deviation through using Eq. (11) .

Determine the preference function of decision maker,(i.e.

establishing the parameters q as an indifference thresh-

old and p as a strict preference threshold). Then use

Eqs. (13) and (14) for constructing the preference matrix

E j ( j = 1 , 2 , . . ., m ) . 

Firstly, the values of indifference thresholds (q) for all criteria

qual to zero, and the strict preference threshold values p as fol-

ows: p = 8% for c 1 , p = 5% for c 2 , and p = 256 for c 3 , which

re the minimum values of threshold. The values of p and q deter-

ined by decision makers. 

To illustrate how we calculates the deviation values for each

air of alternatives over various criteria, let us illustrate example: 

The deviation between alternative x 1 and x 2 over c 1 denoted as:

d 1 ( x 1 , x 2 ) = S( ̃ c 1 ( x 1 ) ) − S( ̃ c 1 ( x 2 ) ) , where ˜ c 1 ( x 1 ) is a neutro-

ophic estimation of the alternative x 1 over the criterion c 1 , and

( ̃ c 1 ( x 1 ) ) is the score function of ˜ c 1 ( x 1 ) . According to Table 5 , the

eutrosophic estimation value of the alternative x 1 over the crite-

ion c 1 is R 1 which equals (0.6,0.2,0.4) as presented in Table 2 . By

sing Eq. (8) , then the S((0.6,0.2,0.4)) = 0.66, and the same thing

mplement on x 2 . The score value of x 2 over c 1 also equal 0.66,

hen d ( x , x ) = 0 . 66 − 0 . 66 = 0 . 
1 1 2 
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After then, use Eqs. (13) and (14) for constructing the prefer-

ence matrix E 1 : The value ( T 12 ) 
1 = 0, because d ≤ q . 

The Final form of preference matrix E 1 is as follows: 

(E) 1 = ( T ik ) 
1 

n × n = 

⎡ 

⎢ ⎢ ⎣ 

− 0 0 0 0 

0 − 0 0 0 

1 0 − 1 1 

0 0 0 − 0 

0 0 0 0 −

⎤ 

⎥ ⎥ ⎦ 

and also , 

(E) 2 = ( T ik ) 
2 

n × n = 

⎡ 

⎢ ⎢ ⎣ 

− 1 0 1 1 

0 − 0 0 0 

0 1 − 1 1 

0 1 0 − 1 

0 0 0 0 −

⎤ 

⎥ ⎥ ⎦ 

(E) 3 = ( T ik ) 
3 

n × n = 

⎡ 

⎢ ⎢ ⎣ 

− 0 . 001 0 0 0 . 001 

0 − 0 0 0 

0 0 . 001 − 0 0 . 001 

0 . 001 0 . 001 0 − 0 . 001 

0 0 0 0 −

⎤ 

⎥ ⎥ ⎦ 

Step 3.2: After calculating the preference relation T ik of alterna-
tives, then use Eqs. (12) and (15) to derive the falsity
(non-preference) and indeterminacy degrees. After then,
construct the neutrosophic preference relation over the
criterion c j as follows: 

˜ R j = 

(
∨ 
r ik 

j 
)

n × n 

= 

⎡ 

⎢ ⎢ ⎢ ⎣ 

−
(
T 12 

j 
, I 12 

j 
, F 12 

j 
)

. . . 
(
T 1 n 

j 
, I 1 n 

j 
, F 1 n (

T 21 
j 
, I 21 

j 
, F 21 

j 
)

− . . . 
(
T 2 n 

j 
, I 2 n 

j 
, F 2 n 

. 

. 

. 
. 
. 
. 

. 

. 

. (
T n 1 

j 
, I n 1 

j 
, F n 1 

j 
) (

T n 2 
j 
, I n 2 

j 
, F n 2 

j 
)
. . . −

Then, 

˜ R 1 = 

(
∨ 
r ik 

1 
)

n × n 

= 

⎡ 

⎢ ⎢ ⎢ ⎣ 

− ( 0 , 1 , 0 ) ( 0 , 1 , 1 ) ( 0 , 1 , 0 ) ( 0 , 1 , 0 ) 

( 0 , 1 , 0 ) − ( 0 , 1 , 1 ) ( 0 , 1 , 0 ) ( 0 , 1 , 0 ) 

( 1 , 0 . 1 , 0 ) ( 1 , 0 . 1 , 0 ) − ( 1 , 0 . 1 , 0 ) ( 1 , 0 . 1 , 0 ) 

( 0 , 1 , 0 ) ( 0 , 1 , 0 ) ( 0 , 1 , 1 ) − ( 0 , 1 , 0 ) 

( 0 , 1 , 0 ) ( 0 , 1 , 0 ) ( 0 , 1 , 1 ) ( 0 , 1 , 0 ) −

⎤ 

⎥ ⎥ ⎥ ⎦ 

, 

˜ R 2 = 

(
∨ 
r ik 

2 
)

n × n 

= 

⎡ 

⎢ ⎢ ⎢ ⎣ 

− ( 1 , 0 . 1 , 0 ) ( 0 , 1 , 0 ) ( 1 , 0 . 1 , 0 ) ( 1 , 0 . 1 , 0 ) 

( 0 , 1 , 1 ) − ( 0 , 1 , 1 ) ( 0 , 1 , 1 ) ( 0 , 1 , 0 ) 

( 0 , 1 , 0 ) ( 1 , 0 . 1 , 0 ) − ( 1 , 0 . 1 , 0 ) ( 1 , 0 . 1 , 0 ) 

( 0 , 1 , 1 ) ( 1 , 0 . 2 , 0 ) ( 0 , 1 , 1 ) − ( 1 , 0 . 2 , 0 ) 

( 0 , 1 , 1 ) ( 0 , 1 , 0 ) ( 0 , 1 , 1 ) ( 0 , 1 , 1 ) −

⎤ 

⎥ ⎥ ⎥ ⎦ 

, 

˜ R 3 = 

(
∨ 
r ik 

3 
)

n × n 

= 

⎡ 

⎢ ⎢ ⎢ ⎣ 

− ( 0 . 001 , 1 , 0 ) ( 0 , 1 , 0 ) ( 0 , 1 , 0 . 001 ) ( 0 . 001 , 1 , 0 ) 

( 0 , 1 , 0 . 001 ) − ( 0 , 1 , 0 . 001 ) ( 0 , 1 , 0 . 001 ) ( 0 , 1 , 0 ) 

( 0 , 1 , 0 ) ( 0 . 001 , 1 , 0 ) − ( 0 , 1 , 0 ) ( 0 . 001 , 1 , 0 ) 

( 0 . 001 , 0 . 9 , 0 ) ( 0 . 001 , 1 , 0 ) ( 0 , 0 . 9 , 0 ) − ( 0 . 001 , 1 , 0 ) 

( 0 , 1 , 0 . 001 ) ( 0 , 1 , 0 ) ( 0 , 1 , 0 . 001 ) ( 0 , 1 , 0 . 001 ) −

⎤ 

⎥ ⎥ ⎥ ⎦ 

, 

Note that in each pair of alternatives ( x 5 , x 1 ), ( x 5 , x 2 ), ( x 5 , x 3 ),

( x 5 , x 4 ) for calculating indeterminacy degree, the decision maker

proposed indeterminacy of deviation value = 0.1. 

Step 3.3: Calculate the general neutrosophic preference relation
˜ 

� 
R = ( r ik ) n ×n through Eq. (17 ): 
For reflecting the subjective character, it is not suitable to rep-

esent the weights of criteria in crisp values but in neutrosophic

alues NVs. So the relative importance degrees of the criteria ˜ w j 

( j = 1 , 2 , . . . , m ) determined by decision makers via using neu-

rosophic numbers, where T ˜ w j 
∈ [ 0 , 1 ] , I ˜ w j 

∈ [ 0 , 1 ] , F ˜ w j 
∈ [ 0 , 1 ] ,

 ˜ w j 
+ I ˜ w j 

+ F ˜ w j 
≤ 3 , j = 1 , 2 , . . . , m. 

These weights values are as follows: 

˜ w 1 = ( 0 . 9 , 0 . 1 , 0 . 1 ) , 

˜ w 2 = ( 0 . 6 , 0 . 3 , 0 . 4 ) , 

˜ w 3 = ( 0 . 8 , 0 . 2 , 0 . 2 ) , and by using Eq. (8) to obtain crisp values

of weights then, 

w 1 = 0 . 9 , w 2 = 0 . 6 , w 1 = 0 . 8 . Since w 1 + w 1 + w 1 should be

≤ 1, then a normalization process should apply. 

So the final values of criteria’s weights are as follows: 

 1 = 0 . 39 , w 2 = 0 . 26 , w 3 = 0 . 34 . 

For obtaining general neutrosophic preference relation 

˜ R =
( 

� 

r ik ) n ×n , we use Eq. (17 ) and the crisp values of criteria weights
hen, 

˜ 
 = 

(
� 

r ik 

)
n × n 

= 

⎡ 

⎢ ⎢ ⎢ ⎣ 

− ( 0 . 3 , 0 . 8 , 0 ) ( 0 , 1 , 0 . 4 ) ( 0 . 3 , 0 . 8 , 0 ) ( 0 . 3 , 0 . 8 , 0 ) 

( 0 , 1 , 0 . 3 ) − ( 0 , 1 , 0 . 6 ) ( 0 , 0 . 6 , 0 . 6 ) ( 0 , 0 . 8 , 0 ) 

( 0 . 4 , 0 . 6 , 0 ) ( 0 . 6 , 0 . 4 , 0 ) − ( 0 . 6 , 0 . 4 , 0 ) ( 0 . 6 , 0 . 4 , 0 ) 

( 0 , 0 . 9 , 0 . 3 ) ( 0 . 3 , 0 . 8 , 0 ) ( 0 , 0 . 9 , 0 . 6 ) − ( 0 . 3 , 0 . 8 , 0 ) 

( 0 , 1 , 0 . 3 ) ( 0 , 1 , 0 ) ( 0 , 1 , 0 . 6 ) ( 0 , 1 , 0 . 3 ) −

⎤
⎥⎥⎥⎦

Step 3.4: Determine the neutrosophic positive outranking flow
˜ φ+ ( x i ) and the neutrosophic negative outranking flow
˜ φ−( x i ) for the alternative x i by using Eqs. (18) and (19) ,

respectively: 

˜ φ+ ( x 1 ) = ( 0 . 12 , 0 . 13 , 0 . 00 ) ˜ φ+ ( x 2 ) = ( 0 . 00 , 0 . 12 , 0 . 00 )

˜ φ+ ( x 3 ) = (0 . 24 , 0 . 01 , 0 . 00) ˜ φ+ ( x 4 ) = (0 . 13 , 0 . 13 , 0 . 00)

˜ φ+ ( x 5 ) = ( 0 . 0 0 , 0 . 25 , 0 . 0 0 ) . 

And 

˜ −( x 1 ) = ( 0 . 10 , 0 . 13 , 0 . 00 ) ˜ φ−( x 2 ) = ( 0 . 20 , 0 . 06 , 0 . 00 ) 

˜ −( x 3 ) = ( 0 . 00 , 0 . 22 , 0 . 02 ) ˜ φ−( x 4 ) = ( 0 . 18 , 0 . 05 , 0 . 00 ) 

˜ −( x 5 ) = ( 0 . 20 , 0 . 05 , 0 . 00 ) . 

Step 3.5: Compare the ˜ φ+ ( x i ) and 

˜ φ−( x i ) of the alternatives: 

S 
(

˜ φ+ ( x 1 ) 
)

= 0 . 66 , S 
(

˜ φ+ ( x 2 ) 
)

= 0 . 63 , 

S 
(

˜ φ+ ( x 3 ) 
)

= 0 . 74 , S 
(

˜ φ+ ( x 4 ) 
)

= 0 . 67 , 

S 
(

˜ φ+ ( x 5 ) 
)

= 0 . 59 . 

Also, 

 

(
˜ φ−( x 1 ) 

)
= 0 . 66 , S 

(
˜ φ−( x 2 ) 

)
= 0 . 71 , 

 

(
˜ φ−( x 3 ) 

)
= 0 . 58 , S 

(
˜ φ−( x 4 ) 

)
= 0 . 71 , 

 

(
˜ φ−( x 5 ) 

)
= 0 . 72 . 

Step 3.6: Make the final ranking by using Eq. (20) and end pro-

cess: 

φ( x 1 ) = S 
(

˜ φ+ ( x 1 ) 
)

− S 
(

˜ φ−( x 1 ) 
)

= 0 . 66 − 0 . 66 = 0 . 00 ,

φ( x 2 ) = S 
(

˜ φ+ ( x 2 ) 
)

− S 
(

˜ φ−( x 2 ) 
)

= 0 . 63 − 0 . 71 = −0 . 08 ,

φ( x 3 ) = S 
(

˜ φ+ ( x 3 ) 
)

− S 
(

˜ φ−( x 3 ) 
)

= 0 . 74 − 0 . 58 = 0 . 16 , 

φ( x 4 ) = S 
(

˜ φ+ ( x 4 ) 
)

− S 
(

˜ φ−( x 4 ) 
)

= 0 . 67 − 0 . 71 = −0 . 04 ,(
˜ + 

) (
˜ −

)

φ( x 5 ) = S φ ( x 5 ) − S φ ( x 5 ) = 0 . 59 − 0 . 72 = −0 . 13 , 
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Table 6 

Comparison of N-PROMETHEE with other existing methods. 

MCDM techniques Alternatives Ranking Feasible choice 

x 1 x 2 x 3 x 4 x 5 

N-PROMETHEE (proposed) 2 4 1 3 5 

x 3 > x 1 > x 4 > x 2 > x 5 

x 3 

IF-PROMETHEE [33] 1 5 2 3 4 

x 1 > x 3 > x 4 > x 5 > x 2 

x 1 

SHFRS [40] 5 1 2 3 4 

x 2 > x 3 > x 4 > x 5 > x 1 

x 2 

Fig. 3. The ranking of alternatives. 
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Then, x 3 > x 1 > x 4 > x 2 > x 5 . 

So, the Deep packet inspection is the most important security

ervice of FMEC according to decision makers opinions. The rank-

ng of alternatives appears in Fig. 3 . 

.1. Comparative analysis 

In this subsection, we compare the suggested N-PROMETHEE

ith other existing multi-criteria decision making techniques un-

er intuitionistic fuzzy environment. 

The ranking of security service alternatives in FMEC using dif-

erent techniques presented in Table 6 . 

It’s obvious that the N-PROMETHEE technique is correlated

oderately with the IF-PROMETHEE [33] , and has a weak correla-

ion with SHFRS [40] . This variation returns to the formulation na-

ure of these techniques. The two other techniques also didn’t con-

ider the indeterminacy degree in their calculations and this also

ffect the results. So, the obtained decision of two other methods

s not precise. 

The proposed algorithm has the following advantages: 

• The proposed method help decision makers to evaluate al-

ternatives using linguistic values. It also simplifying decision

process via providing an aggregation method which able to

aggregate linguistic values simply and easily. 

• We provide a formula for calculating indeterminacy degree

unlike the methods in [33,40] . 

• In our algorithm we considers the truth, indeterminacy and

falsity degrees in our calculations, so we can simulate reality

effectively and then obtain more precise decisions. 

• Our proposed algorithm uses neutrosophic values as inputs

which are more accurate than fuzzy and crisp values. 

• Using proposed model able to handle vague, inconsistent

and indeterminate information. 

• Our proposed algorithm is easy, simple and can be applied
in different fields. 
. Concluding remarks 

In this research, we have presented an outranking technique,

ROMETHEE and expanded it into the context of neutrosophic

et. Our proposed N-PROMETHEE takes not only neutrosophic

references, but also neutrosophic weights. The algorithm of N-

ROMETHEE has been given for the appropriateness of application.

ecause neutrosophic sets able to represent perception and cogni-

ion of humans, our suggested N-PROMETHEE presents simpler ap-

lication in helping the decision makers to solve MCDM problems

ithout immolating any benefit of the traditional PROMETHEE

echnique. Although the MCDM problem which concerns the esti-

ation and ranking of alternative security services for FMEC has

een carried out to exemplify the applicability and efficiency of

ur suggested method, our expanded N-PROMETHEE can be ap-

lied in any other domains of MCDM. The N-PROMETHEE has been

ompared with IF-PROMETHEE. The N-PROMETHEE can represent

he preferences from three sides (i.e., preferred (truth membership

egree), non-preferred (falsity membership degree) and indetermi-

acy), which guarantee the preference information more compre-

ensive. The N-PROMETHEE suggested in this research can offer

 affluent framework than the conventional PROMETHEE and IF-

ROMETHEE. 

imitation of proposed research 

More involvements from more companies will make our re-

earch better. 
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