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1. Introduction

The limitation of deterministic research is currently recognized in areas of management, social sciences, operations research and economics. Uncertain theories such as probability, fuzzy sets [1], intuitionist fuzzy sets [2], vague sets [3] and theory of interval mathematics [4] are applied in realms which are ambiguous and uncertain.

Rough set theory, initiated by Pawlak [5], is an effective mathematical tool to the vague and imperfect knowledge. Rough set expresses vagueness by bounded region of a set, which can be interpreted as using the vagueness of Frege’s idea. Pawlak argued that any vague concept can be replaced by the lower and upper approximations of precise sets using an equivalence relation. In the real application, the equivalence relation is a very stringent condition which limits the applications of rough sets in the real world. For this reason, by replacing the equivalence relation with covering, similarity, tolerance, preference, dominance relations, and different neighborhood operators, various kinds of rough set generalizations model were proposed [6–11].

A soft set is a set-valued map defined by Molodtsov [12], to approximately describe objects using several parameters. Maji et al. [13] applied the theory of soft set to solve decision making problems with
the help of rough mathematics. The adequate parametrization capabilities of soft set theory and the lack of such capabilities in the fuzzy set served as the motivation to introduce the fuzzy soft sets [14].

Feng et al. [15] proved properties of soft rough set model. Smarandache [16,17] proposed neutrosophic set to handle problems containing imprecise, incomplete, uncertain and indeterminate data. Neutrosophic sets progressed rapidly to neutrosophic oversets, neutrosophic undersets, neutrosophic offsets [18], neutrosophic cubic sets [19], neutrosophic and generalised neutrosophic soft sets [20–22], neutrosophic rough sets [23–26], neutrosophic vague sets [27,28] and complex neutrosophic sets [29–32].

We will propose an approach to neutrosophic soft rough set and show that the traditional rough approach is a special case of our approach. Furthermore, we will study the neutrosophic soft rough approximations and apply them to decision making. The paper is organized into seven sections. Section 2 provides literature review. In Section 3, the concept of neutrosophic right neighborhood is defined. This section further defines neutrosophic soft rough set approximations. Properties of NSR-lower and NSR-upper approximations are included along with supported proofs and illustrated examples. Section 4 delves into neutrosophic soft rough set and generalization of rough concepts. NSR-set concepts include neutrosophic soft rough (NSR) definability, neutrosophic soft rough (NSR)-membership function, neutrosophic soft rough (NSR)-membership relations, neutrosophic soft rough (NSR)-inclusion relations and neutrosophic soft rough (NSR)-equality relations. Properties of these concepts are proven and examples provided. Section 5 provides an application of the proposed neutrosophic soft rough model on decision making. In Section 6, we conduct a discussion about the features and limitations of the proposed model by making a comparison with the existing models. In the final section, we outline future work and draw conclusions to this work.

2. Preliminaries

We start by reviewing the concepts of rough set, neutrosophic set and soft set.

Pawlak considered the set $X$ with the equivalence relation $E$ and called the pair $(X, E)$ as a Pawlak approximation space. Then he assigned two operations (lower and upper approximations) to any vague subset $M \subseteq X$. These operations process some information connected with the relationship $E$ and they are analogous with Kuratowski’s operations, which are generated by the closure and the completion.

The lower, upper and boundary approximations are defined as follows.

**Definition 1** ([5]). Let $E$ be an equivalence relation on a universe $X$ and $M \subseteq X$. Then the pair $(X, E)$ is referred to as a Pawlak approximation space. The lower, upper and boundary approximations of $M$ are defined as follows.

\[
E(M) = \bigcup\{[x]_E : [x]_E \subseteq M\},
\]

\[
\overline{E}(M) = \bigcup\{[x]_E : [x]_E \cap M \neq \emptyset\},
\]

\[
\text{BND}_E(M) = \overline{E}(M) - E(M).
\]

where $[x]_E = \{x' \in X : E(x) = E(x')\}$.

**Definition 2** ([5]). Let $A = (X, E)$ be an approximation space and let $M \subseteq X$. By the accuracy of approximation of $M$ in $A$ we mean the number

\[
\alpha_E(M) = \left| \frac{|E(M)|}{|\overline{E}(M)|} \right|, \quad \overline{E}(M) \neq \emptyset.
\]

Obviously, $0 \leq \alpha_E(M) \leq 1$. If $\overline{E}(M) = E(M)$, then $M$ is crisp (exact) set, with respect to $E$, otherwise $M$ is rough set.
The following proposition lists the properties of Pawlak’s approximations.

**Proposition 1** ([5]). For every $M, Y \subseteq X$ and every approximation space $A = (X, E)$ the following properties hold:
(i) $E(M) \subseteq M \subseteq \overline{E}(M)$.
(ii) $E(\emptyset) = \emptyset = E(\emptyset)$ and $E(X) = X = \overline{E}(X)$.
(iii) $E(M \cup Y) = E(M) \cup E(Y)$.
(iv) $E(M \cap Y) = E(M) \cap E(Y)$.
(v) $M \subseteq Y$, then $E(M) \subseteq \overline{E}(Y)$ and $\overline{E}(M) \subseteq \overline{E}(Y)$.
(vi) $E(M \cup Y) \supseteq \overline{E}(M) \cup \overline{E}(Y)$.
(vii) $E(M \cap Y) \subseteq \overline{E}(M) \cap \overline{E}(Y)$.
(viii) $E(M^c) = [\overline{E}(M)]^c$, where $M^c$ is the complement of $M$.
(ix) $\overline{E}(E(M)) = E(\overline{E}(M))$.
(xi) $E(\overline{E}(M)) = \overline{E}(E(M))$.

**Definition 3** ([33]). An information system is a quadruple $IS = (U, A, V, f)$, where $U$ is a non-empty finite set of objects, $A$ is a non-empty finite set of attributes, $V = \cup \{V_e, e \in A\}$, $V_e$ is the set of values of attribute $e$, and $f : U \times A \rightarrow V$, is called an information (knowledge) function.

**Definition 4** ([12]). Let $X$ be an initial universe set, $E$ be a set of parameters, $A \subseteq E$ and let $P(X)$ denote the power set of $X$. Then, a pair $K = (L, A)$ is called a soft set over $X$, where $L$ is a mapping given by $L : A \rightarrow P(X)$. In other words, a soft set over $X$ is a parameterized family of subsets of $X$. For $a \in A$, $L(a)$ may be considered as the set of $a$-approximate elements of $K$.

The neutrosophic set was defined by Smarandache below.

**Definition 5** ([17]). A neutrosophic set $N$ on the universe of discourse $X$ is defined as

$$N = \{\langle n, T_N(n), I_N(n), F_N(n) \rangle : n \in X\},$$

where

$$-0 \leq T_N(n) + I_N(n) + F_N(n) \leq 3^+, \text{ where}$$

$$T, I, F : X \rightarrow [-0; 1^+]$$

3. **Neutrosophic Soft Rough Set Approximations (NSR-Set Approximations)**

In this section, we give a definition of neutrosophic soft set (NSS in short) with an illustrative example. We will introduce and provide examples of NSR-lower and NSR-upper approximations.

**Definition 6.** Let a universe $X$, $E$ the parameter set and $A \subseteq E$. A neutrosophic soft set $H$ over $X$ is a neutrosophic set valued function from $A$ to $P(X)$. It can be written as

$$H = \{\langle a, < x, T_{H(a)}(x), I_{H(a)}(x), F_{H(a)}(x) : x \in X \rangle : a \in E\},$$

where $P(X)$ denotes the power neutrosophic set of $X$.

In other words, the neutrosophic soft set $H$ is a parameterized family of neutrosophic subsets of $X$. For any parameter $a$, $H(a)$ is referred as the neutrosophic value set of parameter $a$.

The example below will convey the meaning of neutrosophic soft set.

**Example 1.** Let $X$ be a set of houses and $E$ be a set of parameters (or qualities). Consider $E = \{\text{cheap, beautiful, green surrounding, spacious}\}$. To define an (NSS) means to point out cheap houses, beautiful houses and so
on. If there are five houses in $X$, where, $X = \{x_1, x_2, x_3, x_4, x_5\}$ and the set of parameters $A = \{a_1, a_2, a_3, a_4\}$, where $A \subset \mathbb{E}$, and each $a_i$ is a specific property for houses: $a_1$ stands for (cheap), $a_2$ stands for (beautiful), $a_3$ stands for (green surrounding), $a_4$ stands for (spacious).

An (NSS) can be represented as in Table 1, such that the entries are $h_{ij}$ corresponding to the house $x_i$ and the parameter $a_j$, where $h_{ij} = (true \ membership \ value \ of \ x_i, indeterminacy-membership \ value \ of \ x_i, falsity \ membership \ value \ of \ x_i)$ in $H(a_j)$. Table 1, represents the (NSS) $(H, A)$ as follows.

<table>
<thead>
<tr>
<th>$X$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>(0.6, 0.6, 0.2)</td>
<td>(0.8, 0.4, 0.3)</td>
<td>(0.7, 0.4, 0.3)</td>
<td>(0.8, 0.6, 0.4)</td>
</tr>
<tr>
<td>$x_2$</td>
<td>(0.4, 0.6, 0.6)</td>
<td>(0.6, 0.2, 0.4)</td>
<td>(0.6, 0.4, 0.3)</td>
<td>(0.7, 0.6, 0.6)</td>
</tr>
<tr>
<td>$x_3$</td>
<td>(0.6, 0.4, 0.2)</td>
<td>(0.8, 0.1, 0.3)</td>
<td>(0.7, 0.2, 0.5)</td>
<td>(0.7, 0.6, 0.4)</td>
</tr>
<tr>
<td>$x_4$</td>
<td>(0.6, 0.3, 0.3)</td>
<td>(0.8, 0.2, 0.2)</td>
<td>(0.5, 0.2, 0.6)</td>
<td>(0.7, 0.5, 0.6)</td>
</tr>
<tr>
<td>$x_5$</td>
<td>(0.8, 0.2, 0.3)</td>
<td>(0.8, 0.3, 0.2)</td>
<td>(0.7, 0.3, 0.4)</td>
<td>(0.9, 0.5, 0.7)</td>
</tr>
</tbody>
</table>

In the following, we define the concept of the neutrosophic right neighborhood.

**Definition 7.** Let $X$ be a universal set and $\Gamma$ be the power set of $X$. Let $(H, A)$ be an (NSS) on $X$, and $\omega = A \times X$. Let $S$ be a mapping given by

$$S: \omega \rightarrow \Gamma,$$

where $S_a(x) = S(a, x) = \{x_i \in X : T_a(x_i) \geq T_a(x) \text{ and } I_a(x_i) \geq I_a(x) \text{ and } F_a(x_i) \leq F_a(x)\}$.

Then for any element $x \in X$, $S_a(x)$ is called a neutrosophic right neighborhood, with respect to $a \in A$.

**Definition 8.** Let $X$ be a universal set and $(H, A)$ be an (NSS) on $X$. Then for all $x \in X$ and $a \in A$, the family of all neutrosophic right neighborhoods is defined as follows.

$$\psi = \{S_a(x) : x \in X, a \in A\}.$$

The example below conveys the meaning of neutrosophic right neighborhoods.

**Example 2.** We can deduce the statements below from Example 1.

$S_{a_1}(x_1) = S_{a_2}(x_1) = S_{a_3}(x_1) = S_{a_4}(x_1) = \{x_1\},$

$S_{a_1}(x_2) = S_{a_2}(x_2) = \{x_1, x_2\}, S_{a_3}(x_2) = \{x_1, x_2, x_3\}, S_{a_4}(x_2) = \{x_1, x_2, x_3\},$

$S_{a_1}(x_3) = S_{a_2}(x_3) = \{x_1, x_3\}, S_{a_3}(x_3) = \{x_1, x_2, x_3\}, S_{a_4}(x_3) = \{x_1, x_3, x_4\},$

$S_{a_1}(x_4) = \{x_1, x_2, x_3\}, S_{a_2}(x_4) = \{x_1, x_3\}, S_{a_3}(x_4) = X, S_{a_4}(x_4) = \{x_1, x_2, x_3, x_4\},$

$S_{a_1}(x_5) = S_{a_2}(x_5) = S_{a_3}(x_5) = \{x_3\}, S_{a_4}(x_5) = \{x_1, x_4\}.$

It follows that, $\psi = \{\{x_1\}, \{x_3\}, \{x_1, x_2\}, \{x_1, x_3\}, \{x_1, x_4\}, \{x_1, x_2, x_3\}, \{x_1, x_2, x_4\}, \{x_1, x_3, x_4\}, \{x_1, x_2, x_3, x_4\}, \{x_1, x_2, x_4, x_5\}, \{x_1, x_3, x_4, x_5\}, \{x_1, x_2, x_3, x_4, x_5\}\}.$

**Proposition 2.** Let $(H, A)$ be an (NSS) on a universe $X$, $\psi$ is the parameterised family of all neutrosophic right neighborhoods and $R_{\psi} : X \rightarrow \psi, R_{\psi}(x) = S_a(x)$. Then the statements below hold.

(i) $R_{\psi}$ is reflexive relation.

(ii) $R_{\psi}$ is transitive relation.

**Proof.** Let $(x_1, T_a(x_1), I_a(x_1), F_a(x_1))$, $(x_2, T_a(x_2), I_a(x_2), F_a(x_2))$ and $(x_3, T_a(x_3), I_a(x_3), F_a(x_3)) \in (H, A)$. Then,

(i) Obviously, for all $i = 1, 2, 3$, $T_a(x_i) \geq T_a(x_i)$, $I_a(x_i) \geq I_a(x_i)$, $F_a(x_i) \leq F_a(x_i)$ Hence, for every $a \in A$, $x_i \in S_a(x_i)$ and $x_i R_{\psi} x_i$ and thus $R_{\psi}$ is reflexive relation.
(ii) Let \(x_1, R, x_2\) and \(x_3, R, x_3\). Then, \(x_2 \in S_a(x_1)\) and \(x_3 \in S_a(x_2)\). Hence, \(T_a(x_2) \geq T_a(x_1)\), \(I_a(x_2) \geq I_a(x_1)\), \(F_a(x_2) \leq F_a(x_1)\), \(T_a(x_3) \geq T_a(x_1)\), \(I_a(x_3) \geq I_a(x_1)\) and \(F_a(x_3) \leq F_a(x_1)\). Consequently, we have \(T_a(x_1) \geq T_a(x_1)\), \(I_a(x_1) \geq I_a(x_1)\) and \(F_a(x_1) \leq F_a(x_1)\). It follows that \(x_1 \in S_a(x_1)\) and \(x_1, R, x_3\) and thus \(R_a\) is transitive relation. 

Note that \(R_a\) in Proposition 2 may not necessarily be symmetric as shown below.

Example 3. From Example 2, we have, \(S_{a_1}(x_1) = \{x_1\}\) and \(S_{a_1}(x_3) = \{x_4, x_3\}\). Hence, \((x_3, x_1) \in R_{a_1}\) but \((x_1, x_3) \notin R_{a_1}\). Thus \(R_{a_1}\) is not symmetric relation.

We define the neutrosophic soft rough lower and upper approximations below.

**Definition 9.** Let \((H, A)\) be an (NSS) on a universe \(X\), with \(\psi\) being the family of all neutrosophic right neighborhoods. The neutrosophic soft lower and neutrosophic soft upper approximations of any subset \(M\) based on \(\psi\), respectively, are

\[
\begin{align*}
NR,M &= \cup\{Y \in \psi : Y \subseteq M\}, \\
NR^cM &= \cup\{Y \in \psi : Y \cap M \neq \emptyset\}.
\end{align*}
\]

\(NR,M\) and \(NR^cM\) can be referred as neutrosophic soft rough approximations of \(M\) (NSR-set approximations) with respect to \(A\).

**Remark 1.** For any considered set \(M\) in an (NSS) \((H, A)\), the sets \(Pos_{NR}M = NR,M\), \(Neg_{NR}M = [NR^cM]^c\), \(b_{NR}M = NR^cM - NR,M\) are called the NSR-positive, NSR-negative and NSR-boundary regions of a considered set \(M\), respectively. The meaning of \(Pos_{NR}M\) is the set of all elements, which are surely belonging to \(M\), \(Neg_{NR}M\) is the set of all elements, which do not belong to \(M\) and \(b_{NR}M\) is the elements of \(M\), not determined by \((H, A)\).

The proposition below lists the properties of neutrosophic soft rough approximations.

**Proposition 3.** Let \((H, A)\) be an (NSS) on a universe \(X\), and let \(M, Z \subseteq X\). Then the following properties hold.

(i) \(NR,M \subseteq M \subseteq NR^cM\).

(ii) \(NR, \emptyset = NR^c\emptyset = \emptyset\).

(iii) \(NR, X = NR^cX = X\).

(iv) \(M \subseteq Z \Rightarrow NR,M \subseteq NR,Z\).

(v) \(M \subseteq Z \Rightarrow NR^cM \subseteq NR^cZ\).

(vi) \(NR, (M \cap Z) \subseteq NR, M \cap NR, Z\).

(vii) \(NR^c, (M \cup Z) \supseteq NR, M \cup NR, Z\).

(viii) \(NR^c, (M \cap Z) \subseteq NR^c, M \cap NR^c, Z\).

(ix) \(NR^c (M \cup Z) = NR^c, M \cup NR^c, Z\).

**Proof.**

(i) From Definition 9, we can deduce that \(NR,M \subseteq M\). In addition, let \(x \in M\), but \(R_a\) defined in Proposition 2 is reflexive relation. For all \(a \in A\), there exists \(S_a(x)\) such that \(x \in S_a(x)\) and there exists \(Y \in \psi\) such that \(Y \cap M \neq \emptyset\). Hence, \(x \in NR^cM\). Thus \(NR,M \subseteq M \subseteq NR^cM\).

(ii) Proof of (ii) follows directly from Definition 9.

(iii) From property (i), we have \(X \subseteq NR^cX\). Since \(X\) is the universe set \(NR^cX = X\). From Definition 9, we have \(NR, X = \cup\{Y \in \psi : Y \subseteq X\}\), but for all \(x \in X\), there exists \(S_a(x) \in \psi\) such that \(x \in S_a(x) \subseteq X\). Hence, \(NR, X = X\). Thus \(NR, X = NR^cX = X\).

(iv) Let \(M \subseteq Z\) and \(x \in NR,M\). There exists \(Y \in \psi\) such that \(x \in Y \subseteq M\). However, \(M \subseteq Z\), thus \(x \in Y \subseteq Z\). Hence, \(x \in NR,Z\). Consequently, \(NR,M \subseteq NR,Z\).
(v) Let $M \subseteq Z$ and $x \in NR^* M$. There exists $Y \in \varphi$ such that $x \in Y, Y \cap M \neq \emptyset$. However, $M \subseteq Z$, thus $Y \cap Z \neq \emptyset$. Hence, $x \in NR^*Z$. Thus $NR^* M \subseteq NR^*Z$.

(vii) Let $x \in NR_\ast (M \cap Z) = \bigcup \{Y \in \varphi : Y \subseteq (M \cap Z)\}$. There exists $Y \in \varphi$ such that $x \in Y \subseteq (M \cap Z), x \in Y \subseteq M$ and $x \in Y \subseteq Z$. Consequently, $x \in NR, M$ and $x \in NR, Z$, implying $x \in NR, M \cap NR, Z$. Thus $NR_\ast (M \cap Z) \subseteq NR, M \cap NR, Z$.

(viii) Let $x \notin NR_\ast (M \cup Z) = \bigcup \{Y \in \varphi : Y \subseteq (M \cup Z)\}$. For all $a \in A, x \in Y$, we have $Y \subseteq M \cup Z$, thus for all $a \in A, x \in Y$, we have $Y \subseteq Z$ and $Y \subseteq Z$. Consequently, $x \notin NR, M$ and $x \notin NR, Z$, implying $x \notin NR, M \cup NR, Z$. Thus $NR_\ast (M \cup Z) \supseteq NR, M \cup NR, Z$.

(ix) Let $x \notin NR^\ast (M \cup Z) = \bigcup \{Y \in \varphi : Y \subseteq (M \cup Z) \neq \emptyset\}$. For all $a \in A, x \in Y$, we have $Y \subseteq (M \cup Z) = \emptyset$. For all $a \in A, x \in Y$, we have $Y \subseteq M = \emptyset$ and $Y \subseteq Z = \emptyset$. Consequently, $x \notin NR^\ast M$ and $x \notin NR^\ast Z$, implying $x \notin NR^\ast M \cap NR^\ast Z$. Thus $NR^\ast (M \cup Z) \supseteq NR^\ast M \cap NR^\ast Z$.

(x) Let $x \notin NR^\ast (M \cup Z) = \bigcup \{Y \in \varphi : Y \subseteq (M \cup Z) \neq \emptyset\}$. For all $a \in A, x \in Y$, we have $Y \subseteq (M \cup Z) = \emptyset$. For all $a \in A, x \in Y$, we have $Y \subseteq M = \emptyset$ and $Y \subseteq Z = \emptyset$. Consequently, $x \notin NR^\ast M$ and $x \notin NR^\ast Z$, implying $x \notin NR^\ast M \cup NR^\ast Z$. Therefore, $NR^\ast (M \cup Z) \supseteq NR^\ast M \cup NR^\ast Z$. In addition, let $x \in NR^\ast (M \cup Z) = \bigcup \{Y \in \varphi : Y \subseteq (M \cup Z) \neq \emptyset\}$, and thus, there exists $Y \in \varphi$ such that $x \in Y, Y \subseteq (M \cup Z) \neq \emptyset$. It follows that, $Y \subseteq M \neq \emptyset$ or $Y \subseteq Z \neq \emptyset$. Consequently, $x \in NR^\ast M$ or $x \in NR^\ast Z$. Hence, $x \in NR^\ast M \cup NR^\ast Z$, and $NR^\ast M \cup NR^\ast Z \supseteq NR^\ast (M \cup Z)$. Thus $NR^\ast M \cup NR^\ast Z = NR^\ast (M \cup Z)$. □

The converse of property (i) in Proposition 3 does not hold, as shown below.

**Example 4.** From Example 1, if $M = \{x_1, x_4\}$, then $NR, M = \{x_1\}$ and $NR^\ast M = X$. Hence, $NR, M \neq M$ and $M \neq NR^\ast M$.

The converse of property (iv) in Proposition 3 does not hold, as shown below.

**Example 5.** From Example 1, if $M = \{x_2\}$ and $Z = \{x_1, x_2\}$, then $NR, M = \emptyset$, $NR, Z = \{x_1, x_2\}$. Thus $NR, M \neq NR, Z$.

The converse of property (v) in Proposition 3 does not hold, as shown below.

**Example 6.** According to Example 1. Let $A = \{a_1\}$, then $\varphi = \{\{x_1\}, \{x_5\}, \{x_1, x_2\}, \{x_1, x_3\}, \{x_1, x_3, x_4\}\}$. If $M = \{x_2\}$ and $Z = \{x_1, x_2\}$, then $NR^\ast M = \{x_1, x_2\}$ and $NR^\ast Z = \{x_1, x_2, x_3, x_4\}$. Hence, $NR^\ast M \neq NR^\ast Z$.

The converse of property (vi) in Proposition 3 does not hold, as shown below.

**Example 7.** From Example 1, if $M = \{x_1, x_3, x_4\}$ and $Z = \{x_1, x_2, x_3\}$, then $NR, M = \{x_1, x_3, x_4\}$, $NR, Z = \{x_1, x_3, x_4\}$ and $NR_\ast (M \cap Z) = \{x_1\}$. Hence, $NR_\ast (M \cap Z) \neq NR, M \cap NR, Z$.

The converse of property (vii) in Proposition 3 does not hold, as shown below.

**Example 8.** From Example 1, if $M = \{x_1\}$ and $Z = \{x_1\}$, then $NR, M = \{x_1\}$, $NR, Z = \emptyset$ and $NR_\ast (M \cup Z) = \{x_1\}$. Hence, $NR_\ast (M \cup Z) \neq NR, M \cup NR, Z$.

The converse of property (viii) in Proposition 3 does not hold, as shown below.

**Example 9.** From Example 6, if $M = \{x_2, x_3\}$ and $Z = \{x_1, x_3, x_5\}$, then $NR^\ast M = \{x_1, x_2, x_5\}$, $NR^\ast Z = X$ and $NR^\ast (M \cap Z) = \{x_1\}$. Hence, $NR^\ast (M \cap Z) \neq NR^\ast M \cap NR^\ast Z$.  


Proposition 4. Let \((H, A)\) be an (NSS) on a universe \(X\), and let \(M, Z \subseteq X\). Then the properties below hold.

(i) \(NR, NR, M = NR, M\).
(ii) \(NR^\prime NR^\prime M \supseteq NR^\prime M\).
(iii) \(NR, NR^\prime M = NR^\prime M\).
(iv) \(NR^\prime NR, M \supseteq NR, M\).
(v) \(NR, M^\prime \supseteq [NR, M]^\prime\).
(vi) \(NR^\prime M^\prime \supseteq [NR^\prime M]^\prime\).

Proof. (i) Let \(W = NR, M\) and \(x \in W = \cup\{Y \in \psi : Y \subseteq M\}\). Then, for some \(a \in A, x \in Y \subseteq W\). So, \(x \in NR, W\). Therefore, \(W \subseteq NR, W\). Hence \(NR, M \subseteq NR, NR, M\). From property (i) of Proposition 3, \(NR, M \subseteq M\) and using property (iv) of Proposition 3, we obtain \(NR, NR, M \subseteq NR, M\). Subsequently, \(NR, NR, M = NR, M\).

(ii) Let \(W = NR^\prime M\). Using property (i) of Proposition 3, we get \(W \subseteq NR^\prime W\). Hence \(NR^\prime NR^\prime M \supseteq NR^\prime M\).

(iii) Let \(W = NR^\prime M\). Using property (i) of Proposition 3, we get \(NR^\prime W \subseteq W\). Let \(x \in W = \cup\{Y \in \psi : Y \cap M \neq \emptyset\}\), thus there exists \(Y \in \psi\) where \(x \in X \subseteq W\) such that \(x \in NR^\prime W\). Subsequently, \(W \subseteq NR^\prime W, \) with \(W = NR^\prime W\), and \(W = NR^\prime M\). Therefore, \(NR^\prime NR^\prime M = NR^\prime M\).

(iv) Let \(W = NR, M\). Using property (i) of Proposition 3, we get \(W \subseteq NR^\prime W\). Hence \(NR^\prime NR^\prime M \supseteq NR^\prime M\).

(v) Let \(x \notin NR, M^\prime\). For all \(Y \in \psi\) such that \(x \in Y\), we have \(Y \notin M^\prime\) and \(Y \cap M^\prime = \emptyset\). Thus \(Y \cap M \neq \emptyset\), where \(x \in NR^\prime M\) but \(x \notin [NR^\prime M]^\prime\). Therefore, \(NR, M^\prime \supseteq [NR^\prime M]^\prime\).

(vi) From property (v) of Proposition 4, we get \(NR, M^\prime \supseteq [NR^\prime M]^\prime\). Therefore, \(NR, M \supseteq [NR, M]^\prime\) meaning that \(NR^\prime M^\prime \supseteq [NR, M]^\prime\). 

The converse of property (ii) in Proposition 4 does not hold, as shown below.

Example 10. From Example 6, if \(X = \{x_2\}\), we will have \(NR^\prime X = \{x_1, x_2\}\) and \(NR^\prime NR^\prime X = \{x_1, x_2, x_3, x_4\}\). Therefore, \(NR^\prime NR^\prime X \neq NR^\prime X\).

The converse of property (iv) in Proposition 4 does not hold, as shown below.

Example 11. From Example 6, if \(M = \{x_1, x_3\}\), then \(NR, M = \{x_1\}\) and \(NR^\prime NR, M = \{x_1, x_2, x_3, x_4\}\). Hence, \(NR^\prime NR, M \neq NR, M\).

The converse of property (v) in Proposition 4 does not hold, as shown below.

Example 12. From Example 6, if \(M = \{x_1\}\), then \(NR, M^\prime = \{x_1, x_2, x_3\}\) and \([NR, M]^\prime = \{x_2, x_3\}\). Hence, \(NR, M^\prime \neq [NR, M]^\prime\).

The converse of property (vi) in Proposition 4 does not hold, as shown below.

Example 13. From Example 6, if \(M = \{x_1, x_2, x_4, x_5\}\), then \([NR, M]^\prime = \{x_3, x_4\}\) and \(NR^\prime M^\prime = \{x_1, x_3, x_4\}\). Hence, \([NR, M]^\prime \neq NR^\prime M^\prime\).

Proposition 5. Let \((H, A)\) be an (NSS) on a universe \(X\), and let \(M, Z \subseteq X\). Then,

\[NR, (M - Z) \subseteq NR, M - NR, Z\]

Proof. Let \(u \in NR, (M - Z) = \cup\{Y \in \psi : Y \subseteq (M - Z)\}\). There exists \(Y \in \psi\) where \(u \in Y \subseteq (M - Z)\), \(u \in Y \subseteq M\) and \(u \notin Y \subseteq Z\). Subsequently, \(u \in NR, M\) but \(u \notin NR, Z\), hence \(u \in NR, M - NR, Z\). Thus, \(NR, (M - Z) \subseteq NR, M - NR, Z\). 

\(\square\)
The converse of Proposition 5 does not hold, as shown below.

**Example 14.** From Example 1, if \( M = \{x_1, x_2, x_3\} \) and \( Z = \{x_1, x_4\} \), then \( NR,M = \{x_1, x_2, x_3\} \), \( NR,Z = \{x_1, x_3\} \), \( NR,(M - Z) = \emptyset \) and \( NR,M - NR,Z = \{x_4\} \). Hence, \( NR,M - NR,Z \neq NR,(M - Z) \).

**Proposition 6.** Let \((H, A)\) be an (NSS) on a universe \( X \), and let \( M, Z \subseteq X \). Then, the property below holds.

\[
NR^*(M - Z) \neq NR^*M - NR^*Z.
\]

**Example 15.** From Example 6, if \( M = \{x_1, x_2, x_3\} \) and \( Z = \{x_1, x_4\} \), then \( NR^*M = X \), \( NR^*Z = X \), \( NR^*(M - Z) = \{x_1, x_2, x_4\} \) and \( NR^*M - NR^*Z = \emptyset \). Hence, \( NR^*M - NR^*Z \neq NR^*(M - Z) \).

4. The Concepts of Neutrosophic Soft Rough Set

We will now define the neutrosophic soft rough concepts as a generalization of rough concepts, illustrated by examples.

**Definition 10.** Let \((H, A)\) be an (NSS) on a universe \( X \) and let \( M \subseteq X \). A subset \( M \subseteq X \) is called

(i) **NSR-definable** (NSR-exact) set, if \( NR,M = NR^*M = M \).

(ii) **Internally NSR-definable** set, if \( NR,M = M \) and \( NR^*M \neq M \).

(iii) **Externally NSR-definable** set, if \( NR,M \neq M \) and \( NR^*M = M \).

(iv) **NSR-rough** set, if \( NR,M \neq M \) and \( NR^*M \neq M \).

**Example 16.** From Example 6, we have \( \{x_1, x_2, x_3, x_4\} \) is NSR-definable set, whereas \( \{x_1\}, \{x_2\}, \{x_3\}, \{x_4\}, \{x_1, x_2\}, \{x_1, x_3\}, \{x_1, x_4\}, \{x_2, x_3, x_4\}, \{x_1, x_2, x_3, x_4\} \) are internally NSR-definable sets, whereas the rest of the subsets of \( X \) are NSR-rough sets.

The degree of **NSR-crispness** (exactness) of any subset \( M \subseteq X \), can be determined by using **NSR\_p-accuracy measure** denoted by \( C_{NSR}^pM \), which is defined as follows.

**Definition 11.** Let \((H, A)\) be an (NSS) on a universe \( X \) and let \( M \subseteq X \). Then,

\[
C_{NSR}^pM = \frac{|NR,M|}{|NR^*M|},
\]

where \( M \neq \emptyset \) and \( |M| \) denotes the cardinality of sets.

**Remark 2.** Let \((H, A)\) be an (NSS) on a universe \( X \). A subset \( M \subseteq X \) is NSR-definable, if and only if, \( C_{NSR}^pM = 1 \).

Neutrosophic soft rough (NSR)-membership function is defined below.

**Definition 12.** Let \((H, A)\) be an (NSS) on a universe \( X \) and let \( M \subseteq X \).

**NSR-membership function** of an element \( m \) to a set \( M \) denoted by \( N_M(m) \) is defined as follows.

\[
N_M(m) = \frac{|m \cap M|}{|m|},
\]

where \( S_A(m) = \bigcap \{S_a(m) : a \in A\} \) and \( S_a(m) \) is a neutrosophic right neighborhood defined in Definition 7.

**Proposition 7.** Let \((H, A)\) be an (NSS) on a universe \( X \), \( M \subseteq X \) and let \( N_M(m) \) be the membership function defined in Definition 12. Then the properties below holds:

\[
N_M(m) \in [0, 1]
\]
Proof. From Definition 12, we have \( \phi \subseteq S_A(m) \cap M \subseteq S_A(m) \), then \( 0 \leq |S_A(m) \cap M| \leq |S_A(m)| \) and \( 0 \leq \frac{|S_A(m) \cap M|}{|S_A(m)|} \leq 1 \), thus \( N_M(m) \in [0,1] \). \( \square \)

Proposition 8. Let \((H,A)\) be an (NSS) on a universe \( X \) and let \( M \subseteq X \). Then,

\[
m \in M \iff N_M(m) = 1
\]

Proof. Let \( N_M(m) = 1 \), if and only if, \( \frac{|S_A(m) \cap M|}{|S_A(m)|} = 1 \), if and only if, \( |S_A(m) \cap M| = |S_A(m)| \), if and only if, \( S_A(m) \subseteq M \). However, from Proposition 2, we have \( R_a \) is a reflexive relation for all \( a \in A \). Hence \( m \in S_a(m) \), \( \forall a \in A \). It follows that \( m \in S_A(m) \). Hence \( m \in M \), if and only if, \( N_M(m) = 1 \). \( \square \)

Proposition 9. Let \((H,A)\) be an (NSS) on a universe \( X \) and let \( M \subseteq X \). If \( M_1 \subseteq M_2 \), then the properties below hold:

(i) \( N_{M_2}(m) \leq N_{M_1}(m) \)

(ii) \( N_{NR,M_1}(m) \leq N_{NR,M_2}(m) \)

(iii) \( N_{NR^*,M_1}(m) \leq N_{NR^*,M_2}(m) \)

Proof. (i) If \( M_1 \subseteq M_2 \), it follows that \( S_A(m) \cap M_1 \subseteq S_A(m) \cap M_2 \), then \( |S_A(m) \cap M_1| \leq |S_A(m) \cap M_2| \) and \( \frac{|S_A(m) \cap M_1|}{|S_A(m)|} \leq \frac{|S_A(m) \cap M_2|}{|S_A(m)|} \), thus \( N_{M_1}(m) \leq N_{M_2}(m) \).

(ii) We get the proof directly from property (i) of Proposition 9 and property (iv) of Proposition 3.

(iii) We get the proof directly from property (ii) of Proposition 9 and property (v) of Proposition 3. \( \square \)

Proposition 10. Let \((H,A)\) be an (NSS) on a universe \( X \) and let \( M \subseteq X \), then the following properties hold:

(i) \( N_{NR,M}(m) \leq N_M(m) \)

(ii) \( N_M(m) \leq N_{NR^*,M}(m) \)

(iii) \( N_{NR,M}(m) \leq N_{NR^*,M}(m) \)

Proof. The proof of properties (i), (ii) and (iii) can be obtained directly from Propositions 3 and property (i) of Proposition 9. \( \square \)

Definition 13. Let \((H,A)\) be a (NSS) on a universe \( X \) and let \( m \in X, M \subseteq X \). NSR-membership relations, denoted by \( \subseteq_{NSR} \) and \( \subseteq_{NSR^*} \), are defined below.

\[
m \subseteq_{NSR} M, \text{ if } m \in NR,M,
m \subseteq_{NSR^*} M, \text{ if } m \in NR^*M.
\]

Proposition 11. Let \((H,A)\) be an (NSS) on a universe \( X \) and let \( m \in X, M \subseteq X \). Then,

\[
(i) m \subseteq_{NSR} M \implies m \in M \\
(ii) m \not\subseteq_{NSR} M \implies m \notin M
\]

Proof. Proof of (i) and (ii) follows directly from Definition 13 and Proposition 3. \( \square \)

The following example illustrates that the converse of properties (i) and (ii) in Proposition 11 do not hold.

Example 17. In Example 1, if \( M = \{x_2,x_3\} \), then \( NR,M = \{x_5\} \) and \( NR^*M = X \). Hence \( x_2 \notin_{NSR} M \), although \( x_2 \in M \) and \( x_3 \notin M \), although \( x_3 \subseteq_{NSR^*} M \).
**Proposition 12.** Let \((H, A)\) be an (NSS) on a universe \(X\), and let \(M \subseteq X\). Then the properties below hold:

\[
\begin{align*}
(i) & \quad m \in_{NSR} M \longrightarrow N_M(m) = 1 \\
(ii) & \quad N_M(m) = 1 \longrightarrow m \in_{NSR} M
\end{align*}
\]

**Proof.** The proof of properties (i) and (ii) can be obtained directly from Definition 13 and Propositions 11.

The converse of property (ii) in Proposition 12 does not hold, as shown below.

**Example 18.** In Example 1, if \(M = \{x_1, x_4\}\), then \(N_{M}(x_4) = \{x_1\}\) and \(S_{A}(x_4) = \{x_4\}\), it follows that \(N_{M}(x_4) = \frac{|S_{A}(x_4) \cap M|}{|S_{A}(x_4)|} = \frac{|x_1|}{|x_4|} = 1\), although \(x_4 \notin_{NSR} M\).

The converse of Proposition 13 does not hold, as shown below.

**Proposition 13.** Let \((H, A)\) be an (NSS) on a universe \(X\) and let \(M \subseteq X\). Then,

\[m \in_{NSR} M \longrightarrow N_M(m) = 0\]

**Proof.** Let \(m \in_{NSR} M\), then \(m \notin NR'M\), also from Definition 9, we conclude that \(S_{a}(m) \cap M = \phi\), \(\forall a \in A\), but \(S_{A}(m) = \cap\{S_{a}(m) : a \in A\}\). Thus \(S_{A}(m) \cap M = \phi\) and \(|S_{A}(m) \cap M| = 0\), and hence \(N_{M}(m) = 0\).

The following example illustrates that the converse of Proposition 13 does not hold.

**Example 19.** In Example 1, if \(M = \{x_1, x_4\}\), then \(NR'M = X\) and \(S_{A}(x_3) = \{x_1, x_3\}\), it follows that \(x_3 \in_{NSR} M\), although \(N_{M}(x_3) = \frac{|x_1|}{|x_1, x_3|} = \frac{1}{2} \neq 1\).

**Proposition 14.** Let \((H, A)\) be an (NSS) on a universe \(X\) and let \(M \subseteq X\). Then,

\[
\begin{align*}
(i) & \quad N_M(m) = 0 \longrightarrow m \notin M \\
(ii) & \quad N_M(m) = 0 \longrightarrow m \notin_{NSR} M
\end{align*}
\]

**Proof.** The proof of properties (i) and (ii) are straightforward and therefore are omitted.

The converse of property (i) in Proposition 14 does not hold, as shown below.

**Example 20.** In Example 1, if \(M = \{x_2\}\), then \(NR'M = \{x_1, x_2\}\) and \(S_{A}(x_1) = \{x_1\}\). It follows that \(x_1 \in_{NSR} M\), although \(N_{M}(x_1) = \frac{|x_1|}{|x_1|} = 1\).

**Proposition 15.** Let \((H, A)\) be an (NSS) on a universe \(X\) and let \(M \subseteq X\). Then,

\[
\begin{align*}
(i) & \quad N_M(m) = 0 \longrightarrow m \notin_{NSR} M \\
(ii) & \quad N_M(m) = 0 \longrightarrow m \notin_{NSR} M
\end{align*}
\]

**Proof.** The proof of properties (i) and (ii) are straightforward and therefore are omitted.

The converse of property (i) in Proposition 15 does not hold, as shown below.

**Example 21.** In Example 1, if \(M = \{x_1, x_3, x_4\}\), then \(S_{A}(x_2) = \{x_1, x_2\}\) and \(N_{M}(x_2) = \frac{|x_1|}{|x_1, x_2|} = \frac{1}{2} \neq 0\), although \(x_2 \notin M\).

The converse of property (ii) in Proposition 15 does not hold, as shown below.

**Example 22.** In Example 1, if \(M = \{x_1, x_4, x_5\}\), then \(NR'M = \{x_1, x_4, x_5\}\) and \(x_{2A} = \{x_1, x_2\}\), it follows that \(N_{M}(x_2) = \frac{|x_1|}{|x_1, x_2|} = \frac{1}{2} \neq 0\), although \(x_2 \notin_{NSR} M\).

**Definition 14.** Let \((H, A)\) be an (NSS) on a universe \(X\) and let \(M, Z \subseteq X\). NSR-inclusion relations, denoted by \(\subseteq_{NSR}\) and \(\subseteq_{NSR}'\) are defined as follows.

\[M \subseteq_{NSR} Z, \text{ if } NR'M \subseteq NR', Z,\]
\[ M \subseteq_{\text{NSR}} Z, \text{ if } NR^* M \subseteq NR^* Z. \]

**Proposition 15.** Let \((H, A)\) be an (NSS) on a universe \(X\) and let \(M, Z \subseteq X\). Then,

\[ M \subseteq Z \rightarrow M \subseteq_{\text{NSR}} Z \text{ and } M \subseteq_{\text{NSR}} Z. \]

**Proof.** It can be directly obtained from Proposition 3.  

The inverse of Proposition 15 does not hold, as shown below.

**Example 23.** In Example 6, if \(M = \{x_1, x_4\}\) and \(Z = \{x_1, x_3\}\), then \(NR, M = \{x_1\}\), \(NR, Z = \{x_1, x_3\}\), \(NR^* M = \{x_1, x_2, x_3, x_4\}\) and \(NR^* Z = X\). Hence, \(M \subseteq_{\text{NSR}} Z\) and \(M \subseteq_{\text{NSR}} Z\), although \(M \not\subseteq Z\).

**Proposition 16.** Let \((H, A)\) be an (NSS) on a universe \(X\) and let \(M, Z \subseteq X\). If \(M \subseteq_{\text{NSR}} Z\), then the following properties hold:

(i) \(N_{NR, M}(m) \leq N_{NR, Z}(m)\)
(ii) \(N_{NR, M}(m) \leq N_{Z}(m)\)
(iii) \(N_{NR, M}(m) \leq N_{NR^* Z}(m)\)

**Proof.** The proof can be directly obtained from Definition 14 and Proposition 9.  

**Proposition 17.** Let \((H, A)\) be an (NSS) on a universe \(X\) and let \(M, Z \subseteq X\). If \(M \subseteq_{\text{NSR}} Z\), then the properties below hold:

(i) \(N_{NR^* M}(m) \leq N_{NR^* Z}(m)\)
(ii) \(N_{M}(m) \leq N_{NR^* Z}(m)\)
(iii) \(N_{NR, M}(m) \leq N_{NR^* Z}(m)\)

**Proof.** It can be directly obtained from Definition 14 and Proposition 9.  

**Definition 15.** Let \((H, A)\) be an (NSS) on a universe \(X\) and let \(M, Z \subseteq X\). NSR-equality relations are defined as follows.

\[ M \equiv_{\text{NSR}} Z, \text{ if } NR, M = NR, Z, \]
\[ M \subseteq_{\text{NSR}} Z, \text{ if } NR^* M = NR^* Z, \]
\[ M \sim_{\text{NSR}} Z, \text{ if } M \equiv_{\text{NSR}} Z \text{ and } M \subseteq_{\text{NSR}} Z. \]

The example below illustrates Definition 15.

**Example 24.** In Example 6, suppose \(M_1 = \{x_3\}\), \(M_2 = \{x_3\}\), \(M_3 = \{x_1, x_3\}\), \(M_4 = \{x_1, x_4\}\), \(M_5 = \{x_2, x_3\}\) and \(M_6 = \{x_3\}\). Then, \(NR, M_1 = NR, M_2 = \emptyset\), \(NR^* M_3 = NR^* M_4 = \{x_1, x_2, x_3, x_4\}\), \(NR, M_5 = NR^* M_6 = \{x_1, x_3, x_4, x_5\}\). Consequently, \(M_1 \equiv_{\text{NSR}} M_2, M_4 \subseteq_{\text{NSR}} M_4\) and \(M_5 \approx_{\text{NSR}} M_6\).

**Proposition 18.** Let \((H, A)\) be an (NSS) on a universe \(X\) and let \(M, Z \subseteq X\). Then,

(i) \(M \equiv_{\text{NSR}} NR, M\)
(ii) \(M = Z \rightarrow M \equiv_{\text{NSR}} Z\)
(iii) \(M \subseteq Z, Z \equiv_{\text{NSR}} \emptyset \rightarrow M \equiv_{\text{NSR}} \emptyset\)
(iv) \(M \subseteq Z, M \sim_{\text{NSR}} X \rightarrow Z \sim_{\text{NSR}} X\)
(v) \(M \subseteq Z, M \sim_{\text{NSR}} \emptyset \rightarrow M \sim_{\text{NSR}} \emptyset\)
(vi) \(M \subseteq Z, M \sim_{\text{NSR}} X \rightarrow Z \sim_{\text{NSR}} X\)

**Proof.** It can be directly obtained from Propositions 3 and 4.  

Proposition 19. Let \((H, A)\) be an (NSS) on a universe \(X\) and let \(M, Z \subseteq X\). If \(M \sim_{\text{NSR}} Z\), then the following properties hold:

\[ (i) \ N_{\text{NR}}^* M(m) = N_{\text{NR}}^* Z(m) \]
\[ (ii) \ N_{\text{NR}} M(m) \leq N_{\text{NR}} Z(m) \]
\[ (iii) \ N_{\text{NR}}^* M(m) \leq N_{\text{NR}}^* Z(m) \]

**Proof.** The proof of properties (i), (ii) and (iii) can be obtained directly from Definition 15 and Proposition 9. \(\square\)

Proposition 20. Let \((H, A)\) be an (NSS) on a universe \(X\) and let \(M, Z \subseteq X\). If \(M \sim_{\text{NSR}} Z\), then the following properties hold:

\[ (i) \ N_{\text{NR}}^* M(m) = N_{\text{NR}}^* Z(m) \]
\[ (ii) \ N_{\text{NR}} M(m) \leq N_{\text{NR}} Z(m) \]
\[ (iii) \ N_{\text{NR}}^* Z(m) \leq N_{\text{NR}}^* M(m) \]

**Proof.** The proof of properties (i), (ii) and (iii) can be obtained directly from Definition 15 and Proposition 9. \(\square\)

5. Application of the Proposed Neutrosophic Soft Rough Model in Decision Making

This section presents an employment of the suggested neutrosophic soft rough approximations to the multi attribute decision making problems.

Consider Example 1 and suppose that we are requested to make a decision about the most desirable house based on the given attributes. To solve this problem, we apply the following decision steps.

**Step 1:** Input the NSS \((H, A)\).

**Step 2:** Compute the accuracy measure to each alternative (house) in the given NSS \((H, A)\), separately.

**Step 3:** Choose the (element) alternative which has the highest accuracy measure as the optimal solution. If there is more than one alternative with highest accuracy measure, we do the following steps.

**Step 4:** Consider the alternatives that have the highest accuracy measure and create a new NSS \((\hat{H}, A)\), which consists of the selected alternatives \(x_i\) and the corresponding parameters \(a_j\).

**Step 5:** Find the values of \(S_{ij} = T_{a_j}(x_i) + I_{a_j}(x_i) - F_{a_j}(x_i)\), where \(T, I\) and \(F\) represent, respectively the truth, indeterminacy and falsity membership functions of the NSS \((\hat{H}, A)\).

**Step 6:** Compute the score \(C(x_i) = \sum_{j=1}^{m} S_{ij}\) of each element of the selected alternatives, where \(m\) is the number of the parameters.

**Step 7:** Determine the value of the highest score. Then the decision is to choose the alternative with the highest score. If more than one alternative has the maximum score, then any one of those alternatives can be the optimal solution.

Table 2 gives the accuracy measure to all alternatives.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>(x_1)</th>
<th>(x_2)</th>
<th>(x_3)</th>
<th>(x_4)</th>
<th>(x_5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_{\text{NSR}} M)</td>
<td>(\frac{1}{2})</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>(\frac{1}{2})</td>
</tr>
</tbody>
</table>
From Table 2, it is clear that there are two alternatives (houses) with the highest accuracy measure which are house 1 and house 5. Thus, we proceed to the next steps and create the NSS \((\hat{H}, A)\) of the considered alternatives as in Table 3.

**Table 3.** Tabular representation of \((\hat{H}, A)\).

<table>
<thead>
<tr>
<th>X</th>
<th>(a_1)</th>
<th>(a_2)</th>
<th>(a_3)</th>
<th>(a_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_1)</td>
<td>((0.6, 0.6, 0.2))</td>
<td>((0.8, 0.4, 0.3))</td>
<td>((0.7, 0.4, 0.3))</td>
<td>((0.8, 0.6, 0.4))</td>
</tr>
<tr>
<td>(x_2)</td>
<td>((0.8, 0.2, 0.3))</td>
<td>((0.8, 0.3, 0.2))</td>
<td>((0.7, 0.3, 0.4))</td>
<td>((0.9, 0.5, 0.7))</td>
</tr>
</tbody>
</table>

Now we calculate the values of \(S_{ij}\) to the considered alternatives (houses) as in the Table 4.

**Table 4.** Values of \(S_{ij}\) to the considered houses.

<table>
<thead>
<tr>
<th>X</th>
<th>(a_1)</th>
<th>(a_2)</th>
<th>(a_3)</th>
<th>(a_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_1)</td>
<td>1</td>
<td>0.9</td>
<td>0.8</td>
<td>1</td>
</tr>
<tr>
<td>(x_2)</td>
<td>0.7</td>
<td>0.9</td>
<td>0.6</td>
<td>0.7</td>
</tr>
</tbody>
</table>

The scores \(C(x_i)\) of the considered houses can be shown as in Table 5.

**Table 5.** Scores of the considered houses.

<table>
<thead>
<tr>
<th>X</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_1)</td>
<td>3.7</td>
</tr>
<tr>
<td>(x_2)</td>
<td>2.9</td>
</tr>
</tbody>
</table>

From Table 5, it is clear that the house \(x_1\) gets the highest score which is 3.7. Thus the decision is to choose house 1 as the appropriate solution under the parameter set \(A\).

6. Discussion

We will discuss the features and limitations of our model by conducting a comparison with the existing models. Discussion will begin on the features of the proposed model before moving on to its limitations.

To illustrate the features of our model, we compare it with traditional rough approach [5,33], neutrosophic rough set approaches [10,23–25], and fuzzy and intuitionistic fuzzy rough soft approaches [34–36].

We begin by making a comparison between the proposed neutrosophic soft rough approach and the traditional rough approach. The following Table 6 shows the properties of both traditional rough and the proposed neutrosophic soft rough approaches.

**Table 6.** Properties of traditional rough and neutrosophic soft rough.

<table>
<thead>
<tr>
<th>Traditional Rough Properties</th>
<th>Neutrosophic Soft Rough Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E(M \cap Z) = E(M) \cap E(Z))</td>
<td>(NR, (M \cap Z) \subseteq NR, M \cap NR, Z)</td>
</tr>
<tr>
<td>(\overline{E}(\overline{M}) = \overline{E}(M))</td>
<td>(NR, \overline{M} \subseteq \overline{NR}, M)</td>
</tr>
<tr>
<td>(\overline{E}(\overline{M}) = \overline{E}(M))</td>
<td>(NR, \overline{M} \subseteq \overline{NR}, M)</td>
</tr>
<tr>
<td>(E(M) = [E(M)]^c)</td>
<td>(NR, M \supseteq [NR, M]^c)</td>
</tr>
<tr>
<td>(E(M) = [E(M)]^c)</td>
<td>(NR, M \supseteq [NR, M]^c)</td>
</tr>
</tbody>
</table>

In the proposed neutrosophic soft rough approach, let us consider the NSS \((H, A)\) on the universe \(X\), where \(x \in X\) and \(M \subseteq X\). If we consider the case where \(T_a(x_i) > 0.5\), then \(a(x) = 1\), otherwise \(a(x) = 0\). Thus, the neutrosophic right neighborhood of an element \(x\) is replaced by the following
equivalence class \([x] = \{x_i \in X : a(x_i) = a(x), a \in A\}\). Subsequently, the neutrosophic soft rough set
approximates to that of Pawlak, i.e., the lower and upper approximations of the proposed model will
be \(NR_M = \{x \in X : [x] \subseteq M\}\) and \(NR' M = \{x \in X : [x] \cap M \neq \emptyset\}\). Therefore, all properties
of traditional rough set approximations will be satisfied.

We continue our discussion by comparing the proposed neutrosophic soft rough approach
with other approaches which combine rough set to neutrosophic set \([10,23–25]\). It can be seen that
these approaches have the inadequacy of the parametrization tool to facilitate the representation of
parameters, while the soft set in the proposed model can represent the problem parameters in a more
complete manner. This feature makes the proposed model superior to these models and other models
that do not incorporate soft sets into their structures.

Now, we compare the proposed model to the fuzzy and intuitionistic fuzzy soft rough
approaches \([34–36]\). The proposed approach combines rough set to neutrosophic soft set which is a
generalisation of fuzzy and intuitionistic fuzzy soft set. Neutrosophic soft sets consider three membership
functions instead of two as in the intuitionistic fuzzy soft set and one as in the fuzzy soft set. Fuzzy sets
handle the uncertainty in data, intuitionistic fuzzy sets deal with ambiguous and incomplete data, while
neutrosophic sets hold the features of all of the aforementioned sets in addition to its ability to handle the
indeterminacy in data. Thus, combining neutrosophic soft sets to the rough sets provides the opportunity
to deal with complicated data that cannot be handled by other models. From Example 1, it can be seen
that fuzzy soft set and intuitionistic fuzzy soft set cannot describe the data presented by the neutrosophic
soft set, which makes these models incapable to be applied directly on decision making problems with
neutrosophic soft information. Conversely, the newly proposed model can directly address fuzzy and
intuitionistic fuzzy soft rough set based decision making, since the intuitionistic fuzzy soft set is a
special case of neutrosophic soft set and can be easily represented in the form of neutrosophic soft set.
For example, the intuitionistic fuzzy soft value \((0.4, 0.5)\) can be represented as \((0.4, 0.1, 0.5)\) by means of
neutrosophic soft set, since the sum of the degrees of membership, nonmembership and indeterminacy
of an intuitionistic fuzzy value equals to 1. Note that the indeterminacy degree in intuitionistic fuzzy set
is provided by default and cannot be defined alone unlike the neutrosophic set where the indeterminacy
is defined independently and quantified explicitly.

Then we enlarge the discussion by presenting two limitations of the proposed model: (1) It cannot
be used to solve multi attribute group decision making problems which incorporate the opinions
of more than one expert. For more illustration, if we consider Example 1 and suppose that there
are three experts who are requested to provide their opinions on each house under each (attribute)
parameter, then we need a mechanism to incorporate the opinions of the three experts in one model
(neutrosophic soft set), otherwise, we have to construct three neutrosophic soft sets and this increases
the amount of both mathematical calculations and investigation of several operators in incorporating
three neutrosophic soft sets to find out the optimal solution; (2) There exist some neutrosophic soft set
based decision making problems in which the proposed algorithm is likely to get an empty decision
(optimum) set. Consider Example 1, and consider the NSS \((G, A)\) as in Table 7.

<table>
<thead>
<tr>
<th>(X)</th>
<th>(a_1)</th>
<th>(a_2)</th>
<th>(a_3)</th>
<th>(a_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_1)</td>
<td>((0.6, 0.6, 0.2))</td>
<td>((0.8, 0.4, 0.3))</td>
<td>((0.7, 0.4, 0.3))</td>
<td>((0.8, 0.6, 0.4))</td>
</tr>
<tr>
<td>(x_2)</td>
<td>((0.4, 0.6, 0.6))</td>
<td>((0.6, 0.2, 0.4))</td>
<td>((0.6, 0.4, 0.3))</td>
<td>((0.7, 0.6, 0.6))</td>
</tr>
<tr>
<td>(x_3)</td>
<td>((0.6, 0.4, 0.2))</td>
<td>((0.8, 0.2, 0.2))</td>
<td>((0.7, 0.4, 0.3))</td>
<td>((0.7, 0.6, 0.4))</td>
</tr>
<tr>
<td>(x_4)</td>
<td>((0.6, 0.3, 0.3))</td>
<td>((0.8, 0.2, 0.2))</td>
<td>((0.5, 0.2, 0.6))</td>
<td>((0.7, 0.5, 0.6))</td>
</tr>
<tr>
<td>(x_5)</td>
<td>((0.6, 0.6, 0.2))</td>
<td>((0.8, 0.4, 0.3))</td>
<td>((0.7, 0.3, 0.4))</td>
<td>((0.8, 0.6, 0.4))</td>
</tr>
</tbody>
</table>

We then obtain the family of all neutrosophic right neighborhood \(\psi = \{x_1 \cup x_3\}, \{x_1, x_3\},\)
\(\{x_1, x_2, x_3\}, \{x_1, x_2, x_3\}, \{x_1, x_2, x_3\}, \{x_1, x_2, x_3\}\). As a result, the accuracy measure table is as follows.
From Table 8, it can be seen that the accuracy measure to each alternative (house) equals zero, which means that none of the houses can be selected as a candidate to be an optimal solution. Thus the proposed approach fails to handle this case.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>x₁</th>
<th>x₂</th>
<th>x₃</th>
<th>x₄</th>
<th>x₅</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cₙₛₙ M</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

7. Conclusions

We proposed a novel approach to rough sets based on neutrosophic soft sets and deduced that the traditional rough approach is a special case of the proposed approach. The lower and upper neutrosophic soft rough approximations are defined and their properties are verified. We have further defined some essential neutrosophic soft rough concepts such as neutrosophic soft rough (NSR) definability, neutrosophic soft rough (NSR)-membership relations and functions. Properties of these concepts are deduced, proven and shown by several examples. In addition, we provided an algorithm based on the proposed neutrosophic soft rough sets approximations. Finally, we have made a comparative analysis and a discussion to reveal the features and limitations of the proposed model. For the future prospects, we will extend this model by using topological structures and commit to exploring the application of the proposed model to data mining and attribute reduction.
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