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a b s t r a c t 

This paper presents a novel multi-criteria group decision-making method that is capable of working in hetero- 
geneous and dynamic environments. It is applicable in non-static frameworks where the decision context can 
vary at any time during the process. It also makes experts comfortable by allowing them to provide information 
using their most preferred means. By using multi-granular fuzzy linguistic modelling, the experts can provide 
preferences using their preferred linguistic label set. Furthermore, they also can choose the criteria values that 
they want to provide preferences for. Also, experts, alternatives and criteria can be added at any time during 
the decision process. Finally, consensus measures are applied in order to promote further debate and to help the 
experts reach an agreement. 
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. Introduction 

Multi-criteria group decision-making methods have become quite
opular in recent literature [2,15,24] . Its main purpose is to allow a
et of experts to rank a set of alternatives according to a certain set of
riteria. This way, experts can use a comfortable and organized frame-
ork to make rational decisions. 

The appearance of Web 2.0 technologies [11,12] has modified the
nvironment that experts used to employ in order to carry out decision
aking processes. Nowadays, decisions are performed in heterogeneous

nd dynamic environments [18,26,38] . In these kinds of environments,
xperts can join or leave the discussion at any time and participate
rom anywhere by using the Internet and smart devices. They should
lso be able to provide their preferences using the preference provid-
ng method that they feel most comfortable with. This is quite impor-
ant since, in real life problems, the experts have different necessities,
ach one wanting to use a different means for providing each of their
references. Also, in dynamic and heterogeneous contexts, it is quite
ommon for alternatives and criteria values sets to be modified any-
ime during the process [36] . This is because new solutions or criteria
alues can appear at any time during the discussion. For instance, the
articipation of new experts in the process allows for more information
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o be available. This will help generate more alternatives and criteria
alues. 

In multi-criteria group decision-making environments not all the ex-
erts are experienced on all the criteria values that must be taken into
ccount in the process. For instance, if some sets of experts are trying
o elucidate which computer equipment they should buy for their em-
loyees, it is possible that they have experience on different criteria.
or example, there may be experts that know better about the available
oney and benefits of the company and have a clear idea of how much
oney the company can invest. In turn, there may be other experts that

now what computer features are really important for employees. Also,
here may be experts that focus on the computer market and are aware
f better price-quality options. Therefore, it would be desirable to design
ulti-criteria group decision-making methods that allow the experts to
rovide information only for those criteria values that they are familiar
ith. 

Recent real multi-criteria group decision-making contexts are there-
ore heterogeneous, since each expert wants to provide the information
bout the specific part of the discussion that they feel comfortable with,
sing their preferred means. They are also dynamic, since experts, al-
ernatives and criteria are not fixed during the whole process. On the
ontrary, they can be modified at any time. Furthermore, experts could
putational Intelligence, Granada, Spain. 
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Fig. 1. Multi-criteria group decision-making scheme. 
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lso want to modify the criteria values that they provide information
or. For instance, there might be an expert that may not prefer to pro-
ide information about a certain criterion in the first multi-criteria group
ecision-making round. They may prefer to wait until the discussion is
ore advanced and the points of views are more defined before they
rovide an opinion. For instance, in the previous computer equipment
election example, there may be experts that might not want to provide
heir opinion about the quality-price relation of specific computer equip-
ent until the experts that manage that information have provided clear

vidence or until another expert experienced on that criterion joins the
iscussion. 

Recent multi-criteria group decision-making methods research is
entred on proposing novel representation methods for the preferences
13,35] , novel selection processes [2,46] and applications to specific
roblems [1,48] . Since all these methods consider that the sets of ex-
erts, alternatives and criteria are fixed and do not vary over time, they
annot be adapted to heterogeneous and dynamic environments [50] .
herefore, there is a need for methods that can manage these kinds of en-
ironments which are typical in real life scenarios. The presented model
ries to fill this gap presenting a novel multi-criteria group decision-
aking method that deals with heterogeneous and dynamic contexts.
ur method allows the experts, alternatives and criteria to be added
r removed at any time in the process. Experts can provide the infor-
ation using the linguistic label set they prefer. That information will

e uniformed using multi-granular fuzzy linguistic modelling methods
24,27] in order for the system to be able to handle it. Also, experts can
rovide information only for that criteria values that they feel comfort-
ble with. Dynamic aggregation operators are implemented in order to
educe the amount of necessary computations. Finally, consensus mea-
ures [3,22,44,45] are applied in order to promote debate when experts
ave not reached an agreement. 

This paper is organized as follows. In Section 2 , The basic concepts
eeded to understand the presented method are explained. In Section 3 ,
he proposed novel method is detailed. In Section 4 , an application ex-
mple is shown. In Section 5 , advantages, drawbacks and related liter-
ture are discussed. Finally, some conclusions are pointed out. 

. Preliminaries 

In this section, the basic concepts needed to understand the devel-
ped method are presented. In Section 2.1 , the basic concepts of multi-
riteria group decision-making methods are introduced. In Section 2.2 ,
he basic concepts of multi-granular fuzzy linguistic modelling methods
re described. 
241 
.1. Multi-criteria group decision making 

Multi-criteria group decision-making methods can be considered to
e an extension of traditional group decision-making methods [5,19] . In
 traditional group decision-making method, experts need to rank a set
f alternatives based on the preferences they provide. In multi-criteria
roup decision-making methods, a new concept is introduced, the cri-
eria. This way, experts are asked to rank the alternatives considering
 pre-specified set of standards. Introducing criteria to group decision-
aking processes helps experts carry out the decision in a less subjective
ay. This is because they must focus on judging how each alternative

ulfils the required set of criteria instead of using their own personal
eelings. 

Formally, it is possible to define a multi-criteria group decision-
aking problem as stated below: 

efinition 2.1. Let 𝐸 = { 𝑒 1 , … , 𝑒 𝑛 } be a set of experts, 𝑋 = { 𝑥 1 , … , 𝑥 𝑚 }
 set of alternatives or solutions and 𝐶 = { 𝑐 1 , … , 𝑐 𝑙 } a set of criteria
alues that refer to the elements in X . A multi-criteria group decision-
aking process uses the preferences provided by the experts, P , to sort
 according to how the elements in it fulfil the criteria specified in C . 

In most cases, the criteria will not have the same importance. There-
ore, it is possible to associate a weighting vector 𝑊 = { 𝑤 1 , … , 𝑤 𝑙 } that
ndicates the weight that should be assigned to each criteria when cal-
ulating the final results. A brief graphical scheme of this process can
e seen in Fig. 1 . 

Multi-criteria group decision-making methods are quite popular in
ecent literature. For instance, in [43] , neutrosophic linguistic sets are
sed for multi-criteria group decision-making environments. In [40] ,
he hesitant fuzzy VIseKriterijumska Optimizacija I Kompromisno Re-
enje (VIKOR) method [28,29] is applied to carry out multi-criteria
roup decision-making processes. In [7] , a multi-criteria group decision-
aking method designed to improve the expressive richness of the
anaged information is proposed. Finally, in [30–32] , Parreiras et al.
resent several consensus models for multi-criteria group decision-
aking methods. 

In the literature, different aggregation operators can be found. Their
ain purpose and the type of data that they dealt with varies. For in-

tance, in [34] , a novel dynamic aggregation operator for multi-period
ecision making algorithms is designed. The information is represented
sing hesitant fuzzy sets. The designed operator avoids the impact of
arsh changes of opinions by taking those preferences provided in pre-
ious rounds into account. This way, opinions provided by experts who
ompletely changed their mind from one round to the next have less
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mpact on the final aggregated value. Although it may sound logical
o punish experts that do not have clear criteria, there are some cases
here this scheme may not be adequate. For instance, imagine a situ-
tion where an expert is always voting a certain preference. Suddenly,
hey notice that their vision of the problem is totally wrong and change
heir opinion. In this case, their previous preference values are included
n the results even if the expert does not agree for a good reason. One
ay to solve this could be by counting the number of times that a specific

xpert changes their mind throughout the process. This will give a more
ealistic measure of the reliability of the expert. The authors have pro-
osed two different aggregation operators: dynamic weighted averaging
nd dynamic weighted geometric mean. The main difference between
hem is that the weighted geometric mean punishes the infrequent val-
es more. That is, outlier opinions have less impact in the final results.
n [49] , ordinal information is employed to carry out the preference
roviding step. This method includes a data cleansing process that tries
o reduce the effect of conflicting opinions. Moreover, it employs the
ower average operator, which increases the influence of the argument
ith the highest degree of support. This approach tries to emphasize the
rguments of the decision making process that are supported by most of
he experts in the aggregation process. This way, it is understood that
he more the experts agree on a specific argument, the more reliability
hat argument has. Therefore, when experts do not agree on an argu-
ent, its importance is devaluated. Although it is logical to give more

redit to the information that is ratified by all the experts, some proce-
ures that try to help the experts to reach consensus on the conflictive
spects of the decision could have been included. 

In [4] , a novel framework for dynamic multi-criteria decision making
ontexts is presented. The main purpose of this method is to manage
ituations where alternatives are added or removed during the process.
he aggregation operator uses the associativity property for minimizing
he number of computations that must be performed. It also implements
 feature called retention policy that allows the detection of past and
urrent alternatives that should be included in the aggregation process.
his way, not all the alternatives that have appeared in the process are
onsidered in the aggregation. The alternatives that are above a certain
hreshold are the ones maintained. The main drawback of the method
s that it does not take the temporal performance of the alternatives
nto account. Therefore, this information is not included in the final
alculations. 

In order to solve this issue, in [52] , the authors propose a dynamic
ggregation operator that takes the evolution of the alternatives rating
hroughout the decision making process into account. Like the previous
ethod, this method focuses on an environment where the aggregation
rocess takes preferences from all the decision making rounds into ac-
ount. Bipolar linguistic term sets are used to represent the preferences
rovided by the experts. The main purpose of the aggregation operator
s to include information about the rating evolution of the alternatives.
his is an important issue to take into account since it is not the same

f an alternative has gained popularity throughout the process than if
t has lost it. If an alternative has gained popularity, it is possible that
ome new argument has appeared in the discussion process that has
aused other experts to support it. Consequently, developing methods
hat focus on this specific issue is of great interest. Due to the fact that
he proposed method continues to fulfil the associativity property, the
mount of computations that must be performed are the same in each
ound. This is an important issue to take into account, since if a lot of
nformation has to be aggregated, the time required to do so may not
e considered acceptable. 

In [17] , the aggregation operator presented in [52] is improved. Au-
hors present a decision making method that allows the modification of
riteria, alternatives and assessments during the process. Experts’ pref-
rences use a bipolar scale and information is represented using the 2-
uple linguistic modelling representation which allows the use of an uni-
orm in order to carry out the aggregation process. As in the previous
ethod, assessments provided in different decision making rounds in-
242 
uence the results. Therefore, if an alternative got a good result in round
 − 1 and its popularity decreases in round t , then the rating given to the
reference decreases less than if a static aggregation operator were used.
lthough this can be considered good behaviour in most situations, the
ggregation method is based exclusively on the preferences of the ex-
erts. Therefore, it does not take the reason for loss of popularity of
he alternative into account. There may be cases where a certain argu-
ent that has appeared in round t makes the loss of the popularity of a

pecific alternative seem logical. Since that argument was not available
n round 𝑡 − 1 , taking that information into account in the aggregation
rocess may not be suitable. 

.2. Multi-granular fuzzy linguistic modelling 

Human-computer communication is a critical issue in multi-criteria
roup decision-making environments. Since all the computational sys-
ems are accustomed to work using numerical information and humans
re more used to providing information in a linguistic manner, there is
 communication gap that must be overcome. As the system must work
ith human-provided information, there is a need for tools that allow

he experts to provide information in a reliable manner. 
One way of solving this communication gap is by using linguistic

odelling. Linguistic modelling allows the experts to express themselves
sing labels belonging to a specific linguistic label set. For instance, if
he following linguistic label set is used for providing preferences: 

 

5 = { 𝑉 𝑒𝑟𝑦 𝐿𝑜𝑤, 𝐿𝑜𝑤, 𝑀𝑒𝑑𝑖𝑢𝑚, 𝐻𝑖𝑔ℎ, 𝑉 𝑒𝑟𝑦 𝐻𝑖𝑔ℎ } 

The main problem that this approach entails is that the number of la-
els that the experts can use is fixed. This way, if an expert wants to pro-
ide a more concrete preference to the system, they will find that they
annot. On the other hand, there may be cases where an expert would
refer to provide their preferences by using a linguistic label set with a
ower granularity. For instance by using 𝑆 

3 = { 𝐿𝑜𝑤, 𝑀𝑒𝑑𝑖𝑢𝑚, 𝐻𝑖𝑔ℎ } . In
onclusion, each expert wants to provide information using the means
hey feel more comfortable with. 

In order to allow the experts to use the linguistic label sets they pre-
er, it is possible to use multi-granular fuzzy linguistic modelling meth-
ds [27] . A multi-granular fuzzy linguistic modelling approach follows
he scheme below: 

1. Providing information using the source linguistic label sets: Each of
the experts provide information using different linguistic label
sets. Each linguistic label set can have different granularity val-
ues. This way, each expert can select the accuracy that they prefer
when providing information to the system. 

2. Transforming the information into the target linguistic label set : The
system collects all the provided heterogeneous information and
transforms it into information belonging to the same linguistic
label set. For this purpose, a transformation function is used. This
is the label set that will be used by the system to carry out all the
required computations. 

3. Carrying out the required computations : The system uses all the in-
formation that is now represented using the same linguistic label
set and carries out all the required computations using the lin-
guistic modelling computational framework. If the information
must be presented using a different linguistic label set than the
one used for computations, or if each expert requires a different
linguistic label set for consulting the final results, the information
will be transformed into the desired set again. 

This process can be seen graphically in Fig. 2 . 
Multi-granular fuzzy linguistic modelling methods have been used

uite often in recent literature. For instance, in [51] , 2-tuple linguis-
ic modelling is used in a multi-criteria group decision-making method
n a multi-granular fuzzy linguistic modelling environment. In [41] , in-
omplete multi-granular probabilistic linguistic term sets are used in
roup decision-making environments. Finally, in [25] , multi-granular
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Fig. 2. Multi-granular fuzzy linguistic modelling scheme. 
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uzzy linguistic modelling methods are applied over supervised learn-
ng classification methods in order to improve the obtained results of
he algorithms. 

. A novel multi-criteria GDM for heterogeneous and dynamic 

ontexts 

In this section, the novel method is presented. In order to carry out
he necessary computations, the following steps are carried out: 

• Defining the initial parameters : The initial parameters of the multi-
criteria group decision-making framework are established. 

• Providing preferences : Experts provide their preferences for the alter-
natives according to the defined criteria values. They can do this by
using the linguistic label set they prefer and selecting the criteria
values that they feel more comfortable with. 

• Standardizing the information : The information that has been pro-
vided by the experts is standardized in order to be represented using
the same mean. Thus, the system can operate with the information
and generate the ranking classification results. 

• Aggregating results : All the experts’ provided preferences are aggre-
gated in order to generate a single collective preference matrix that
contains the overall opinion of all the experts. 

• Calculating decision results : Selection procedures are applied in order
to generate the temporary ranking results. This information gives the
experts some idea about which the current most promising alterna-
tives are. 

• Establishing the consensus : Consensus is calculated using the prefer-
ences that have been provided by the experts. If the consensus is
high enough, then the experts are considered to have reached an
agreement and the decision process is finished. Otherwise, the ex-
perts should debate more in order to bring their opinions closer. If
too many rounds have passed and no improvement is achieved, it is
considered that experts have exposed and discussed all their points
of view and, therefore, another decision round is not required. 

• Modifying alternatives, experts and criteria : At any time in the process,
the set of alternatives, experts and criteria can be modified. It is only
natural that, for instance, when experts are debating, new ideas or
criteria arise. Also, new experts can be invited to the process if the
current set of experts feel that they might benefit from their opin-
ions. If a modification of any of these sets is performed and new
information is needed, then the experts must provide it. 

The following subsections will explain in detail how these steps are
arried out. 
243 
.1. Defining initial parameters 

Before starting the process, the initial set of parameters for carrying
ut the multi-criteria group decision-making process are defined. They
re detailed below: 

• Initial alternatives set : The initial set of alternatives that the experts
have to discuss, 𝑋 = { 𝑥 1 … 𝑥 𝑛 } , is defined. In order to fill the set,
information can be extracted from the Web or obtained directly from
the experts using a brainstorming process. 

• Initial criteria set : The initial set of criteria values, 𝐶 = { 𝑐 1 , … , 𝑐 𝑚 } is
defined. The same processes that were used to obtain the alternatives
can be used to fill the set with the required values. 

• Initial set of experts : The initial set of experts, 𝐸 = { 𝑒 1 … , 𝑒 𝑙 } is estab-
lished. These are the experts that will participate in the discussion
in the first round. 

• Consensus threshold : The consensus threshold is set in a way that if
reached consensus is higher, then the experts’ opinions are consid-
ered close enough to end the discussion process. If the value is lower,
then another decision round is performed. The adequateness of the
threshold depends on the necessity of the experts to reach an agree-
ment and the importance or impact of the decision. If the decision is
quite critical, a higher value can be set in order to promote a thor-
ough debate. On the contrary, a lower value may also be sufficient. 

• Maximum number of decision rounds : Since there are cases where the
experts have great difficulty reaching an agreement, a maximum
number of rounds can be established. To this end, all the decisions
will come to an end after several debate iterations. The process has,
therefore, a time limit and does not extend indefinitely. 

Once all these parameters have been established, experts can start
he debate process. 

.2. Providing preferences 

Once the initial multi-criteria group decision-making framework has
een defined, experts carry out a discussion about the alternatives and
ow they fulfil each criteria value. At some point, they can provide them
ystem with their preferences. For this purpose, the following steps are
sed: 

• Selecting the representation mean: Each expert chooses the linguistic
label set that they want to use. 

• Selecting the target criteria values : Experts select the criteria that they
want to provide preferences for. For each expert e i , there is a set
𝐶 

𝑖 = { 𝑐 𝑖 1 , … , 𝑐 𝑖 
𝑜 
} that indicates the criteria values that the expert has

selected. 
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Fig. 3. Distributed aggregation scheme. 
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• Providing preferences : Each of the experts, e i , provides a set of pref-
erence values in the actual round using a set of preference relation
matrices, 𝔓 𝑒 𝑖 

, such as: 

𝔓 𝑒 𝑖 
= { 𝑃 𝑘 

𝑒 𝑖 
} ∣ 𝑘 = 1 , … , 𝑜 (1)

where each P k is a preference relation matrix that has been provided
considering the criteria value k . The preference relation matrix, P k ,
is defined as follows: 

𝑃 𝑘 
𝑒 𝑖 
= 

⎛ ⎜ ⎜ ⎝ 
𝑝 𝑘 11 … 𝑝 𝑘 1 𝑛 
… … …
𝑝 𝑘 
𝑛 1 … 𝑝 𝑘 

𝑛𝑛 

⎞ ⎟ ⎟ ⎠ (2)

where k is the selected criteria value 𝑐 𝑖 
𝑘 
. Each 𝑝 𝑘 

𝑖𝑗 
is a label belonging

to the linguistic label set selected by the expert. 

Once all the experts have provided the required information, it must
e standardized so that the system is be able to work with it. In the
ollowing subsection, this process is explained in detail. 

.3. Standardizing the information 

When providing their preferences, the experts have selected different
inguistic label sets. The system must select a target linguistic label set
o carry out the required computations. Therefore, all the information
hat is not represented using the system selected linguistic label set must
e converted into it. Although a fixed linguistic label set can be selected
or system computations, it could be better to work with the linguistic
abel set that most of the experts have selected. This way, the number
f required transformations is reduced. Multi-granular fuzzy linguistic
odelling methods can be used to make the information uniform. 

There are a high number of multi-granular fuzzy linguistic modelling
ethods available in the literature [27] . If they can support the linguis-

ic label sets used, all are then considered suitable and applicable to the
ethod. For exemplary purposes, the method shown in [23] is used. We
ave selected this model because, thanks to the use of 2-tuple linguistic
epresentation [9,10,20,21] , it works with any linguistic label set gran-
larity used. Also, it is an efficient option since it does not require too
any computations. Considering that each expert provides a preference

elation matrix for each of the criteria values, efficiency is an issue that
hould be considered in this choice. 

The chosen multi-granular fuzzy linguistic methodology uses the
oncept of 2-tuple fuzzy linguistic representation. A linguistic 2-tuple
alue can be represented using a pair of values ( s i , 𝛼) where s i is a lin-
uistic label from an specific linguistic label set and 𝛼 is a number called
ymbolic translation that belongs to the interval [−0 . 5 , 0 . 5[ . Using the in-
ex i and 𝛼, it is possible to generate a numerical value, 𝛽, such that
= 𝛽 − 𝑖 . The transformation function that converts 𝛽 into the ( s, 𝛼)

orm is shown below: 

Δ ∶ [0 , 𝑔] → 𝑆 × [−0 . 5 , 0 . 5) 

Δ( 𝛽) = ( 𝑠 𝑖 , 𝛼) 𝑤𝑖𝑡ℎ 

{ 

𝑠 𝑖 𝑖 = 𝑟𝑜𝑢𝑛𝑑( 𝛽) 
𝛼 = 𝛽 − 𝑖 𝛼 ∈ [−0 . 5 , 0 . 5) 

(3)

n order to convert any 2-tuple linguistic value into 𝛽 form, the following
ransformation function is applied: 

Δ−1 ∶ 𝑆 × [−0 . 5 , 0 . 5) → [0 , 𝑔] 
Δ−1 ( 𝑠 𝑖 , 𝛼) = 𝑖 + 𝛼 = 𝛽

(4)

Using Δ and Δ−1 , a transformation function that converts a label s i to
 label t i belonging to another linguistic label set can be defined below:

 

𝑡 𝑖 
𝑠 𝑖 

(
𝑠 𝑖 , 𝛼

)
= Δ

( 

(Δ−1 (𝑠 𝑖 , 𝛼) − 1) ⋅ ( 𝑔 𝑡 − 1) 
𝑔 𝑠 − 1 

) 

+ 1 (5)

here s i is the source label, g s is the granularity of the label set to which
 belongs, t is a label that belongs to the target linguistic label set, g t 
s the granularity of that linguistic label set. Due to the use of the 2-
uple representation model, the loss of precision that is usually present
n this type of operation is avoided. Also, the comprehensibility of the
nformation given is not put at risk. 
244 
.4. Aggregating results 

nce the experts have provided their preferences, information must be
ggregated in order to calculate the global collective preference matrix.

This process is carried out in two steps: 

• Aggregating individual preferences based on the criteria values : For each
of the experts, the information provided is aggregated. For this pur-
pose, the weighted mean operator can be used. Each expert de-
fines the weighing vector Ω𝑖𝑗 = { 𝜔 1 , … , 𝜔 𝑜 } indicating the impor-
tance that they give to each selected criteria value. The use of cri-
teria weights and how to assign them is totally dependent on the
problem that is tackled. Usually, higher weights are assigned to the
more important criteria values in order for them to have a better
impact on the decision. Desired but not necessary criteria can have
lower weight values. 
In order to calculate the collective preference matrix, Γ𝑒 𝑖 , for the
expert, e i , all the preference matrices provided by the expert are
aggregated as follows: 

Γ𝑒 𝑖 
= 𝜔 1 ⋅ 𝑃 

1 + …+ 𝜔 𝑘 ⋅ 𝑃 
𝑘 + …+ 𝜔 𝑜 ⋅ 𝑃 

𝑜 (6)

In order to save computation time and carry out the process in an or-
ganized way, efficient dynamic aggregation techniques can be used.
When the preference values for each of the experts are calculated,
the scheme in Fig. 3 can be employed. Nodes, { 𝐶 1 , … , 𝐶 𝑜 } indicate
the preferences provided by the expert for their chosen set of cri-
teria. Nodes A i indicate aggregated values. Each node takes their
input values and generate an output value using the mean aggrega-
tion operator. By following this scheme, it is possible to parallelise
the process and carry out the required computations in a distributed
architecture. This will drastically reduce the time required for com-
putations. 
In cases where the expert does not aggregate or eliminate criteria
and the weights are not modified from one round to the next, the
aggregation of the expert preference values can be performed as fol-
lows: 

Γ𝑡 
𝑒 𝑖 
= Γ𝑡 −1 

𝑒 𝑖 
− 𝜔 𝑘 ⋅ 𝑃 

𝑘 ( 𝑡 − 1) …+ 𝜔 𝑘 ⋅ 𝑃 
𝑘 ( 𝑡 ) … (7)

where Γ𝑡 −1 
𝑒 𝑖 

refers to the aggregated value from the previous round,

𝑃 𝑘 ( 𝑡 − 1) is the preference matrix or matrices that has been modified
and P k ( t ) is the new provided preference matrix/matrices. Thanks
to this process, the amount of required computations is reduced. It
should be noted that Γ𝑡 

𝑒 𝑖 
= Γ𝑡 −1 

𝑒 𝑖 
when experts do not modify their

preferences. 
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Fig. 4. Graphical scheme of the consensus process carried out in the method. 
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• Aggregating collective preferences based on the experts : Once that the
collective matrices of all the experts have been calculated, they are
aggregated in order to generate a global collective matrix containing
all the preferences from all the experts and all the criteria values. It is
possible to assign weights to the experts. If the weighting vector 𝑊 =
{ 𝑤 1 , … , 𝑤 𝑙 } is used to establish the importance of the experts, the
following expression can be used to calculate the global collective
preference matrix: 

Γ = 𝑤 1 ⋅ Γ𝑒 1 
…+ 𝑤 𝑖 ⋅ Γ𝑒 𝑖 

+ …+ 𝑤 𝑙 ⋅ Γ𝑒 𝑙 
(8)

The weights assigned to the experts are also a problem dependent
ssue. Usually, experts that have better knowledge or occupy a higher
osition in the environment where the decision process is being per-
ormed are assigned higher weight values. The same process described
or aggregating the preferences related to the criteria values can be em-
loyed in order to calculate the Γ value. 

Once the global Γ matrix has been calculated, it is possible to gener-
te the temporary rank of the alternatives. 

.5. Calculating decision results 

Using the Γ matrix, it is possible to calculate the ranking of alterna-
ives. Any selection operator is applicable. For exemplary purposes, the
xisting guided dominance degree quantifier (QGDD) operator [8] is be
pplied. The chosen selection process can be applied using the following
teps: 

1. Expressing the collective preference matrix using 𝛽 values : The in-
formation obtained in the collective matrix is transformed into
numbers using the 𝛽 form of the 2-tuple representation. For this
purpose, the expression (4) is applied. 

2. Applying QGDD operator : QGDD operator is used to calculate the
ranking. For each alternative x i , its associated value is computed
as follows: 

 𝑖 = 𝜙(Γ𝑖𝑘 ) , 𝑘 = 1 … 𝑛 (9)

where 𝜙 is the mean operator and Γik indicates the value located
in the position ( i, k ) of the matrix Γ. 

.6. Establishing the consensus 

Consensus measures are an interesting way of getting an idea of how
he multi-criteria group decision process is going. They tell us if the
245 
xperts have reached an agreement or if more debate must be carried
ut. 

The similarity between two preference relation matrices, P i and P j ,
an be calculated by applying the following expression: 

𝑖𝑚 

𝑃 𝑗 

𝑃 𝑖 
= 𝜙( 𝑎𝑏𝑠 ( 𝑃 𝑖 − 𝑃 𝑗 )) (10)

here abs is the absolute value operator and 𝜙 is the mean operator.
t should be noted that the mean operator is applied to the obtained
istances values in order to generate a unique value determining the
imilarity. Using this expression, there are several interesting consensus
alues that can be calculated: 

• Consensus among experts : Using the expression (10) , it is possible to
calculate the consensus between two specific experts, e i and e j , in a
certain moment of the multi-criteria group decision-making process.
The value is computed as follows: 

𝑆 𝑖𝑚𝐸 

𝑒 𝑗 
𝑒 𝑖 

= 𝑆 𝑖𝑚 

Γ𝑒 𝑗 
Γ𝑒 𝑖 

(11)

• Global consensus value : If all the SimE values are aggregated, it is pos-
sible to obtain a global consensus value establishing the consensus
level in an specific multi-criteria group decision-making round. This
is done by applying the following expression: 

 = 𝑆𝑖𝑚𝐸 

𝑒 𝑗 
𝑒 𝑖 

∣ 𝑖, 𝑗 = 1 … 𝑙, 𝑖 < 𝑗, 𝑖 ≠ 𝑗 (12)

• Consensus on a criteria value : It is obtained by calculating the simi-
larity of the preferences that experts have provided for that criteria
value. This is done by applying the following expression: 

𝑆𝑖𝑚𝐶 𝑐 𝑘 
= 𝜙( 𝑎𝑏𝑠 ( 𝑃 𝑘 

𝑖 
− 𝑃 𝑘 

𝑗 
)) ∣, 𝑖, 𝑗 = 1 … 𝑙, 𝑖 < 𝑗, 𝑖 ≠ 𝑗 (13)

A scheme of the proposed calculation can be seen In Fig. 4 . 

If the obtained consensus is low, there are several actions that can
e carried out: 

• The consensus on a criteria value is low : In this case, the system can
encourage the experts to discuss the alternatives focusing on that
criteria value. This way, it may be possible for them to reach an
agreement and improve the overall consensus value. 

• The consensus on experts is low : The experts that are far away from
the main opinion flow are identified. This way, in the next discussion
round, the other experts can focus on trying to convince them. The
system can make suggestions to the experts several times but since
it should make sure the final decision is neutral, no direct action
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Fig. 5. Graphical scheme of the group decision-making parameters modification process carried out in the method. 
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is performed on these outlier experts. If the maximum number of
rounds is reached, the final decision will be the one that the selection
operators pinpoint, independent of the final consensus value. 

.7. Modifying alternatives, criteria values and experts 

The described multi-criteria group decision-making process is car-
ied out several times until one of the following two events occur: 

• The consensus is high enough : If the obtained global consensus value
is above the established threshold, then it is understood that the
experts have reached a solution that they are all comfortable with.
Therefore, the process can end. 

• The maximum number of rounds is reached : Since it is not always pos-
sible to reach a high enough consensus, the decision process will not
end until an acceptable number of rounds have been performed. 

At any point in these decision-making rounds, it is possible that the
nitial parameters of the multi-criteria group decision-making frame-
ork defined may change. The following typical multi-criteria group
ecision-making dynamic events are handled by the developed method:

• New experts are invited to the discussion : It is possible that, at some
point in the discussion, a new expert is invited to the process. For
instance, this can occur because the expert themselves decides to join
because the discussion is starting to catch their attention. Also, it is
possible that at some point in the discussion, the actual set of experts
decides that a specific expert should join due to their knowledge on
the topic or because the decision affects them. 

• An expert wants to abandon the discussion : It is possible that, due to
the topic that is being discussed or, for some personal reasons, an
expert decides that they do not want to participate in the decision
process. 

• Some alternatives are added : During the discussion, it is possible that
new possible solutions appear. Debates typically make experts think
and come up with new ideas that should be considered in the process.

• Criteria values are modified : During the discussion, it is possible that
experts realize that new criteria values that were not considered at
the beginning of the process should be added. Also, it is possible that
some criteria values that were considered to be necessary turn out
to be irrelevant. 

If any of these events occur, the affected sets must be modified in or-
er to include or exclude the required information. If new information
s added, experts are asked to provide the required preferences values.
or instance, if a new criteria value is included in the process, experts
re asked to provide the associated preference matrix. If new alterna-
ives are added, then experts must compare the new alternative with
he others and provide the required preference values. If a new expert
246 
oins the discussion, after some debate, they are asked to provide their
reference values. 

On the contrary, if information is excluded from the process, the re-
ated information must be removed from the system. For instance, if
n expert is excluded, their preferences values are removed. If an alter-
ative or a criteria value is removed, the expert’s related information
s erased from the system. After that, decision results are recalculated
ased on the remaining information. A scheme of this process can be
een in Fig. 5 . 

. Illustrative example 

In this section, in order to clarify how this method works, an applica-
ion example is shown. Imagine that a set of three experts 𝐸 = { 𝑒 1 , 𝑒 2 , 𝑒 3 }
eed to decide which smartphones should they buy their employees.
hey want to make the decision based on three different criteria val-
es: screen quality ( c 1 ), CPU included ( c 2 ) and quality-price relation
 c 3 ). They are going to discuss 5 different solutions, 𝑋 = { 𝑥 1 , … , 𝑥 5 } .
o provide their preferences, e 1 and e 3 decide to use the linguistic la-
el set 𝑆 

5 = { 𝑠 5 1 , … , 𝑠 5 5 } while e 2 wants to use the linguistic label set

 

9 = { 𝑠 9 1 , … , 𝑠 9 9 } which has more labels. e 1 and e 3 decide to provide pref-
rences for all the criteria values while e 2 does not feel sure about c 3 
nd they decide to provide preferences only for c 1 and c 2 . Preferences
rovided by the experts are specified below: 

 

1 
𝑒 1 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 𝑠 5 2 𝑠 5 3 𝑠 5 2 𝑠 5 3 

𝑠 5 1 − 𝑠 5 3 𝑠 5 1 𝑠 5 2 

𝑠 5 5 𝑠 5 4 − 𝑠 5 5 𝑠 5 4 

𝑠 5 2 𝑠 5 1 𝑠 5 1 − 𝑠 5 1 

𝑠 5 3 𝑠 5 2 𝑠 5 1 𝑠 5 3 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
𝑃 2 
𝑒 1 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 𝑠 5 2 𝑠 5 1 𝑠 5 2 𝑠 5 1 

𝑠 5 2 − 𝑠 5 2 𝑠 5 2 𝑠 5 2 

𝑠 5 4 𝑠 5 4 − 𝑠 5 4 𝑠 5 4 

𝑠 5 2 𝑠 5 1 𝑠 5 2 − 𝑠 5 2 

𝑠 5 2 𝑠 5 3 𝑠 5 2 𝑠 5 2 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

 

3 
𝑒 1 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 𝑠 5 2 𝑠 5 1 𝑠 5 1 𝑠 5 2 

𝑠 5 2 − 𝑠 5 2 𝑠 5 3 𝑠 5 2 

𝑠 5 5 𝑠 5 5 − 𝑠 5 5 𝑠 5 4 

𝑠 5 1 𝑠 5 2 𝑠 5 3 − 𝑠 5 3 

𝑠 5 1 𝑠 5 1 𝑠 5 2 𝑠 5 1 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
𝑃 1 
𝑒 2 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 𝑠 9 3 𝑠 9 4 𝑠 9 5 𝑠 9 4 

𝑠 9 4 − 𝑠 9 6 𝑠 9 3 𝑠 9 2 

𝑠 9 9 𝑠 9 8 − 𝑠 9 7 𝑠 9 8 

𝑠 9 2 𝑠 9 1 𝑠 9 3 − 𝑠 9 4 

𝑠 9 5 𝑠 9 4 𝑠 9 2 𝑠 9 3 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

 

2 
𝑒 2 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 𝑠 9 3 𝑠 9 2 𝑠 9 1 𝑠 9 4 

𝑠 9 5 − 𝑠 9 2 𝑠 9 1 𝑠 9 1 

𝑠 9 9 𝑠 9 8 − 𝑠 9 6 𝑠 9 9 

𝑠 9 3 𝑠 9 2 𝑠 9 1 − 𝑠 9 3 

𝑠 9 1 𝑠 9 1 𝑠 9 2 𝑠 9 1 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
𝑃 1 
𝑒 3 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 𝑠 5 2 𝑠 5 1 𝑠 5 2 𝑠 5 3 

𝑠 5 2 − 𝑠 5 3 𝑠 5 2 𝑠 5 2 

𝑠 5 4 𝑠 5 5 − 𝑠 5 4 𝑠 5 5 

𝑠 5 3 𝑠 5 2 𝑠 5 1 − 𝑠 5 1 

𝑠 5 1 𝑠 5 1 𝑠 5 2 𝑠 5 3 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
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2 
𝑒 3 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 𝑠 5 3 𝑠 5 2 𝑠 5 2 𝑠 5 1 

𝑠 5 1 − 𝑠 5 3 𝑠 5 2 𝑠 5 1 

𝑠 5 5 𝑠 5 5 − 𝑠 5 5 𝑠 5 5 

𝑠 5 4 𝑠 5 3 𝑠 5 2 − 𝑠 5 1 

𝑠 5 1 𝑠 5 1 𝑠 5 2 𝑠 5 3 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
𝑃 3 
𝑒 3 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 𝑠 5 2 𝑠 5 2 𝑠 5 2 𝑠 5 1 

𝑠 5 2 − 𝑠 5 3 𝑠 5 1 𝑠 5 1 

𝑠 5 4 𝑠 5 4 − 𝑠 5 4 𝑠 5 4 

𝑠 5 3 𝑠 5 2 𝑠 5 1 − 𝑠 5 1 

𝑠 5 2 𝑠 5 1 𝑠 5 2 𝑠 5 1 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
t should be noted that preference matrices do not have to be symmetri-
al. This is because experts’ opinions do not have to be totally coherent.
his occurs because of the experts ‘human-nature’. It should be noted
hat they can react differently to the questions How much do you prefer

 1 to x 2 ? and How much do you prefer x 2 to x 1 ? even if both questions are
sking for the same information. Thanks to preference relations matri-
es, it is possible to represent and study the consistency of the preference
alues. There are several studies in the literature that perform this task
33,47] . 

The consensus threshold for this process has been set to 0.2. There-
ore, if the consensus value is below 0.2, the obtained decision results
an be considered to be the final ones without any more debate ses-
ions. First, all the information must be expressed using the same rep-
esentation mean. e 2 is the only expert that has provided information
sing a different linguistic label set. Therefore, the most efficient way of
omogenizing the preferences is to apply the multi-granular fuzzy lin-
uistic 2-tuple transformation that has been shown in expression (5) to
he preferences provided by e 2 . After that, all the information is repre-
ented using S 5 . After applying the required computations, the following
esults are obtained: 

 

1 
𝑒 2 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 𝑠 5 2 ( 𝑠 5 2 , 0 . 5) 𝑠 5 3 ( 𝑠 5 2 , 0 . 5) 

( 𝑠 5 2 , 0 . 5) − ( 𝑠 5 3 , 0 . 5) 𝑠 5 2 ( 𝑠 5 1 , 0 . 5) 

𝑠 5 5 ( 𝑠 5 4 , 0 . 5) − 𝑠 5 4 ( 𝑠 5 4 , 0 . 5) 

( 𝑠 5 1 , 0 . 5) 𝑠 5 1 𝑠 5 2 − ( 𝑠 5 2 , 0 . 5) 

𝑠 5 3 ( 𝑠 5 2 , 0 . 5) ( 𝑠 5 1 , 0 . 5) 𝑠 5 2 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

 

2 
𝑒 2 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 𝑠 5 2 ( 𝑠 5 1 , 0 . 5) 𝑠 5 1 ( 𝑠 5 2 , 0 . 5) 

𝑠 5 3 − ( 𝑠 5 1 , 0 . 5) 𝑠 5 1 𝑠 5 1 

𝑠 5 5 ( 𝑠 5 4 , 0 . 5) − ( 𝑠 5 3 , 0 . 5) 𝑠 5 5 

𝑠 5 2 ( 𝑠 5 1 , 0 . 5) 𝑠 5 1 − 𝑠 5 2 

𝑠 5 1 𝑠 5 1 ( 𝑠 5 1 , 0 . 5) 𝑠 5 1 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
Once the information has been homogenized, the collective prefer-

nces for each expert are calculated. Each expert can decide individually
n the level of importance that should be given to each criteria value.
fter some meditation, they decide to use the following weighting vec-

ors: 

Ω1 = {0 . 5 , 0 . 25 , 0 . 25} 

Ω2 = {0 . 34 , 0 . 66} 

Ω3 = {0 . 25 , 0 . 25 , 0 . 5} 

Preferences matrices referring to different criteria provided by each
xpert are aggregated using the weighted mean and the Ω vectors pro-
ided by the experts. The resulting value represents the overall prefer-
nce for each expert considering all the criteria values. The resulting
xpert collective matrices are given below: 

𝑒 1 
= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 2 2 1 . 75 2 . 25 

1 . 5 − 2 . 5 1 . 75 2 

4 . 75 4 . 25 − 4 . 75 4 

1 . 75 1 . 25 1 . 75 − 1 . 75 

2 . 25 2 1 . 5 2 . 25 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
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𝑒 2 
= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 2 . 1 . 84 1 . 68 2 . 5 

2 . 83 − 2 . 18 1 . 34 1 . 17 

5 . 4 . 5 − 3 . 67 4 . 83 

1 . 83 1 . 33 1 . 34 − 2 . 17 

1 . 68 1 . 51 1 . 5 1 . 34 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

𝑒 3 
= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 2 . 25 1 . 75 2 1 . 5 

1 . 75 3 − 1 . 5 1 . 25 

4 . 25 4 . 5 − 4 . 25 4 . 5 

3 . 25 2 . 25 1 . 25 − 1 

1 . 5 1 2 2 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
s shown above, the 𝛽 value of the 2-tuple representation has been used

or representing the preference information. 
In order to carry out the alternatives ranking, the global collective

reference matrix must be calculated. This is done by aggregating the
ollective preferences matrices of the experts. In this example, it is as-
umed that all the experts have the same level of importance in the
rocess. Therefore, the weight vector 𝑊 = {0 . 33 , 0 . 33 , 0 . 33} is used. The
btained Gamma matrix is shown below: 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 2 . 083333 1 . 863333 1 . 81 2 . 083333 

2 . 026667 − 2 . 56 1 . 53 1 . 473333 

4 . 666667 4 . 416667 − 4 . 223333 4 . 443333 

2 . 276667 1 . 61 1 . 446667 − 1 . 64 

1 . 81 1 . 503333 1 . 666667 1 . 863333 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
t should be noted that it is possible to use the expression (3) to express
ny piece of information using linguistic values. For instance, the global
ollective preference matrix can be expressed using the 2-tuple form as
ollows: 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− ( 𝑠 5 2 , 0 . 083) ( 𝑠 5 2 , −0 . 137) ( 𝑠 5 2 , −0 . 19) ( 𝑠 5 2 , 0 . 083) 

( 𝑠 5 2 , 0 . 026) − ( 𝑠 5 3 , −0 . 44) ( 𝑠 5 2 , −0 . 47) ( 𝑠 5 1 , 0 . 473) 

( 𝑠 5 5 , −0 . 333) ( 𝑠 5 4 , 0 . 416) − ( 𝑠 5 4 , 0 . 223) ( 𝑠 5 4 , 0 . 443) 

( 𝑠 5 2 , 0 . 276) ( 𝑠 5 2 , −0 . 39) ( 𝑠 5 1 , 0 . 446) − ( 𝑠 5 2 , −0 . 36) 

( 𝑠 5 2 , −0 . 19) ( 𝑠 5 2 , −0 . 497) ( 𝑠 5 2 , −0 . 333) ( 𝑠 5 2 , −0 . 137) − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
fter calculating the global collective matrix, the selection process de-
cribed in Section 3.5 is applied. 

After applying the QGDD operator, the following results are ob-
ained: 

 = {2 . 168 , 2 . 118 , 4 . 15 , 1 . 995 , 1 . 968} 

Imagine that, at this point, the experts decide to welcome a new
ember to the multi-criteria group decision-making process team. This
ember, e 4 , after some debate, provides the following preferences to

he system: 

 

2 
𝑒 4 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 𝑠 5 1 𝑠 5 1 𝑠 5 2 𝑠 5 1 

𝑠 5 2 − 𝑠 5 2 𝑠 5 1 𝑠 5 2 

𝑠 5 5 𝑠 5 5 − 𝑠 5 5 𝑠 5 5 

𝑠 5 2 𝑠 5 2 𝑠 5 1 − 𝑠 5 1 

𝑠 5 3 𝑠 5 2 𝑠 5 2 𝑠 5 3 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
𝑃 3 
𝑒 4 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 𝑠 5 2 𝑠 5 1 𝑠 5 2 𝑠 5 1 

𝑠 5 1 − 𝑠 5 2 𝑠 5 2 𝑠 5 1 

𝑠 5 4 𝑠 5 5 − 𝑠 5 4 𝑠 5 5 

𝑠 5 2 𝑠 5 2 𝑠 5 2 − 𝑠 5 1 

𝑠 5 1 𝑠 5 1 𝑠 5 2 𝑠 5 2 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 



J.A. Morente-Molinera, X. Wu and A. Morfeq et al. Information Fusion 53 (2020) 240–250 

Table 1 

Consensus calculation. 

Experts Consensus value 

e 1 , e 2 0.0874 

e 1 , e 3 0.1125 

e 1 , e 4 0.0875 

e 2 , e 3 0.1091 

e 2 , e 4 0.1057 

e 3 , e 4 0.085 

Global 0.0978 
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that should be provided to the system. 
 

4 
𝑒 4 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 𝑠 5 2 𝑠 5 2 𝑠 5 2 𝑠 5 1 

𝑠 5 1 − 𝑠 5 3 𝑠 5 1 𝑠 5 1 

𝑠 5 5 𝑠 5 4 − 𝑠 5 5 𝑠 5 5 

𝑠 5 2 𝑠 5 2 𝑠 5 1 − 𝑠 5 2 

𝑠 5 3 𝑠 5 1 𝑠 5 2 𝑠 5 1 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
As shown above, they have used the linguistic label set S 5 to pro-

ide information about criteria values { c 2 , c 3 , c 4 }. Since this new expert
as been introduced into the process, the alternative rankings must be
ecalculated. First of all, Γ𝑒 4 is obtained after aggregating the expertâs
reference matrices of each of the criteria values: 

𝑒 4 
= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− ( 𝑠 1 , 0 . 5) ( 𝑠 1 , 0 . 25) 𝑠 2 𝑠 1 

( 𝑠 1 , 0 . 5) − ( 𝑠 2 , 0 . 25) ( 𝑠 1 , 0 . 25) ( 𝑠 1 , 0 . 5) 

( 𝑠 5 , −0 . 25) ( 𝑠 5 , −0 . 25) − ( 𝑠 5 , −0 . 25) 𝑠 5 

𝑠 2 𝑠 2 ( 𝑠 1 , 0 . 25) − ( 𝑠 1 , 0 . 25) 

( 𝑠 2 , 0 . 5) ( 𝑠 1 , 0 . 5) 𝑠 2 ( 𝑠 2 , 0 . 25) − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
fterwards, the global collective matrix must be calculated again. The
pdated matrix is shown below: 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

− 1 . 937 1 . 71 1 . 857 1 . 812 

1 . 895 − 2 . 482 1 . 46 1 . 48 

4 . 687 4 . 5 − 4 . 355 4 . 582 

2 . 207 1 . 707 1 . 397 − 1 . 542 

1 . 982 1 . 502 1 . 75 1 . 96 − 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
inally, the selection operator is applied and the ranking results are ob-
ained: 

 = {2 . 0635 , 2 . 0635 , 4 . 225 , 1 . 9710 , 2 . 0390} 

𝑅𝑎𝑛𝑘𝑖𝑛𝑔 = { 𝑥 3 , 𝑥 4 , 𝑥 5 , { 𝑥 1 , 𝑥 2 }} 

In order to determine if the experts agree on the results or if they
hould carry out another discussion round, consensus measures are cal-
ulated. Consensus results are given in Table 1 . All the presented values
ave been uniformed to the interval [0,1] 0 being the value that ex-
resses total agreement and 1 the value indicating total discordance.
hey were originally expressed using the interval [0,4] since 5 is the

ndex of the highest label and 1 is the index of the lowest. With this is
ind, the highest possible value was 5 − 1 = 4 . 

Since the obtained consensus value 0.0978 is below 0.2, the obtained
anking results can be considered to be final. Therefore, the most voted
ption, x 3 is considered to be the most voted alternative. Consequently,
xperts are recommended to buy that smartphone for their employees. 

If consensus for specific criteria needs to be calculated, it is possible
o apply the weighted mean to the preferences of the experts according
o the specific criteria. For instance, to calculate the consensus for c 1 , the
eighed mean operator can be applied to 𝑃 1 

𝑒 1 
, 𝑃 1 

𝑒 2 
and 𝑃 1 

𝑒 3 
. The resulting

alue is 0.1433 and therefore means that the consensus is quite high. 
248 
. Discussion 

In this paper, a novel multi-criteria group decision-making method
hat works in dynamic and heterogeneous environments is presented.

hile other methods in the literature focus on the way that the infor-
ation is represented and worked with, the method presented in this
aper has been designed to improve the following aspects: 

• Improving the expert’s experience : Our method allows each expert to
select the linguistic label set that they prefer. This way, experts can
provide their preferences using the granularity value that they feel
more comfortable with. Using multi-granular fuzzy linguistic meth-
ods, the system can homogenize all the provided information and
compute the required results. Furthermore, preference relation ma-
trices are selected for the providing preferences step. By carrying out
pairwise comparisons, experts can provide a reliable measure of how
they feel about the alternatives. Other multi-criteria group decision-
making methods make the experts provide information about the
alternatives separately. This approach does not allow the experts to
compare the alternatives properly. Finally, experts can select the cri-
teria values that they want to provide preferences for. In such a way,
if an expert does not feel comfortable with one of the criteria, they
can leave it to rest of the experts to measure it. 

• Modelling real work decision frameworks : Most of the multi-criteria
group decision-making methods that have been published in the re-
cent literature work with a fixed number of alternatives, criteria and
experts. Nevertheless, in real world discussions, criteria, alternatives
and experts’ sets can be modified at any time during the process. This
mainly occurs because new ideas arise during the discussion process.
The appearance of Web 2.0 technologies [11] have also increased the
amount of information that the experts must deal with, making the
decision making process more dynamic than ever. Therefore, there
is a real need for methods that can work in this kind of environment.

The developed method design has the following weak points that
ill be addressed in the future: 

• The use of linguistic label sets in the process : Although linguistic label
sets are a comfortable way of providing information to a computa-
tional system, they force the experts to use a restricted set of words.
This has the advantage of forcing the experts to follow an organized
structure when providing their preferences. In such a way, the pro-
vided information is reliable, and the system can perfectly under-
stand what the experts are trying to communicate. Nevertheless, it
would be desirable to design a preference providing system that al-
lows the experts to provide information without any representation
restriction. That is, by using free text. It should be noted that it would
be necessary to provide the computational system with means that
allow it to clearly understand the expert. Due to the complexity of
human language, this is clearly not an easy task, making it an inter-
esting line of research in the future. 

• Working with a high number of criteria and alternative values : Although
preference relation matrices are an interesting method experts can
use to provide their preferences, they can become a troublesome tool
when dealing with a high number of criteria or alternatives. This is
because they may force the experts to provide the system with too
much information. For instance, in a framework with 5 alternatives
and 4 criteria values, experts need to provide (5 ⋅ 5 − 5) ⋅ 4 = 80 pref-
erence values. Although the amount of preferences values is high,
the reliability and accuracy of the information is higher than provid-
ing one value per alternative. It should be noted that the presented
method could be easily adapted in order for the experts to provide
information about alternatives instead of using pairs of alternatives.
Therefore, if it is necessary, the reliability of preference relations can
be sacrificed in favour of reducing the number of preference values
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There is a lot of research in recent literature concerning multi-criteria
roup decision-making methods that are applicable in different decision
rameworks. Nevertheless, there is little research available on hetero-
eneous and dynamic contexts. For instance, in [15,42] , both methods
ocus on using neutrosophic fuzzy sets to represent information. In [15] ,
uthors must provide information for all of the criteria and they must
ll use the same representation mean. In [42] , the proposed method is
esigned to solve a specific problem. Furthermore, authors do not de-
elop means that dynamise how preferences are provided to the system.
lso, they are not defining a multi-purpose multi-criteria group decision-
aking method. In [24] , a multi-criteria group decision-making method

hat is applicable to frameworks that have a high number of alterna-
ives is presented. This method uses fuzzy ontologies in order to store
he high number of available alternatives. Nevertheless, it does not in-
roduce any means to allow experts to provide flexible preferences to
he system. Also, dynamic scenarios where experts and alternatives can
ppear at any time are not covered. In [39] , authors present a multi-
riteria group decision-making method that works using interval type-2
uzzy sets. Again, this method focuses on establishing a framework for
sing a specific preference representation mean. It does not model any
ind of dynamic and heterogeneous environment. In [14] , a review of
ethods that employ multi-criteria group decision-making methods to

olve the renewable energy development problem is presented. Again,
he methods reviewed by the paper focus on solving a specific problem.
urthermore, none of them are designed to deal with dynamic and het-
rogeneous contexts. Finally, in [16] , interval valued linguistic values
re used in an ORESTE method to solve multi-criteria group decision-
aking processes. Experts provide their preferences using interval lin-

uistic values. This method creates groups of experts that evaluate the
lternatives according to a set of criteria. Therefore, it does not provide
ach expert with their most preferred mean to provide preferences to
he system. Also, the experts, criteria and alternatives sets are the same
uring the whole process. 

As shown above, most of multi-criteria group decision-making meth-
ds focus on using different preferences representation methods and se-
ection operators. Nevertheless, there are no multi-criteria group deci-
ion approaches like the one developed in this paper that focus on deal-
ng with heterogeneous information and dynamic contexts. It is possi-
le to find some solutions for group decision-making environments, like
he ones proposed in [6,18,23,37] . In [6] , authors review methods that
llow each expert to provide preferences using their preferred means
f representation. The reviewed methods work only in group decision-
aking environments. Therefore, the way to deal with criteria in dy-
amic and heterogeneous contexts has not been studied. For instance,
hey do not take situations into account where the experts do not want
o provide information for all the criteria values. In [23] , multi-granular
uzzy linguistic modelling is used so that the experts can select the lin-
uistic label that they prefer to provide their preferences. In [37] , a
roup decision-making method that is capable of introducing new ex-
erts during the decision process is presented. It is clear that there is a
eed to extend both methods in order to deal with multi-criteria group
ecision-making contexts. Finally, in [18] , experts can select from three
ifferent types of preference relations: a multiplicative preference re-
ation, an additive preference relation and an ordinal 2-tuple relation
atrix. The method is built in order to work in an environment with a
xed number of experts and alternatives. Again, this method does not
onsider criteria values. 

In conclusion, methods like the one developed here are needed.
lenty of multi-criteria group decision-making methods have been de-
eloped that use different preference representations and that are able
o solve specific situations. They all consider fixed scenarios where the
ets of experts, criteria and alternatives are not altered. Thus, there has
een little research done on methods that model dynamic contexts and
llow the experts to select their preferred means of representation. Fur-
hermore, other methods do not consider situations in which experts
re not fond of specific criteria values. The proposed method tries to
249 
olve all these issues presenting a multi-purpose multi-criteria group
ecision-making scheme that works in heterogeneous and dynamic en-
ironments. 

. Conclusions 

It is quite common for real multi-criteria group decision-making pro-
esses to not be as static as most of the literature methods suggest. In
his paper, a novel method that works with heterogeneous and dynamic
nvironments is proposed. Our method deals with situations such as ex-
erts joining or leaving the multi-criteria group decision-making process
t any time. Also, it allows alternatives and criteria sets to be modified
uring the process. In conclusion, it should be noted that the discussion
hat the experts carry out to make the decision is an open debate where
ew ideas and modifications to the decision parameters can occur at any
ime. Therefore, there is a need for methods like the one presented that
an handle these modifications in an organized way. 

In other multi-criteria group decision-making methods that are avail-
ble in the recent literature, experts are asked to provide information
onsidering all the criteria values. Nevertheless, in real life, experts may
ot have all the answers and they probably do not feel comfortable pro-
iding information related to criteria values that they do not know about
r do not feel comfortable with. In the method proposed, they can select
he criteria values that they want to provide information for. 

Moreover, it is important to note that experts have different needs
hen providing their preferences. In order to include a comfortable user-

omputer communication system, our method allows them to provide
nformation using the linguistic label set that they feel more comfort-
ble with. The heterogeneous information that the system receives is
niformed using the multi-granular fuzzy linguistic modelling method. 
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