A Single Valued neutrosophic Inventory Model with Neutrosophic Random Variable
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Abstract

This paper presents the problematic period of neutrosophic inventory in an inaccurate and unsafe mixed environment. The purpose of this paper is to present demand as a neutrosophic random variable. For this model, a new method is developed for determining the optimal sequence size in the presence of neutrosophic random variables. Where to get optimality by gradually expressing the average value of integration. The newsvendor problem is used to describe the proposed model.

Keywords: Neutrosophic set, Neutrosophic random variable, Triangle neutrosophic numbers, single period neutrosophic inventory

1.Introduction

A single-period inventory (Buffa E.S. and Sarin R.K. 1987) is one of those elementary models in which only a single procurement is being made. There is a wide application of this model on production management system, like stocking seasonal items (Christmas trees, woolen materials), perishable goods, spare parts, etc. To develop the methodology of this model, we consider the well-known newsboy problem, in which the decision-maker wants to know the optimal number of newspapers to be purchased daily to maximize his expected profit. In a real situation, the daily demand of the newspapers may vary day to day. Either due to lack of historical data or abundance of information it is worthwhile to consider a distribution for demand. Recently some researchers considered the demand as a fuzzy number only (Kao C. and Hsu W.K. 2002). In (Ishii H. and Konno T. 1998) the newsboy problem has been redefined considering shortage cost as fuzzy number and demand as random variable. However, no attempt is made to define the demand in mixed environment, where fuzziness and randomness both appears simultaneously. Thus, we consider the demand as a fuzzy random variable involving imprecise probabilities since the probability of a fuzzy event is a fuzzy number (Chakraborty D. 2002).
The concept of fuzzy random variable and its fuzzy expectation has been presented by (Kwakernaak H. 1978) and later by Puri and Ralescu (Puri M.L. and Ralescu D.A. 1986). Further, recently the notation of a fuzzy random variable has also been considered in (Feng Y., Hu L. and Shu H. 2001). In (Smarandache F. 1998) proposed concept of neutrosophic set which is generalization of classical set, fuzzy set, intuitionistic fuzzy set and so on. In the neutrosophic set, for an element x of the universe, the membership functions independently indicates the truth-membership degree, indeterminacy-membership degree, and false-membership degree of the element x belonging to the neutrosophic set. Also, fuzzy, intuitionistic and neutrosophic models have been studied by (Wang H., Smarandache F. Y., Zhang Q 2010). In a multiple-attribute decision-making problem the decision makers need to rank the given alternatives and the ranking of alternatives with neutrosophic numbers is many is many difficult because neutrosophic numbers are not ranked by ordinary methods as real numbers. However it is possible with score functions, aggregation operation, distance measure and so on. In section 2 of this paper, the neutrosophic random variable and its neutrosophic expectation are defined, a brief overview of the integration of graded mean representation of triangular neutrosophic number discussed later. Next, in section 3 a single-valued neutrosophic inventory problem of neutrosophic random variable demand is formulated and methodology is developed. Section 4 handles the numerical example of the proposed model.

2. Preliminaries

In this section, the basic definitions involving neutrosophic set, single valued neutrosophic sets and triangular neutrosophic number are outlined.

Definition 1. (Smarandache F. 1998) Let E be a universe. A neutrosophic set A over E is defined by,

\[ A = \{ (x, T_A(x), I_A(x), F_A(x)) : x \in E \} \]

where \( T_A(x) \), \( I_A(x) \) and \( F_A(x) \), are called truth-membership function, indeterminacy-membership function and falsity-membership function respectively. They are respectively defined by,

\[ T_A: E \rightarrow [0, 1]^{+*}, I_A: E \rightarrow [0, 1]^{+*}, F_A: E \rightarrow [0, 1]^{+*} \]

such that \( 0 \leq T_A(x) + I_A(x) + F_A(x) \leq 3^{+*} \).

Definition 2. (Wang H., Smarandache F. Zhang Y.Q 2010) Let E be a universe. A single valued neutrosophic set (SVN-set) over E, but the truth-membership function, indeterminacy-membership function and falsity-membership function are respectively defined by,

\[ T_A: E \rightarrow [0, 1]^{+*}, I_A: E \rightarrow [0, 1]^{+*}, F_A: E \rightarrow [0, 1]^{+*} \]

such that \( 0 \leq T_A(x) \leq 3 \).

Definition 3. (Subas Y. 2015) Let \( w_a, u_a, v_a \in [0, 1] \) be any real numbers, \( a, b, c \in \mathbb{R} \) and \( a = b = c = 1 \). Then single valued neutrosophic number (SVN-number)

\[ \alpha = ((a_1, b_1, c_1), w_1), ((a_2, b_2, c_2), u_2), ((a_3, b_3, c_3), v_3)) \]

is a special neutrosophic set on the set of real number \( \mathbb{R} \), whose truth-membership function \( \mu_{\alpha} \), indeterminacy-membership function \( \nu_{\alpha} \) and falsity-membership function \( \phi_{\alpha} \) are respectively defined by

\[ \mu_{\alpha}: \mathbb{R} \rightarrow [0, w_1], \nu_{\alpha}: \mathbb{R} \rightarrow [0, u_1], \phi_{\alpha}: \mathbb{R} \rightarrow [0, v_1] \].

Definition 4. (Subas Y. 2015) A single valued triangular neutrosophic number \( ((a, b, c); w_a, u_a, v_a) \), is a special neutrosophic set on the real number set \( \mathbb{R} \), whose truth-membership, indeterminacy-membership and falsity-membership are given as follows;

\[ \mu_{\alpha}(x) = \begin{cases} \frac{(x-a)w_a}{(b-a)}, & (a \leq x < b) \\ \frac{(c-x)w_a}{(c-a)}, & (b \leq x \leq c) \\ 0, & \text{otherwise} \end{cases} \]

\[ \nu_{\alpha}(x) = \begin{cases} \frac{(b-x+u_a(x-a))}{(b-a)}, & (a \leq x < b) \\ \frac{(x-b+u_a(c-x))}{(c-b)}, & (b \leq x \leq c) \\ 0, & \text{otherwise} \end{cases} \]
Definition 5. (Delu I, Subas y) Let \( \mathbf{\alpha} = ((\alpha_{a}, \beta_{a}, \gamma_{a}), (\alpha_{b}, \beta_{b}, \gamma_{b})) \) be a SVN-Number. Then \( \mathbf{\alpha} \) – cut set of the SVN-Number, denoted by \( A_{\mathbf{\alpha}}(\mathbf{\alpha}) \), is defined as
\[
A_{\mathbf{\alpha}}(\mathbf{\alpha}) = \{ \alpha \in \mathbb{R} \mid \alpha_{a} \leq \alpha \leq \alpha_{b} \},
\]
which satisfies the conditions as follows:
\[
0 \leq \alpha_{a} \leq \alpha_{b}, \quad \alpha_{a} \leq \beta \leq \alpha_{b}, \quad \gamma_{a} \leq \gamma \leq \gamma_{b}, \quad 0 \leq \alpha + \gamma + \beta \leq 3.
\]
Clearly, any \( \mathbf{\alpha} \) – cut set \( A_{\mathbf{\alpha}}(\mathbf{\alpha}) \) of a SVN-Number is a crisp subset of a real number set \( \mathbb{R} \).

Definition 6. (Delu I, Subas y) Let \( \mathbf{\alpha} = ((\alpha_{a}, \beta_{a}, \gamma_{a}), (\alpha_{b}, \beta_{b}, \gamma_{b})) \) be a SVN-Number. Then \( \gamma^{th} \) cut set of the SVN-Number, denoted by \( A_{\gamma}^{\gamma}(\mathbf{\alpha}) \), is defined as \( A_{\gamma}^{\gamma}(\mathbf{\alpha}) = \{ \gamma \in \mathbb{R} \mid \gamma_{a} \leq \gamma \leq \gamma_{b} \}, \) where \( \gamma \in [0, \gamma_{b}] \).

Clearly, any \( \gamma \) – cut set of a SVN-Number is a crisp subset of a real number set \( \mathbb{R} \). Also any \( \gamma \) – cut set of a SVN-Number for truth-membership function is a closed interval, denoted by \( A_{\gamma} = [L_{\mathbf{\alpha}}(\gamma), R_{\mathbf{\alpha}}(\gamma)] \).

Definition 7. (Delu I, Subas y) Let \( \mathbf{\alpha} = ((\alpha_{a}, \beta_{a}, \gamma_{a}), (\alpha_{b}, \beta_{b}, \gamma_{b})) \) be a SVN-Number. Then \( \beta \) – cut set of the SVN-Number, denoted by \( A_{\beta}^{\beta}(\mathbf{\alpha}) \), is defined as \( A_{\beta}^{\beta}(\mathbf{\alpha}) = \{ \beta \in \mathbb{R} \mid \beta_{a} \leq \beta \leq \beta_{b} \}, \) where \( \beta \in [\beta_{a}, 1] \).

Clearly, any \( \beta \) – cut set of a SVN-Number is a crisp subset of a real number set \( \mathbb{R} \). Also any \( \beta \) – cut set of a SVN-Number for indeterminacy-membership function is a closed interval, denoted by \( A_{\beta}^{\beta} = [L_{\mathbf{\alpha}}(\beta), R_{\mathbf{\alpha}}(\beta)] \).

Definition 8. (Delu I, Subas y) Let \( \mathbf{\alpha} = ((\alpha_{a}, \beta_{a}, \gamma_{a}), (\alpha_{b}, \beta_{b}, \gamma_{b})) \) be a SVN-Number. Then \( \gamma \) – cut set of the SVN-Number, denoted by \( A_{\gamma}^{\gamma}(\mathbf{\alpha}) \), is defined as \( A_{\gamma}^{\gamma}(\mathbf{\alpha}) = \{ \gamma \in \mathbb{R} \mid \gamma_{a} \leq \gamma \leq \gamma_{b} \}, \) where \( \gamma \in [\gamma_{a}, 1] \).

Clearly, any \( \gamma \) – cut set of a SVN-Number is a crisp subset of a real number set \( \mathbb{R} \). Also any \( \gamma \) – cut set of a SVN-Number for indeterminacy-membership function is a closed interval, denoted by \( A_{\gamma}^{\gamma} = [L_{\mathbf{\alpha}}^{\gamma}(\gamma), R_{\mathbf{\alpha}}^{\gamma}(\gamma)] \).

3. Cuts and neutrosophic-graded mean integration:

\( \alpha, \beta \) and \( \gamma \)-cuts, expectation of neutrosophic random variable and neutrosophic graded mean are introduced in this section.

Definition 1. Let \( F^{N} \) be the set of all neutrosophic numbers. The cut-cuts, \( \gamma \)-cut and \( \beta \)-cut of \( w_{a}, w_{b}, u_{a}, u_{b}, \) and \( \gamma \) in \( F^{N} \) is closed interval of any \( \alpha, \beta, \gamma \in F^{N} \). The addition and scalar multiplication on \( F^{N} \) are defined by the following:

\[
[a, b]_{\alpha} = \alpha_{a} \mathbb{I} + \alpha_{b} \mathbb{I}, \quad [\alpha]_{\beta} = \alpha_{\beta} \mathbb{I}, \quad [\alpha]_{\gamma} = \alpha_{\gamma} \mathbb{I}, \quad \alpha \in [0, 1],
\]
\[
[a, b]_{\beta} = \beta_{a} \mathbb{I} + \beta_{b} \mathbb{I}, \quad [\alpha]_{\beta} = \beta_{\alpha} \mathbb{I}, \quad [\beta]_{\gamma} = \beta_{\gamma} \mathbb{I}, \quad \beta \in [0, 1],
\]
\[
[a, b]_{\gamma} = \gamma_{a} \mathbb{I} + \gamma_{b} \mathbb{I}, \quad [\alpha]_{\beta} = \gamma_{\alpha} \mathbb{I}, \quad [\gamma]_{\beta} = \gamma_{\beta} \mathbb{I}, \quad \gamma \in [0, 1],
\]
and

\[
[a, b]_{\alpha, \beta, \gamma} = \alpha_{a} \mathbb{I}_{\alpha, \beta, \gamma} + \beta_{a} \mathbb{I}_{\alpha, \beta, \gamma}, \quad [\alpha]_{\beta, \gamma} = \alpha_{\beta, \gamma} \mathbb{I}_{\alpha, \beta, \gamma}, \quad [\beta]_{\alpha, \gamma} = \beta_{\alpha, \gamma} \mathbb{I}_{\alpha, \beta, \gamma}, \quad \gamma \in [0, 1],
\]
\[
[a, b]_{\alpha, \beta, \gamma} = \gamma_{a} \mathbb{I}_{\alpha, \beta, \gamma} + \gamma_{b} \mathbb{I}_{\alpha, \beta, \gamma}, \quad [\alpha]_{\beta, \gamma} = \gamma_{\alpha, \beta, \gamma} \mathbb{I}_{\alpha, \beta, \gamma}, \quad [\gamma]_{\beta, \alpha} = \gamma_{\beta, \alpha} \mathbb{I}_{\alpha, \beta, \gamma}, \quad \beta \in [0, 1].
\]

A metric on \( F^{N} \) is defined by,
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To achieve computational efficiency the method of discovering a neutrosophic number becomes a graded expected is given as,

\[ d^{N}(a^{N}, b^{N}) = \frac{1}{2} \int_{0}^{1} \left( (|a^{N}_{\alpha} - a^{N}_{\beta}|^{2} + (|a^{N}_{\gamma} + b^{N}_{\beta} |^{2}) d^{N}\alpha \right. \quad \forall a^{N}, b^{N} \in \mathbb{F}^{N} \]

\[ d^{N}(a^{N}, b^{N}) = \frac{1}{2} \int_{0}^{1} \left( (|a^{N}_{\alpha} - b^{N}_{\beta}|^{2} + (|a^{N}_{\gamma} + b^{N}_{\beta} |^{2}) d^{N}\beta \right. \quad \forall a^{N}, b^{N} \in \mathbb{F}^{N} \]

\[ d^{N}(a^{N}, b^{N}) = \frac{1}{2} \int_{0}^{1} \left( (|a^{N}_{\alpha} - a^{N}_{\beta}|^{2} + (|a^{N}_{\gamma} + a^{N}_{\beta} |^{2}) d^{N}\gamma \right. \quad \forall a^{N}, b^{N} \in \mathbb{F}^{N} \]

\[ d^{N}(a^{N}, b^{N}) = \frac{1}{2} \int_{0}^{1} \left( (|a^{N}_{\alpha} - b^{N}_{\beta}|^{2} + (|a^{N}_{\gamma} + b^{N}_{\beta} |^{2}) d^{N}\gamma \right. \quad \forall a^{N}, b^{N} \in \mathbb{F}^{N} \]

Where \( a^{N}_{\alpha}, a^{N}_{\beta}, a^{N}_{\gamma} \) are lower and upper end point of \( a^{N} \) and \((\mathbb{F}^{N}, d^{N}) \) is a complete neutrosophic metric space.

Let \( (\Omega^{N}, \mathcal{A}^{N}, P^{N}) \) be a complete neutrosophic probability space. A neutrosophic random variable (n.r.v) is a borel measurable function \( X^{N}: (\Omega^{N}, \mathcal{A}^{N}, P^{N}) \rightarrow (\mathbb{F}^{N}, d^{N}) \).

If \( X^{N} \) is a n.r.v, then \( X^{N}_{\alpha}, X^{N}_{\beta}, X^{N}_{\gamma} \) are neutrosophic random closed interval set and \( X^{N}_{\alpha}, X^{N}_{\beta}, X^{N}_{\gamma} \) are real valued neutrosophic random variables. The expectation of a n.r.v \( X^{N} \) is defined by

\[ E_{\alpha + \beta + \gamma}^{N} = [E_{\alpha + \beta + \gamma}^{N}(X^{N}_{\alpha}), E_{\alpha + \beta + \gamma}^{N}(X^{N}_{\beta}), E_{\alpha + \beta + \gamma}^{N}(X^{N}_{\gamma})] \]

for \( \alpha + \beta + \gamma \in [0,3], \alpha, \beta, \gamma \in [0,1] \).

**Definition 2.** For a neutrosophic random variable \( X^{N} = \{ (x^{N}_{\alpha + \beta + \gamma})/0 \leq \alpha + \beta + \gamma \leq 3 \} \) the expectation of \( X^{N} \) is defined by

\[ E_{X^{N}}^{N} = \int X^{N} dP^{N} = \{ \int x^{N}_{\alpha + \beta + \gamma} dP^{N}, \int x^{N}_{\alpha + \beta + \gamma} dP^{N}/0 \leq \alpha + \beta + \gamma \leq 3 \} . \]

If \( X^{N} \) is a discrete neutrosophic random variable, such that \( P^{N}(X^{N} = x^{N}) = p^{N}_{0}, p^{N}_{1}, p^{N}_{2}, \ldots \), then its neutrosophic expected is given as

\[ E_{X^{N}}^{N} = \sum_{x^{N}_{\alpha + \beta + \gamma}} x^{N}_{\alpha + \beta + \gamma} p^{N}_{x} \text{ for } EX^{N} \in \mathbb{F}^{N} \text{ and } (EX^{N})_{0} = \int x^{N} dP^{N} = [E_{\alpha}^{N}, E_{\beta}^{N}]^{N}, \]

where

\[ \alpha + \beta + \gamma = 0. \]

To achieve computational efficiency the method of discovering a neutrosophic number becomes a graded representation of the average integration.

A generalized neutrosophic number \( T^{A}, I^{A}, F^{A} \) is explained as any neutrosophic subset of the real line \( R \), whose membership function \( m_{T^{A}, I^{A}, F^{A}}^{N}(u) \) satisfies as follows,

i) \( m_{T^{A}, I^{A}, F^{A}}^{N}(u) \) is continuous neutrosophic mapping from \( R \) to \([0,1]\),
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ii) \( \mu_i^{-\infty} = 0 \), \( \forall u \epsilon \mathbb{R} \).

iii) \( \mu_i^{+\infty}(u) \) is strictly increasing on \([\tilde{a}, \tilde{b}]\).

iv) \( \mu_i^{-\infty} = \mu_i^{+\infty} = \mathbb{R} \).

v) \( \mu_i^{0\infty}(u) \) is strictly decreasing on \([\tilde{a}, \tilde{b}]\), where \(0 < w \leq 3\) and \(\tilde{a}, \tilde{b} \epsilon \mathbb{R}\) are real numbers.

This type of generalized neutrosophic number is a triangular neutrosophic number, and its denoted by \( T_{\tilde{a}} + I_{\tilde{a}} + F_{\tilde{a}} = (\tilde{a}, \tilde{b}, \tilde{c}, w) \). When \( w = 1 \), this kind of generalized neutrosophic number is called normal neutrosophic number and its characterization, \( T_{\tilde{a}} + I_{\tilde{a}} + F_{\tilde{a}} = (\tilde{a}, \tilde{b}, \tilde{c}) \).

The graded mean \( \alpha + \beta + \gamma \)–level value of \( T_{\tilde{a}} + I_{\tilde{a}} + F_{\tilde{a}} = (\tilde{a}, \tilde{b}, \tilde{c}) \) is

\[
\left( \alpha + \beta + \gamma \right) \left[ L(\alpha + \beta + \gamma) + R(\alpha + \beta + \gamma) \right] / 2.
\]

Therefore the graded mean integration characterization of generalized triangular neutrosophic number \( T_{\tilde{a}} + I_{\tilde{a}} + F_{\tilde{a}} \) is,

\[
G(T_{\tilde{a}} + I_{\tilde{a}} + F_{\tilde{a}}) = \frac{1}{2} \left[ \int_0^{\tilde{a}} \left[ L_{\tilde{a}}(\alpha) + R_{\tilde{a}}(\alpha) \right] \, d\alpha + \int_{\tilde{a}}^{\tilde{b}} \left( 1 - \beta \right) \left[ L_{\tilde{a}}(\beta) + R_{\tilde{a}}(\beta) \right] \, d\beta + \int_{\tilde{b}}^{\tilde{c}} \left( 1 - \gamma \right) \left[ L_{\tilde{a}}(\gamma) + R_{\tilde{a}}(\gamma) \right] \, d\gamma \right] - \frac{1}{2} \left[ \int_0^{\tilde{a}} \alpha \, d\alpha + \int_{\tilde{a}}^{\tilde{b}} \beta \, d\beta + \int_{\tilde{b}}^{\tilde{c}} \gamma \, d\gamma \right].
\]

where \( \left[ L_{\tilde{a}}(\alpha) + R_{\tilde{a}}(\alpha) \right] = \left[ (\tilde{a} - \alpha)\alpha + \alpha \tilde{a}, (\tilde{a} - \alpha)\alpha + \alpha \tilde{a} \right] \).

\[
\begin{align*}
\frac{1}{2} \left[ \int_0^{\tilde{a}} \left[ L_{\tilde{a}}(\alpha) + R_{\tilde{a}}(\alpha) \right] \, d\alpha & = \int_0^{\tilde{a}} \left[ \alpha + \gamma \right] \, d\alpha = \left[ \frac{(\alpha + c)^{w_{\tilde{a}, \tilde{b}}}}{2w_{\tilde{a}, \tilde{b}}} \right] \\text{and} \\
\frac{1}{2} \left[ \int_{\tilde{a}}^{\tilde{b}} \left( 1 - \beta \right) \left[ L_{\tilde{a}}(\beta) + R_{\tilde{a}}(\beta) \right] \, d\beta & = \int_{\tilde{a}}^{\tilde{b}} \left[ \alpha + \gamma \right] \, d\beta = \left[ \frac{(\alpha + c)^{w_{\tilde{a}, \tilde{b}}}}{2w_{\tilde{a}, \tilde{b}}} \right] \left( 1 - \beta \right) \, d\beta.
\end{align*}
\]
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\[
\{ \text{where } [L_{aN}(\beta) + R_{aN}(\beta)] = \left[ \frac{(1 - \beta)b + (\beta - u_{aN})a}{1 - u_{aN}} \right] \frac{(1 - \beta)b + (\beta - u_{aN})c}{1 - u_{aN}} \}
\]

\[
= \frac{\left[ (a + c)(1 - \beta)^2 \right]}{2} + \frac{(2b - a - c)(1 - \beta)^3}{3(1 - u_{aN})}
\]

\[
= \frac{\left[ (a + c)(1 - u_{aN})^2 \right]}{2} + \frac{(2b - a - c)(1 - u_{aN})^3}{3(1 - u_{aN})}
\]

\[
= \frac{(3a + 3c + 4b - 2a - 2c)(1 - u_{aN})^2}{6}
\]

\[
= \frac{(a + 4b + c)(1 - u_{aN})^2}{6}
\]  \hspace{1cm} (2)

\[
\int_{y_{aN}}^{1} (1 - \gamma) [L_{aN}(\gamma) + R_{aN}(\gamma)] d\gamma = \int_{y_{aN}}^{1} \left[ (a + c) + \frac{(2b - a - c)(1 - \gamma)}{1 - y_{aN}} \right] (1 - \gamma) d\gamma.
\]

\[
\{ \text{where } [L_{aN}(\gamma) + R_{aN}(\gamma)] = \left[ \frac{(1 - \gamma)b + (\gamma - y_{aN})a}{1 - y_{aN}} \right] \frac{(1 - \gamma)b + (\gamma - y_{aN})c}{1 - y_{aN}} \}
\]

\[
= \frac{\left[ (a + c)(1 - \gamma)^2 \right]}{2} + \frac{(2b - a - c)(1 - \gamma)^3}{3(1 - y_{aN})}
\]

\[
= \frac{\left[ (a + c)(1 - y_{aN})^2 \right]}{2} + \frac{(2b - a - c)(1 - y_{aN})^3}{3(1 - y_{aN})}
\]

\[
= \frac{(3a + 3c + 4b - 2a - 2c)(1 - y_{aN})^2}{6}
\]

\[
= \frac{(a + 4b + c)(1 - y_{aN})^2}{6}
\]  \hspace{1cm} (3)

\[
\int_{y_{aN}}^{1} \alpha d\alpha = \frac{\left[ y_{aN} \right]^{2}}{2} = \frac{y_{aN}^2}{2}
\]  \hspace{1cm} (4)

\[
\int_{y_{aN}}^{1-\gamma_{aN}} b d\beta = \frac{\left[ \beta \right]^{1-\gamma_{aN}}}{2} = \frac{(1 - y_{aN})^2}{2}
\]  \hspace{1cm} (5)
\[ \int_0^{-y_N^U} \gamma^N d\gamma = \left( \frac{1 - y_N^U}{2} \right)^2 = \frac{(1 - y_N^U)^2}{2} \]  

Substitute the equation (1), (2), (3), (4), (5) and (6) in graded mean integration ,we get

\[ G(T_x + I_x + f_x) = \frac{1}{2} \frac{9(1 - y_N^U)^2}{(1 - y_N^U)^2} \]

4. Formulation of a Problem and Methodology

4.1 Single-Valued Neutrosophic Inventory Problem

The single-valued neutrosophic inventory model of time independent profit maximizing neutrosophic costs can be thought of as a classic newsvendor problem releases where should a newsvendor buy the approximate number of newspapers for his corner newspaper shop such that he eventually reached the maximum expected profit.

Consider the item you can buy at the beginning of the period and after the end of the period, it is either used or sold at a price below the purchases price. Let,

\( u^N \) = Neutrosophic unit price of purchased product (independent number of item purchased),

\( a^N \) = Neutrosophic unit retail price of the products \( (a^N < b^N) \),

\( h^N \) = Neutrosophic holding cost per each item after the end of the period \( (h^N < e^N) \) (After the end of the period a single price can be considered),

\( e^N \) = Neutrosophic price of one product per defect,

and the demand \( Y^N \) as a neutrosophic random variable with an order pair is given as \( ((y^N_i, r^N_i), (y^N_i, r^N_i), (y^N_i, r^N_i), \ldots, (y^N_i, r^N_i)) \). If \( y^N_i \) products are purchased at the beginning of the period, then the neutrosophicprofit function \( F^N \) is given by,

\[ F^N(y^N_i, r^N) = \left[ a^N y^N_i - b^N y^N_i - e^N (y^N_i - y^N_i) \right] y^N_i \leq r^N_i \]

\[ = (a^N - b^N) y^N_i - e^N (y^N_i - y^N_i) \]

For some \( i = 1 \) to \( n \).

As the neutrosophicdemand \( Y^N \) is a neutrosophic random variable, so its neutrosophic profit function \( F\bar{N} \) is also a neutrosophic random variable and obviously its total neutrosophic expected cost \( E\bar{F}\bar{N} \) becomes a unique neutrosophic number. Therefore the neutrosophic total expected profit \( (E\bar{F}\bar{N}) \) is determined by,

\[ E\bar{F}\bar{N}(y^N_i, r^N) = \sum_{i=1}^{n} \left[ a^N y^N_i - b^N y^N_i - e^N (y^N_i - y^N_i) \right] p^N_i + \sum_{i=1}^{n} \left[ (a^N - b^N) y^N_i - e^N (y^N_i - y^N_i) \right] p^N_i \]

4.2 Mathematical Model with Neutrosophic Random Variable
We consider the problem of stocks described above in a period when demand is seen as a neutrosophic random variable. The data are not accurate for neutrosophic probabilities so for simplicity, all data sets and probabilities are considered as triangular neutrosophic numbers \((x_N, y_N, z_N)\) and \((p_N, q_N, r_N)\) for \(i = 1 \text{ to } n\), respectively.

Now, the neutrosophic expected profit function \(E^N_{\mathbf{P}} = (E^N_{\mathbf{P}}, E^N_{\mathbf{F}}, E^N_{\mathbf{F}})\) is given by

\[
E^N_{\mathbf{P}} = \sum_{i=1}^n \left[ \left( \gamma^N_N - \beta^N_N \right)p_i + \sum_{j=1}^{k-1} \left( \gamma^N_N - \beta^N_N \right)p_i \right] + \sum_{i=1}^n \left[ \left( \gamma^N_N - \beta^N_N \right)p_i + \sum_{j=1}^{k-1} \left( \gamma^N_N - \beta^N_N \right)p_i \right]
\]

where,

\[
(E^F)^N = E^N_{\mathbf{P}}[p_{\alpha+\beta+\gamma} = 2]
\]

\[
= \sum_{i=1}^n \left[ \left( \gamma^N_N + \beta^N_N \right)p_i - \left( \gamma^N_N + \beta^N_N \right)p_i \right] + \sum_{i=1}^n \left[ \left( \gamma^N_N - \beta^N_N + \gamma^N_N \right)p_i - \left( \gamma^N_N - \beta^N_N + \gamma^N_N \right)p_i \right]
\]

\[
E^N_{\mathbf{F}} = E^N_{\mathbf{P}}[p_{\alpha+\beta+\gamma} = 3]
\]

\[
= \sum_{i=1}^n \left[ \left( \gamma^N_N + \beta^N_N \right)p_i - \left( \gamma^N_N + \beta^N_N \right)p_i \right] + \sum_{i=1}^n \left[ \left( \gamma^N_N - \beta^N_N + \gamma^N_N \right)p_i - \left( \gamma^N_N - \beta^N_N + \gamma^N_N \right)p_i \right]
\]

Here the \((\alpha + \beta + \gamma)\) -level set of the neutrosophic number \(E^N_{\mathbf{P}}\) are considered as follows,

\[
[E^N_{\mathbf{P}}]_{\alpha+\beta+\gamma} = E^N_{\mathbf{P}}[p_{\alpha+\beta+\gamma} = \alpha + \beta + \gamma, 0 \leq \alpha + \beta + \gamma \leq 3]
\]

and we get \((\alpha + \beta + \gamma)\) cut interval with different neutrosophic number \(E^N_{\mathbf{P}}\) for \(\alpha + \beta + \gamma\) between 0 and 3. The membership function of this neutrosophic number \(E^N_{\mathbf{P}}\) is defined by,

\[
\mu_{E^N_{\mathbf{P}}} (u) = \begin{cases} 
L(u), & u \leq E^N_{\mathbf{P}} \\
R(u), & u \leq E^N_{\mathbf{P}} \\
0, & \text{otherwise}
\end{cases}
\]

where \(L(u)\) is left continuous function from \([E^N_{\mathbf{P}}, E^N_{\mathbf{P}}]\) to \([0,1]\), and \(R(u)\) is the right continuous function from \([E^N_{\mathbf{P}}, E^N_{\mathbf{P}}]\) to \([0,1]\). Now, we use the method of indicating the amount of neutrosophic number that are summed based on the integral value of graded mean \((\alpha + \beta + \gamma)\)-level, we find out a lost representative of the unique neutrosophic number \(E^N_{\mathbf{P}}\) is
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Table 1: To illustrate this model, suppose a newsvendor cannot pay in cash for a day if he needs more papers. Let the neutrosophic shortage price $N^N = 5$, the neutrosophic purchase price $N^N = 0$, the neutrosophic holding cost $N^N = 3$, and the neutrosophic shortage price $N^N = 6$. The daily neutrosophic demand for this section is unknown, but based on experience and previous sales dates, you can set neutrosophic probabilities for different search levels of neutrosophic demand. The neutrosophic demand and neutrosophic probability are given in the first table. Now, using our methodology you can find the neutrosophic optimal order quantity $y^N$ (pp) from second table.
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Table 2:

<table>
<thead>
<tr>
<th>Neutrosophic demand</th>
<th>Neutrosophic probabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>(21,24,27)</td>
<td>(27,30,33)</td>
</tr>
<tr>
<td>(23,24,25)</td>
<td>(22,24,26)</td>
</tr>
<tr>
<td>(21,24,27)</td>
<td>(23,24,25)</td>
</tr>
<tr>
<td>(29,30,31)</td>
<td>(28,30,32)</td>
</tr>
<tr>
<td>(27,30,33)</td>
<td>(25,30,32)</td>
</tr>
<tr>
<td>(35,36,37)</td>
<td>(34,36,38)</td>
</tr>
<tr>
<td>(33,36,39)</td>
<td>(32,36,38)</td>
</tr>
<tr>
<td>(41,42,43)</td>
<td>(40,42,44)</td>
</tr>
<tr>
<td>(39,42,45)</td>
<td>(38,42,44)</td>
</tr>
<tr>
<td>(47,48,49)</td>
<td>(46,48,50)</td>
</tr>
<tr>
<td>(45,48,51)</td>
<td>(44,48,50)</td>
</tr>
<tr>
<td>(53,54,55)</td>
<td>(52,54,56)</td>
</tr>
<tr>
<td>(51,54,57)</td>
<td>(50,54,56)</td>
</tr>
<tr>
<td>(59,60,61)</td>
<td>(58,60,62)</td>
</tr>
<tr>
<td>(57,60,63)</td>
<td>(56,60,62)</td>
</tr>
</tbody>
</table>

Let \( A \) and \( B \) be the numerator and denominator of the upper limit of \( (9) \) respectively. Then the neutrosophic optimal order quantity \( \nu^* \) is given by \( (29,42,45) \), this means that for newsvendor it is better to buy about 42 newspapers in order to maximize the expected daily profit.

6. Conclusion

This paper, introduces the development of stochastic neutrosophic inventory models using neutrosophic random variables to get more realistic information, where fixed value is invalid. Here, a single-valued neutrosophic inventory models are discussed when there are inaccuracies and uncertainties in inventory system. This aggregation can be extended to other neutrosophic inventory models.
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