A Systematic Survey of Computer-Aided Diagnosis in Medicine: Past and Present Developments

Abstract: Computer-aided diagnosis (CAD) in medicine is the result of a large amount of effort expended in the interface of medicine and computer science. As some CAD systems in medicine try to emulate the diagnostic decision-making process of medical experts, they can be considered as expert systems in medicine. Furthermore, CAD systems in medicine may process clinical data that can be complex and/or massive in size. They do so in order to infer new knowledge from data and use that knowledge to improve their diagnostic performance over time. Therefore, such systems can also be viewed as intelligent systems because they use a feedback mechanism to improve their performance over time. The main aim of the literature survey described in this paper is to provide a comprehensive overview of past and current CAD developments. This survey/review can be of significant value to researchers and professionals in medicine and computer science. There are already some reviews about specific aspects of CAD in medicine. However, this paper focuses on the entire spectrum of the capabilities of CAD systems in medicine. It also identifies the key developments that have led to today’s state-of-the-art in this area. It presents an extensive and systematic literature review of CAD in medicine, based on 251 carefully selected publications. While medicine and computer science have advanced dramatically in recent years, each area has also become profoundly more complex. This paper advocates that in order to further develop and improve CAD, it is required to have well-coordinated work among researchers and professionals in these two constituent fields. Finally, this survey helps to highlight areas where there are opportunities to make significant new contributions. This may profoundly impact future research in medicine and in select areas of computer science.
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1. Introduction

Computer-aided diagnosis (CAD) systems in the medical field can be viewed as cutting-edge expert and intelligence systems in the interface of medicine and computer science. CAD systems in medicine may use diagnostic rules to emulate the way a skilled human expert makes diagnostic decisions. In this sense such CAD systems function as expert systems. More advanced CAD systems have the capability to analyze clinical data and infer new knowledge. In turn, this new knowledge can enhance current diagnostic rules and enable such systems
to improve their performance over time. For this to occur, these systems must also have a feedback mechanism so they can infer new knowledge from different groups of data, but most importantly, from successes and failures. In this sense this type of CAD systems may be considered as intelligent systems as they have a learning capability [Obermeyer and Emanuel, 2016]. Intelligent CAD systems use artificial intelligence (AI), data mining and machine learning approaches to analyze clinical data that often can be complex and/or massive. Such systems can offer great help in making diagnostic decisions in a wide range of diseases and medical conditions [Sun, et al., 2016], [Giger, 2018].

Our knowledge of human anatomy and physiology has increased significantly during the last century. Human body examination tools such as ones based on X-rays, ultrasounds, or magnetic resonance imaging (MRI) have improved dramatically. As an indicator of the degree of change, one may consider the changes in the world’s oldest and most famous medical textbook; the Merck Manual of Diagnosis and Therapy [Beers and Berkow, 1999]. In 1899 its first edition had 192 pages. More than a century later, its 2011 version (19-th edition) has more than 3,750 pages [Porter, et al., 2011], [Crowley, 2011]. While numerous diseases have been discovered and the study of these diseases has progressed considerably, the medical diagnosis of many diseases has become more complex and difficult.

A number of factors have led to the development of computer-aided diagnosis in medicine. Such factors include the following: the complexity of the medical diagnosis process itself, the availability of large amounts of complex clinical data relevant to many diseases and conditions, the existence of large amounts of diagnostic knowledge (for instance, in the form of diagnostic rules), and new advances in computer science (especially in the fields of AI, data mining, and machine learning).

Advances in CAD and the increasing acceptance of its great potential in medical diagnosis has created a fertile environment for researchers in the fields of expert systems and intelligent systems to pursue new and exciting opportunities in medicine and computer science. However, the description of such developments so far has been fragmented and done in a sporadic manner.

The novelty of this study is based on the objectives it targets. The main objective of this paper is to provide a comprehensive and systematic review / survey of the most important developments related to CAD in medicine. This paper bridges a gap that currently exists in the literature and thus it can be of benefit to medical professionals who do not have a deep knowledge of computer science issues. Likewise, this paper can also be of benefit to computer scientists who are not familiar with some basic medical issues related to CAD. By better understanding the history of CAD and its current state-of-the-art, one may better recognize what are the critical issues in CAD development today and also identify opportunities for advancing this important field. The need to pursue the above goals and objectives is the motivation for this study.

There are several alternative terms that can be used to describe computer-aided diagnosis / computer-aided diagnostic systems. Such alternative terms are, for instance, expert systems (ES) in medicine [Buchanan and Shortliffe, 1984], [Waterman, 1985], [Liao, 2005], computer-aided evaluation / diagnosis, computerized sound analysis (e.g., computerized lung sound analysis (CLSA) and computerized heart sound analysis) [Gurung, et al., 2011], computerized biomedical signal analysis [Theis and Meyer-Bäse, 2010] and so on.

In the mid-1980s, medical physicists and radiologists began to focus on the aspects of computer-aided detection (CADe) and computer-aided diagnosis (CADx). The authors in [Lemaître, et al., 2015] state the following: “In fact, these investigations brought about both concepts of Computer-Aided Detection (CADe) and Computer-Aided Diagnosis (CADx) grouped under the acronym CAD.” Therefore, in this study, the term “CAD” is used to describe such systems in medicine. In addition, the acronym CAD may be used to describe any computer-based technology, which can be used to support medical professionals in providing accurate diagnosis to patients.

This paper is organized as follows. Following this introduction, the next section describes the methods used to conduct the survey / review for this study. The third section describes a brief history of CAD. Section 4
describes the basic algorithmic aspects of expert systems and machine learning approaches as they are important to better understand some key CAD issues. Section 5 presents the main objectives that CAD needs to satisfy. The main application areas of CAD are illustrated in Section 6. The seventh section explains the workflow of a typical CAD system during its development stage and also under clinical use. Some of the challenges / limitations of CAD are highlighted in Section 8. Finally, this paper ends with Section 9 which presents a summary of the main contributions and describes some possible areas for future research.

Figure 1: Flow Diagram of the Record Selection Process Based on the PRISMA Approach.

2. Methods

The authors conducted a systematic survey /review of publications that address various aspects of CAD systems in medicine. The literature search protocol followed for the review is the well-accepted PRISMA (Preferred Reporting Items for Systematic reviews and Meta-Analyses) approach [Moher, et al., 2009]. This is shown in Figure 1. The keywords or key phrases used in the initial phase of this review are listed in Table 1. As the survey was progressing, the set of the keywords was expanded in a hierarchical manner. As more suitable publications were identified, more search terms were considered.

The 4-phase flow of the PRISMA approach (labeled “Identification,” “Screening,” “Eligibility,” “Included,” in Figure 1) was used as a model for narrowing down an initially very large number of publications. The bulk of the literature search was conducted in the spring of 2017 and the publication dates under consideration were set to be from 2013 to the present. The PubMed database was primarily used to identify such publications. Google’s Scholar function was used later in this review search as well.
The publications have been screened for inclusion eligibility. For instance, some publications were duplicates and others mentioned CAD not in fields related to detection or diagnosis in medicine. Eventually, out of a very large initial collection of publications, 89 publications were selected for analysis for this study. This number was later expanded to 251 references used in this study. Both authors were involved in the selection of the publications. After the initial search was performed, the authors identified a list of the aspects that CAD systems had to possess.

Both authors completed the analysis of the results. Publications used in this study included peer-reviewed research papers, books, conference papers, newspaper and magazine articles, and other academic literature (such as theses and dissertations). These publications had to satisfy certain criteria. They had to have appeared in reputable publication media in the field, their authors had to be from reputable institutions, and be written in English.

Author ET led the decisions regarding assessing publication media. He excluded journals described in the lists of predatory journals created by [Beall, 2017] or mentioned by Yale University [Yale University Library, 2017]. In addition, author ET referred to well-known websites for classifying author affiliations and institutional relationships as reputable. These websites included the World Reputation Rankings 2016 [Times Higher Education, 2017], the U.S. News Best Colleges Rankings [U.S. News, 2017], and the Nature Index [2017]. Some of these aspects are qualitative and are hard to be quantified. Thus, we used a holistic approach and did not rely on a single aspect alone.

Table 1: The Keywords Used for Searching Publications.

| The initial keywords / key phrases | “computer-aided diagnosis”; “computer-aided diagnostic system”; “expert system” medicine; “computer-aided detection”; “computerized sound analysis”; “computerized biomedical signal analysis” |

3. A Brief History of CAD

Soon after the dawn of the computer age, in the late 1950s early biomedical researchers begun exploring the possibility of using computers to investigate and solve problems in biology and medicine. Some of those studies were ultimately directed to the development of systems for computer based medical diagnosis [Weinrauch and Hetherington, 1959], [Ledley, 1959], [Vandenberg, 1960]. These early diagnostic systems, often referred to as “expert systems in medicine”, used patients' symptoms and laboratory test results as inputs to generate a diagnostic outcome [Ledley and Lusted, 1959], [Weiss, et al., 1978]. A detailed description of expert systems in CAD is provided in Sub-Section 4.1.

Some noticeable early CAD systems were the MYCIN expert system [Shortliffe and Buchanan, 1975], the INTERNIST-I expert system [Miller, et al., 1982] and later, in the middle of the 1980s, the CADUCEUS expert system [Feigenbaum and McCorduck, 1984]. However, by the early 1970s, it became clear that there were some serious limitations in delivering accurate diagnosis when using traditional methods such as flow-charts [Schwartz, 1970], [Bleich, 1972], statistical pattern-matching [Rosati, et al., 1975], or probability theory [Gorry, et al., 1973], [Szolovits, et al., 1988].

This realization of the computational limitations was unavoidable. Early expectations of the potential of the newly emerged computer based approaches (and not only in the field of medical diagnosis) tended to be overly optimistic. At the beginning of these early studies, researchers were hoping to develop entirely automatic computer-aided diagnostic systems. The expectations of people of what computers could do were frequently grossly unrealistic. This situation changed dramatically thanks to the seminal contribution in the early 1970s in theoretical computer science by Karp. In particular, his breakthrough paper “Reducibility among Combinatorial Problems” established for the very first time certain limitations but also opportunities that exist while developing algorithms to solve families of important computational problems [Karp, 1972]. The limitations and potential solutions of many computational problems related to medical diagnosis can be better understood in light of this
crucial development. After these early developments, researchers have instigated the development of systems that use artificial intelligence and specialized computer algorithms (i.e., pattern recognition / classification algorithms) to diagnose diseases based on patients’ data [Musen, et al., 2014]. Today, CAD is considered more as an important part of a diagnostic process which also actively involves human experts [Doi, 2007].

Besides the previous developments, during the 1960s a number of radiologists had also started working on building an early form of CAD in order to detect abnormalities in medical images [Lodwick, et al., 1963], [Meyers, et al., 1964], [Winsberg, et al., 1967]. Today diagnostic radiology and medical image analysis are some of the most active research and application areas in CAD [Doi, 2007].

In the meantime, medical malpractice litigation has significantly increased since the mid-1980s [Mohr, 2000]. Rising medical malpractice liability insurance costs have caused a negative effect on the healthcare industry and thus the cost of healthcare has increased dramatically [Brennan, 2004], [Nahed, et al., 2012]. One of the motivations to develop CAD was to help physicians to avoid medical malpractice cases and thus to reduce medical healthcare costs.

4. Key Algorithmic Issues of Expert Systems and Intelligent Systems in CAD

As it was noted in the previous section, the first CAD approaches were based on expert systems. This was followed by CAD approaches based on intelligent systems. Thus, the following two sub-sections provide some key technical aspects of these two major approaches in CAD.

4.1 Expert Systems in CAD

The structure of a generic expert system is depicted in Figure 2. As it can be seen from this figure, the user interacts with the system’s knowledge base via the inference engine. The inference engine may use a forward or backward chaining approach on the knowledge base to reach a decision / recommendation. The knowledge base is built by a knowledge engineer (usually a computer science person with access to the domain knowledge pertinent to the aim of the expert system). The knowledge base is comprised of a set of facts that are assumed to be true and a set of applicable diagnostic rules.

![Figure 2: A Simplified Architecture of a General Purpose Expert System.](image-url)
IF [(Premise P₁) AND (Premise P₂) AND ... (Premise Pₙ)]
THEN (Premise Pₓ)

An example from MYCIN:
IF: [(The infection which requires therapy is meningitis) AND
(Organisms were not seen on the stain of the culture) AND
(The type of the infection is bacterial) AND
(The patient has been seriously burned)]
THEN: [(There is suggestive evidence (0.5)) (pseudomonas-aeruginosa
is one of the organisms which might be causing the infection)]

Figure 3: The General Structure of an IF-THEN type of Logical Rule and an Example from the MYCIN Expert System [Buchanan and Shortliffe, 1984, page 476].

Algorithm Forward_Chaining (Input_Rules1, Input_Facts1, Goal1);
Begin /* Algorithm <Forward_Chaining> */
/* It returns TRUE if Goal1 can be inferred from Input_Rules1 when applying Input_Facts1 */
Goal1 is not satisfied (= FALSE); /* Initialization */
IF (Goal1 is a member of Input_Facts1) THEN return Goal1 is satisfied (= TRUE) and STOP;
ELSE
Begin /* else #1 */
Fire_Applicable_Rules (Input_Rules1, Input_Facts1, Output_Rules1, Output_Facts1);
/* This fires all applicable rules in Input_Rules1. Any fired rules are removed from 
Input_Rules1 and the new set is called Output_Rules1. Any new conclusions are 
added in Input_Facts1 and the new set is called Output_Facts1. */

/* If the reduced set of rules is empty, then stop and return 
Goal1 is not satisfied (= FALSE). We cannot prove Goal1 
Otherwise, call recursively Forward_Chaining */
IF (Output_Rules1 = empty) THEN Goal1 cannot be proven and return 
Goal1 is not satisfied (= FALSE); STOP;
ELSE
Begin /* else #2 */
(Forward_Chaining (Output_Rules1, Output_Facts1, Goal1);
IF (Goal1 is satisfied (= TRUE) THEN STOP;
End /* else #2 */
End /* else #1 */
End /* Algorithm <Forward_Chaining> */

Figure 4: The Forward Chaining Algorithm in Pseudo Code.

Usually the rules are logical structures of the IF-THEN form as shown in Figure 3. A typical rule is 
comprised of the antecedent part and the consequent part which is assumed to be true if the antecedent part is 
true. The antecedent part is a logical expression that can be either true or false. In Figure 3 the antecedent part is 
the conjunction of n premises denoted as premises P₁, P₂, ..., Pₙ. In turn, each premise is either true or false. 
The consequent is a premise too. In MYCIN each rule was also associated with a probabilistic assessment (termed 
the “suggestive evidence” in Figure 3, also known as the “certainty factor” or CF) that denotes the likelihood the 
consequent will be true if the antecedent is true. Expert systems were created in an effort to emulate the
diagnostic decision-making process that humans are supposed to follow. Such knowledge by humans can be easily represented in the form of a set of IF-THEN type of rules, hence the creation of the knowledge base as a collection of such rules and facts.

When the inference engine uses forward chaining, a target goal (such as a medical hypothesis) is given. Next, the knowledge base is accessed by the inference engine to determine whether the set of rules along with the available facts, can be used to determine the true/false value of the target goal. A description of the forward chaining search approach is given in Figure 4. When the algorithm Forward_Chaining (as described in Figure 4) is applied with <Input_Rules1> being the set of the three rules shown in Figure 5, <Input_Facts1> being the facts in the same figure and <Goal1> = <Z>, then the algorithm will return value TRUE, meaning the validity of <Z> can be established from this knowledge base.

Backward chaining works in an analogous manner. Assume again the previous data. Since the goal is the search of the value of <Z>, Rule #1 is examined first. The value of its premise <Y> is still unknown and this triggers Rule #2 to be examined. This in turn triggers Rule #3 to be examined in order to determine the value of <X>. This value is true, thus now Rule #2 is fired and the value of <Y> becomes true and next Rule #1 is fired and the value of <Goal1> (i.e., <Z>), is determined to be true.

**Figure 5:** A Simplified Knowledge Base for Illustrative Purposes.

A key issue with the use of expert systems is how to validate and verify their knowledge bases and the way they operate. For that purpose, they were enhanced by also using an “Explanation” module (not shown in Figure 2). The problem becomes more profound when one realizes that knowledge bases were of increasing size and complexity. For instance, it was proposed that having a knowledge base with 100 million rules would result in a system of immense capabilities [Lenat and Feigenbaum, 1992].

Checking for the logical consistency of a set of interrelated logical rules results in the formulation of a satisfiability (SAT) problem [Bezem, 1988]. If one assumes only binary variables, say \( n \) of them, then the corresponding search space is of size \( 2^n \). That is, it can become very large quickly. This is an NP-complete problem very susceptible to the “dimensionality curse” problem [Hansen and Jaumard, 1990]. Another problem related to the development and use of expert systems is the use of probabilities. For instance, the approach based on the use of the “suggestive evidence” concept in MYCIN, was criticized as ineffective [Bramer, 1982], [Torasso, 1985]. Another issue is related to the weakness of such systems to generalize to cases not explicitly described in the knowledge base. Another problem, also related to the knowledge base, is how to make updates of its
knowledge quickly and effectively [Shan and Ziarko, 1995], [Coats, 1988], [Hendriks and Vriens, 1999]. There are also questions on how to prioritize the use (firing) of its rules in order to operate more efficiently, or how to resolve ambiguities (for instance, if there are many else-if sub-structures within a single rule) and so on [Mak, et al., 1997].

For all the above reasons, a new type of computer-aided diagnosis approaches was pursued next in order to mitigate the previous problems. The new type of approaches is based on the use of machine learning techniques as it is described in the following sub-section.

```
Input: D = training dataset defined on attributes and with class values;
Output: Decision tree <Tree_T0> capable of classifying the training dataset D;

Algorithm Build_Decision_Tree (D)
Begin/* Algorithm <Build_Decision_Tree> */
Tree_T0 = { } ; /* initialization */

/* If we have only one class (i.e., D is “pure”) or a stopping criterion is invoked, then stop.  
We have reached a “leaf” node of the decision tree. 
Otherwise, determine the best attribute to split the remaining of the data. 
Proceed recursively until only “leaf” nodes are created and no more splits are possible */
IF (D is “pure” or a stopping criterion is invoked) THEN
    (Create a leaf node that corresponds to D and STOP); /* Tree_T0 has only this node */
ELSE
    Begin /* else #1 */
    FOR each attribute in a ϵ D DO
        begin /* do-loop #1 */
            Compute the information-theoretic evaluative value if we split on a
        end /* for-loop #1 */
        aBEST = Most promising attribute for a split;
        Tree_T0 = Create a decision node based on attribute aBEST;
        D_i = Induced sub-datasets from D based on aBEST;
        FOR each sub-dataset D_i DO
            begin /* do-loop #2 */
                /* Call recursively Algorithm <Build_Decision_Tree> with argument D_i */
                Tree_Ti = Build_Decision_Tree (D_i);
                Attach Tree_Ti to the corresponding branch of Tree_T0;
            end /* for-loop #2 */
    End /* else #1 */
    RETURN Tree_T0;
End /* Algorithm <Build_Decision_Tree> */
```

Figure 6: Pseudo Code Description of a Generic Algorithm for Inferring a Decision Tree from Training Data.

4.2 The Emergence of Intelligent / Machine Learning Techniques in CAD

There are two main families of machine learning approaches. Those based on supervised and those based on unsupervised learning. Both approaches use datasets for training, that is, for inferring a model that could next be used on new data points and derive useful information. The inferred model is also known as “the new knowledge discovered from the data,” as it can be used to assist in the diagnostic process. In supervised learning the training dataset is comprised of observations (data points) along with a class value. For instance,
one may have descriptions of mammograms some of which correspond to benign cases while the rest to malignant cases (in a simplified two-class setting).

In unsupervised learning the data are not associated with a class variable. Usually, the main goal is to explore whether the data can be grouped into clusters, which in turn may provide useful information for the diagnostic process. Another goal might be to identify patterns among the attributes of the data in the form of association rules [Hastie, et al., 2009]. Naturally, unsupervised learning is more challenging than supervised learning as there is less information available to work with.

The benefit of using machine learning approaches is that vast amounts of data can be analyzed and potentially useful information (in the form of inferred models) may be discovered. If new data arrive, one may incorporate them by simply re-training the model. Such approaches are also easier to check for data consistency, incorporate inconsistent data, deal with much higher dimensionalities, or derive probabilistic assessments. Such approaches may be characterized as “intelligent” as they can improve their performance over time by utilizing information from both successes and failures of the models they derive.

One of the most-well known supervised approaches is based on the inference of decision trees [Tan, et al., 2006]. A decision tree essentially partitions the training dataset into groups in a hierarchical (tree-like) manner where only one class is the predominant one in each group. Information along the root node and a leaf node corresponds to a pattern on the input attributes which can be used to classify new data points of unknown class value. Figure 6 provides the pseudo code of the typical approach for inferring decision trees.

```
Input: D = the training dataset /* each data point is associated with a class value */
      K = number neighbors to consider (size of dataset D >= K >= 1)
      Y = a new data point of unknown class value that we need to classify.

Output: The inferred class value of the new data point Y.

Algorithm K-Nearest_Neighbors (D, K, Y, Class value of Y);
Begin /* Algorithm K-Nearest_Neighbors */
FOR (each data point Xi in dataset D) DO
begin /* do-loop #1 */
    Compute the distance between the new point Y to Xi;
end /* do-loop #1 */
/* Find the closest K neighbors to the new point Y */
Determine K_Closest_Neighbors = set of K data points from D that are closest to Y;
/* Determine the majority class. Ties can be broken randomly */
Majority_Class = the majority class of the members in K_Closest_Neighbors;
RETURN Majority_Class as the class of the new point Y;
End /* Algorithm K-Nearest_Neighbors */
```

Figure 7: The K-Nearest Neighbors Approach to Classification.

An alternative approach is one based on geometric properties among the data. It is known as the K-nearest neighbors approach. When a new data point, say point Y, is presented for classification, all the data points in the training dataset are examined and the K points which are closest to Y are selected. The majority class of this group of K points is determined and it is assigned as the class value to the new point Y [Tan, et al., 2006]. A key question is how to select the “correct” value for K (a positive integer between 1 and the size of the training dataset). This can be done by considering many candidate values for K, and then checking the performance of the inferred model on a testing dataset (which can be different of the training dataset but also with data of known class values). The model with the best performance is used to derive the “best” K value. Another critical issue is how to define the distance between pairs of data point. There is not a universally
accepted approach for doing this and it is application depended. This is a crucial aspect for this approach and thus can be a contested issue. Figure 7 presents the pseudo code of a typical K-nearest neighbors approach.

The support vectors machine (SVM) approach is based on optimization [Tan, et al., 2006]. In the simplest form it tries to define two parallel hyperplanes (lines in 2-D) which can completely separate data grouped into two disjoint classes. Figure 8 presents an outline of this case.

**Figure 8:** The Optimization Formulation of the Support Vector Approach (SVM). The Linearly Separable Case.

If the above problem is infeasible (i.e., the data are not linearly separable), then the constraints can become “soft” by introducing some positive quantities $\xi_i$. Now we have a linearly non-separable case. The new objective function tries to minimize the old one plus a penalty component defined on the previous $\xi_i$ quantities (where $\xi_i \geq 0$). The new optimization problem is as follows (where $C$ is a user-defined parameter):

**Minimize**

$$||W||^2 + C \sum_i \xi_i$$

**Subject to:**

$$W X_i + b \geq 1 - \xi_i, \text{ for all data points with } Y_i = +1.$$

$$W X_i + b \leq 1 + \xi_i, \text{ for all data points with } Y_i = -1.$$

A crucial issue with this formulation is how to choose the value of $C$ (i.e., the weight of the part that minimizes the sum of the $\xi_i$ values).

**Figure 9:** A Simple Network Representation of a Perceptron (based on [Tan, et al., 2006]).

Perhaps the oldest supervised machine learning approach is the one based on a concept known as the “perceptron.” A perceptron is an effort to emulate the way the human brain functions. It uses a simple network-based approach where each input field corresponds to an input node and a weighted approach is used to determine the predicted class value (see also Figure 9). If the weighted value of the inputs in terms of the weights in vector $W$ is greater than or equal to a control parameter $t$ (see also Figure 9), then this observation is assigned to the first class (in a two-class setting). It is assigned to the other class, otherwise. Figure 10 presents a pseudo...
code description of the perceptron approach. It is also based on some control parameters. These parameters can be calibrated by using a testing dataset, as is the case with many such algorithms.

**Input:** D = the training dataset /* each data point Xi is associated with a class value Yi */
λ = the learning rate (preset by the user. It is a real number in [0, 1])

**Output:** The weights W = (w1, w2, w3, ..., wn) of a perceptron trained on dataset D

**Algorithm Perceptron** (D, λ, W);
Begin /* Algorithm Perceptron */
K = 0; /* initializing the epoch counter */
Randomly initialize the weights w(0)j in vector W /* should be ≥ 0 and add up to 1 */

/* The stopping condition may be defined when all the data points have been considered and the approach run a preset number of epochs */
DO UNTIL (stopping condition is met)
Begin /* do-until loop */
/* The following do-loop represents one epoch */
FOR (each training data point (Xi, Yi) in dataset D) DO
begin /* do-loop #1 */
Compute the predicted output Ŷ(K)i of the current data point;
FOR (each weight wj) DO
begin /* do-loop #2 */
Update the weight: w(K+1)j = w(K)j + L(Yi – Ŷ(K)i)xij;
end /* do-loop #2 */
end /* do-loop #1 */
K = K + 1; /* update the epoch counter */
End /* do-until loop */
RETURN vector W with all the weights;
End /* Algorithm Perceptron */

**Figure 10:** Pseudo Code of the Perceptron Learning Approach.

A generalization of the simple perceptron idea is what is known as the artificial neural networks (ANN). This is like having multiple perceptrons. Figure 11 presents a graphical representation of an ANN. The main difference now is the introduction of the hidden layer. An ANN with a single hidden node is the same as the previous perceptron. An ANN can be inferred (i.e., its weights W can be determined) from a dataset in a way that is more general than that for a perceptron but the results are more powerful too [Tan, et al., 2006].
The K-means approach is an unsupervised learning one [Tan, et al., 2006]. No class values are considered now. The goal is to determine clusters such that each cluster is comprised of highly similar members (data points), while members across different clusters are not as similar. Thus, a way for defining a distance between pairs of data points is needed. This is a crucial aspect with such approaches (as was the case with the K-nearest neighbors approach too). Figure 12 presents a pseudo code description of this method.

**Input:** Dataset D, K = number of clusters; /* data points do not have class values */
**Output:** Clusters and their corresponding centroids;

**Algorithm K-Means_Clustering** (D, K, Clusters, Centroids);
Begin /* Algorithm K-Means_Clustering */
Randomly assign K data points as the initial centroids C1, C2, C3, ..., CK;
REPAET UNTIL (centroids do not change OR a preset number of iterations has been reached)
Begin /* repeat-loop #1 */
FOR (each data point Xi in dataset D) DO
begin /* do-loop #1 */
Compute the distance of point Xi to each centroid;
Determine the closest cluster when comparing the above distances;
Assign point Xi to the closest cluster;
end /* do-loop #1 */
FOR (each centroid C1, C2, C3, ..., CK) DO
begin /* do-loop #2 */
Updated centroid = mean of all points assigned to that cluster
end /* do-loop #2 */
End /* repeat-loop #1 */
RETURN the K clusters and their corresponding centroids;
End /* Algorithm K-Means_Clustering */

**Figure 12:** The K-Means Approach to Clustering (an Unsupervised Machine Learning Approach).

As it is explained in the following sub-sections, machine learning approaches are used in many aspects of medical diagnosis. Thus, they are integral components of many CAD systems.
5. The Objectives of CAD

CAD can bring several benefits to the current diagnostic practice in clinics and hospitals. However, to be successful, CAD needs to meet certain objectives as it is described next.

5.1 Managing Large Volumes of Clinical Data

In order to provide accurate clinical diagnosis to a patient, medical professionals frequently have to analyze various types of clinical data. A description of clinical data is summarized in Table 2 [Data Resources in the Health Sciences, 2017]. Such data are usually a patient’s clinical information including laboratory test results, other findings and physical symptoms. Other data can be a patient’s medical history with his/her past medication records and the history of his / her current problems. Genetic aspects can be critical elements of some diseases too. Thus, a patient’s family medical history may be essential as well. In addition, a patient’s social status, where he/she lives or has lived, diet and eating habits, and lifestyle can be important key factors for the diagnosis of his / her medical problems.

<table>
<thead>
<tr>
<th>Clinical Data</th>
<th>Clinical Data: Information collected during the course of the patient’s care.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronic Health Records (EHRs)</td>
<td>A digital version of a patient’s health records including physical test results, the patient’s history, symptoms, medical images, etc.</td>
</tr>
<tr>
<td>Patient / Disease Registries</td>
<td>A special database or group of databases that contain information (such as medical conditions, exposure to certain environmental factors, geographic location, etc.) about people diagnosed with a specific type of disease.</td>
</tr>
</tbody>
</table>

Many hospitals, medical facilities, and clinics are transferring their patients’ records from paper into digital files and they also employ electronic health records (EHRs). CAD systems may connect disease / patient registries, which hold valuable information about diseases and may help to diagnose the problem(s) that a patient has.

Clinical data keep becoming more sophisticated, complicated and increase dramatically in size [Bates, et al., 2014]. As such data become too large for humans to comprehend, it becomes too difficult for medical professionals to understand the whole spectrum of a patient’s conditions and diagnose the problem in a timely manner. Thus, CAD may have a remarkable capability to process and analyze large volumes of clinical data by applying computing power and using highly specialized computer algorithms.

5.2 Objective and Quantitative Judgments

Traditional human-based diagnostic approaches mainly depend on the judgments of the healthcare professionals, which sometimes can be subjective. If there is no gold standard or no established level of agreement about the criteria for a diagnosis, two different physicians may diagnose differently based on their understanding and experiences. In addition, decisions by physicians may be influenced by many kinds of issues, such as who the patients are, when, where, or why and how physicians make diagnostic decisions [Schiff, et al., 2009]. For instance, in a study by Elmore and his associates [Elmore, et al., 1994] it was found that 90% of radiologists had recognized fewer than 3% of the mammograms that they had screened 5 months prior to that time, while 10% had claimed to have recognized about 25% of the cases. Other similar studies are reported in [Kopans, 1994], [Gurney, 1994], [Boone, 1994], [Kovalerchuk, et al., 2000]. Sometimes data are fuzzy and then
one still needs to express them in an objective manner that is inherently consistent. In [Kovalerchuk, et al., 1997] or [Triantaphyllou, 2010] a fuzzy logic based approach is presented for describing mass micro-lobulation as part of breast cancer diagnosis.

Some healthcare professionals can be inexperienced and/or poorly trained. For example, the false positive rate of HIV rapid tests is quite high. One of the main reasons is that frequently these tests are run by staff members who do not meet sufficient qualifications [Grusky, et al., 2007]. Training procedures provided to community-based clinic staff fail to meet the standards set forth by the U.S. Center for Disease Control and Prevention (CDC) [Grusky, et al., 2007]. If test results are ambiguous and staff members are not qualified to administer and interpret the results, then the probability of having an inaccurate interpretation of the results will increase [Klarkowski, et al., 2009].

Another example is the basic auscultatory skills that medical professionals should have mastered. Auscultation is listening to the sounds produced by various organs of the human body and this practice is one of the most fundamental procedures in medical diagnosis. Using a stethoscope, medical professionals listen to the internal sounds of the human body and can detect any abnormal sounds. This basic skill, however, requires years of training and experience to master. Although this skill is very important, it is very difficult to teach in a structured way. The majority of internal medicine and cardiology programs offer poor training or no training at all. Consequently, it has been documented that some primary care physicians have poor auscultatory skills [Grusky, et al., 2007], [Roy, et al., 2002], [Roy, 2003], [Mahnke, et al., 2004]. In addition, traditional auscultation may involve subjective judgments by healthcare professionals, which can lead to an inconsistent observation and interpretation of the sounds [Kiyokawa, et al., 2001], [Abbas and Bassam, 2009].

Fatigue and distraction due to overwork or a night shift may also negatively impact healthcare professionals’ performance and decisions [Petrick, et al., 2013]. Many medical trainees and nurses work long hours. It is common that trainees work more than 80 hours per week and even 100 to 120 hours per week, which is unfortunately typical [Landrigan, et al., 2004]. Under such circumstances, human errors are an unavoidable reality. Even under normal conditions, it is very difficult to quantify patients’ information and accurately diagnose. Sleep deprivation of health care professionals may cause exhaustion and confusion when they are engaged in medical decision-making. As a result, under such conditions they often reach wrong diagnostic decisions [Gaba and Howard, 2002].

On the other hand, CAD does not depend on a single healthcare professional’s analysis and skills. CAD can assist making more objective diagnostic decisions consistently. Furthermore, CAD can narrow the gap between experienced and inexperienced healthcare professionals in medical diagnosis.

5.3 Effectiveness and Efficiency

CAD systems can be cost-effective, especially if a disease is detected at an early stage and is treated before it progresses to advanced stages. A disease, which does not show any alarming signs or symptoms, is called an asymptomatic disease. Breast cancer and pancreatic cancer are some of the examples of asymptomatic diseases at early stages.

Many asymptomatic diseases in their early stages are easily treatable. If a person does not receive proper treatment, however, the disease would progress and can cause severe organ or nerve damage and eventually the person can become extremely sick. Unfortunately, treatments for such diseases in their later stages can be very expensive and not as effective. One of the most common treatments for a disease at a later stage is to have surgery, which is an invasive procedure. Surgery and other invasive procedures may involve high costs of many types such as physical pain, emotional distress, trauma and financial burden. There are many studies indicating the increasing risk of invasive procedures [Leape, et al., 1991], [Kable, et al., 2002], [Vincent, et al., 2004]. In addition, treatments for diseases at later stages can be often less effective and more likely not to be able to rebuild the full functionality of the organs that have been affected [Crowley, 2011]. In order to diagnose a disease
in its initial asymptomatic stages, screening is essential. Thus, many hospitals, clinics and screening centers are already employing CAD for breast cancer screening [Doi, 2007].

There is a limitation of the human ability to find abnormalities even when humans use specialized equipment [Kiyokawa, et al., 2001], [Reichert, et al., 2008]. However, CAD can interface with specialized equipment and, for instance, detect micro-calcifications that healthcare professional may fail to recognize [Helvie, et al., 2004], [Nishikawa, et al., 2012]. In addition, CAD may improve the workflow of a diagnostic procedure and reduce the search time for unclear calcifications [Lehman, et al., 2015].

6. Some Representative Application Areas of CAD

As CAD is used to diagnose a plethora of diseases and medical conditions of the human body, a question that arises is how to categorize its numerous application areas. There are two basic venues to do so. One is based on the specific diseases and medical conditions that CAD is used for. An alternative approach is to consider the various data types and data sources used in CAD. From the computer science point of view, the second approach seems to be the natural way to consider. Figure 13 depicts a conceptual organization of how CAD is applied today in numerous application areas. This figure presents three major groups as follows. The first group considers cases where the input data deal with sounds and signals related to various human organs. The second group considers cases where the input data are generated by analyzing images pertinent to the human body. There is a third group which considers the rest of the cases such as when special lab tests are performed (for instance, the VAP cholesterol test for lipid analysis).

The subdivisions under each one of these three major groups may also be combined with each other for the purpose of having a CAD system for a given disease or medical condition. For instance, a CAD system, say for the diagnosis of heart related conditions, may require the analysis of sound data (such as sounds generated when blood flows through arteries), electric signals (such as the ones generated by the heart itself), ultrasound images of the heart and lab data (such as the ones of VAP lipid testing). The sub-sections that follow discuss some representative CAD application areas in terms of these three major groups.

6.1 Sound and Signal Analysis

Electrical impulses can provide important medical information regarding various body functions [Crowley, 2011]. Digital signal-processing (DSP) has been a widely available approach for analyzing sounds created by the human body. Although advanced medical imaging techniques can obtain more detailed information, they have some key limitations. The major limitation is the high cost required with the need to have specially trained medical professionals. Another major limitation is the required complex devices. Such devices are usually available in large medical facilities at major urban centers.
Figure 13: A Conceptual Organization of CAD Application Areas based on the Used Types of Data Sources.

On the other hand, CAD that uses sound and/or signal data has a great potential to expand the application domain. Devices for the acquisition of sounds and/or signals are usually portable. Therefore, they can be of great value in emergency medicine. Table 3 summarizes the major sound / signal acquisition methods used today by CAD. These methods are described in the following sub-sections.

Table 3: Date Acquisition Methods for Sounds and Signals.

<table>
<thead>
<tr>
<th>Data Acquisition Method</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phonocardiogram (PCG)</td>
<td>Records of the sounds produced by the heart.</td>
</tr>
<tr>
<td>Electrocardiogram (ECG or EKG)</td>
<td>Records of the electrical activity of the heart.</td>
</tr>
<tr>
<td>Electroencephalogram (EEG)</td>
<td>Records of the electrical activity in the brain.</td>
</tr>
<tr>
<td>Computer-aided auscultation (CAA)</td>
<td>Recordings of heart or lung sounds obtained by using an electronic stethoscope.</td>
</tr>
</tbody>
</table>
6.1.1 Phonocardiogram (PCG) and Electrocardiogram (ECG or EKG) Analysis

Heart disease has consistently been the leading cause of serious sickness and death all over the world. Many heart problems can be diagnosed by analyzing heart sounds besides other types of data. These sounds are produced by heart beats and the circulation of the blood in the body. Thus, analyzing heart related sounds is a key task for detecting early stages of heart disease [Grusky, et al., 2007].

Heart sounds indicate conditions of blood flow. Normal adult heart sounds mainly consist of two periods, which are the systole and diastole, and four types of sounds. The first sound (S1) is a low frequency sound and it is caused by turbulence when the mitral and tricuspid valves close. S1 occurs at the beginning of the systolic period.

The second sound (S2) is a sound of lower frequency than that of S1. It is caused by the closure of the aortic and pulmonic valves which occur at the end of the systolic period. The S1 and S2 sounds occur in sequence with each heartbeat. Occasionally, there may be a third sound (S3). The S3 sound is of lower frequency than that of the S2 sound. The S3 sound occurs at the beginning of the diastolic period and after the S2 sound. The S3 sound is believed to be caused by the vibration of the valves, supporting structures, and the ventricular walls. Usually young people produce S3 sounds. If an S3 sound reappears later in life, it may be a signal of heart problems, such as congestive heart failure. If a forth sound (S4) is detected, it can be a sign of heart problems [Reed, et al., 2004]. An abnormal S4 sound occurs later in the heart cycle. The S4 sound is caused by conditions that increase resistance to ventricular filling, such as a weak left ventricle. Other sounds such as murmurs, clicks, rubs and snaps can be abnormal sounds too [Reed, et al., 2004].

Phonocardiography is one of the techniques used for cardio diagnosis. It is used to record heart sounds and represent them on paper for later analysis. According to the Miller-Keane Encyclopedia and the Dictionary of Medicine, phonocardiography is the graphic recording of heart sounds and murmurs. This technique is used when it is difficult to distinguish abnormal heart sounds or murmurs by using a stethoscope. It can detect sonic vibrations from the heart via a highly sensitive microphone. Next, the vibrations are converted into electrical signals which are fed into a galvanometer, where they are recorded on paper or shown on a screen.

A PCG is a graphic record that is obtained from phonocardiography. Figure 14 shows some representative patterns of heart sounds produced by a normal (at the top of Figure 14) and several abnormal heart conditions. A disadvantage of PCG signals is that they can be too sensitive to noise which can become an obstacle. Noise can be created by various internal sources such as respiration and laughing and by external conditions such as other people speaking or having a door closing. Therefore, excluding noise from PCG signals is very critical for the accurate analysis of heart sounds [Nunes, et al., 2015].

Electrocardiography is another diagnostic procedure for examining heart activity electronically. Usually around 10 electrical wires (electrodes) are attached on select locations of the skin of a human subject and key electrical activity related to the state of the heart is recorded. The result is the formation of electrocardiograms (ECG or EKG), which can be displayed as diagrams on paper or a computer monitor.

Figure 15 shows typical PCG and ECG diagrams. Amplitude peaks in an ECG diagram are termed as the R and T wave peaks. As Figure 15 shows the R wave peaks of an ECG correspond to the S1 sounds of the PCG. Furthermore, the T wave peaks in an ECG are completed right before a period of diastole starts. An ECG is usually the first step in examining heartbeats. An ECG measures whether the pattern of heartbeats is normal or irregular, which may be related to some heart disease.

Lately, research using PCG diagrams has slowly declined while research using ECG is being recognized more. However, PCG research can provide significant information regarding the condition of heart valves and the hemodynamics of the heart, which can lead to more accurate diagnoses of various valve and heart diseases [Gupta, et al., 2007], [Uğuz, 2012]. Research based on the analysis of both ECG and PCG signals may reach highly accurate results in the diagnosis of heart disease [Safara, et al., 2013].

In order to analyze ECG and PCG signals, such signals first need to be normalized and after that to be segmented. Algorithms that accomplish these tasks include digital envelope detection. That is, they can detect the lower and upper peaks of the waves. Several kinds of classification techniques can be employed to classify such data [Gupta, et al., 2007], [Abbas and Bassam, 2009], [Safara, et al., 2013].
6.1.2 Electroencephalogram (EEG) Analysis

CAD has also been applied to detect brain disorders / abnormalities by using electroencephalogram (EEG) signals. EEG signals are derived by performing an electrophysiological test that analyzes electrical activity in the brain. Brain cells, called neurons, communicate with each other through electrochemical processes. A computer, by means of electrodes attached to the scalp, can detect these processes and the resulting signals appear as wavy lines on an EEG. EEG signals have been used to detect brain conditions, especially epilepsy and other seizure disorders. In addition, EEG signals are a reliable means for detecting other brain conditions too, such as memory problems, brain tumors, causes of sleep disorders, strokes, dementia and many other conditions of the cerebral structure. Several algorithms have been developed recently to identify and analyze EEG signals for detecting such brain conditions [König, et al., 2005], [Nunez and Srinivasan, 2006], [Ang, et al., 2010].

More recent studies which also use EEG signals have made contributions in topic areas related to mental disorders which are inherently difficult to quantify objectively. These include the auditory processing disorder (APD) [Ludlow, et al., 2014], [Snyder, et al., 2015] and the attention deficit hyperactivity disorder (ADD or ADHD) [Ahmadlou and Adeli, 2010], [Lenartowicz and Loo, 2014], [Snyder, et al., 2015]. In summary, using EEG data via computerized approaches as part of CAD offers a very promising prospect to accurately diagnose a wide spectrum of brain and mental disorders.
6.1.3 Computer-Aided Auscultation (CAA)

Auscultation of the chest has been routinely an important clinical tool and is still the most common method for evaluating lung function [Fernandez-Granero, 2015]. Using a stethoscope to listen to breathing is a routine procedure of clinical examination [Reichert, et al., 2008], [Bohadana, et al., 2014]. Although lung diseases are some of the most common medical conditions, people may underestimate their seriousness. Infections, air pollution (e.g. smoking and indoor / outdoor air pollution) and genetics are considered to be responsible for most lung diseases. Hundreds of millions of people suffer from lung diseases, which kill four millions of people every year worldwide [Ferkol and Schraufnagel, 2014].

Lung sounds can be categorized into two general types. These are normal sounds and abnormal sounds including wheezes, coarse crackles, fine crackles, and rhonchi [Mikami, et al., 1987]. The abnormal sounds can be signs of lung diseases, such as pneumonia, emphysema, chronic obstructive pulmonary disease (COPD), and asthma. The traditional chest examination by a stethoscope is, however, not sufficiently effective to accurately diagnose lung diseases. There are often inconsistent and subjective issues involved which may inhibit the accurate diagnosis and interpretation of lung sounds [Murphy, et al., 2004]. There are several exciting studies using CAA to collect lung sounds and analyze the data using computer algorithms for the diagnosis of lung disease or other respiratory disorders [İçer and Gengeç, 2014]. Computerized lung sound analysis (CLSA) can help to detect abnormal lung sounds related to some respiratory disorders [Gurung, et al., 2011]. Mastering traditional auscultation is difficult. Since nurses and paramedics can be easily trained to use CAA systems, CAD systems which use CAA can be applied to telemedicine [Weinstein, et al., 2014] and thus they can open totally new possibilities in this area.

6.2 Medical Image Analysis

Detecting asymptomatic diseases at their early stages is very difficult. Screening by using medical image analysis may be the only practical means to detect such conditions. In addition, medical images can contain significantly more valuable information needed to identify abnormalities in the human body, than any other form of examination.

A simple Google search using the key phrase “Computer-aided Diagnosis AND medicine” returned 283,000 hits as of April 27, 2019. Searching by using the two key phrases “Computer-aided Diagnosis AND medicine AND images” returned 232,000 hits. These results indicate the significance that imaging plays in CAD.
CAD systems which use medical imaging have been one of the most active and prominent study areas in recent years [Sotiras, et al., 2013]. The computerized module for detecting abnormalities in marked regions of medical images is extremely important in CAD systems. Often that module can be viewed as an independent computer-aided detection system. There are several diagnostic tools available for medical imaging analysis. Table 4 used as sources webpages of the Mayo Clinic, WebMD along with results in [Suetens, 2017] and [Dhawan, 2011] and it summarizes the major diagnostic methods used in applications of CAD in this area.

<table>
<thead>
<tr>
<th>Diagnostic Test Methods</th>
<th>Means Used to Derive the Image</th>
<th>Remarks</th>
</tr>
</thead>
</table>
| Ultrasound (i.e., Echocardiogram) | High-frequency sound waves to produce images of structures in the human body. | • No risk of ionizing radiation exposure.  
• Less expensive than other medical imaging methods. |
| X-rays (i.e., chest x-rays, mammography and fluoroscopy, etc.) | Electromagnetic waves. | • Used for many screenings.  
• Risk of ionizing radiation exposure. |
| Computed Tomography (CT), or Computerized Axial Tomography (CAT) | X-rays and a computer to create cross-sectional images of the body. | • Used to identify various kinds of cancer and diseases that regular X-ray imaging cannot detect.  
• Higher risk of ionizing radiation exposure. |
| Magnetic Resonance Imaging (MRI) | Magnetic field and radio waves and a computer to produce detailed cross-sectional images of the body. | • No risk of ionizing radiation exposure.  
• Expensive, thus there is limited accessibility. |
| Dermatoscopy, or Epiluminescence microscopy (ELM) | Uses oil immersion techniques to create images for the detection and analysis of skin lesions. | • Used for the diagnosis of melanoma. |
| Photoacoustic tomography (PAT), Optoacoustic tomography (OAT), or Thermoacoustic tomography (TAT) | A combination of optical and ultrasound techniques. Laser pulses are delivered into tissues to acquire biomedical images. | • No risk of ionizing radiation exposure.  
• It is currently expensive. |

### 6.2.1 Ultrasound Analysis

Analyzing images generated with ultrasound methods has several advantages. First, it has no risk of the ionizing radiation exposure that occurs with, for instance, X-ray imaging and thus it causes no harmful effects to the human body. Second, when it is compared to other medical imaging approaches, it is more cost effective. Ultrasound imaging systems can be portable and can capture still images and also motion (video) in real-time. In addition, ultrasounds can monitor the movement of blood as it flows in the vessels. Ultrasound devices can be directly transported to a trauma patient’s bedside to quickly examine the patient’s situation. Thus, ultrasound methods can be critically useful in emergency medicine. In particular, several studies have been conducted for developing CAD systems that use ultrasounds with an approach called Focused Assessment with Sonography for Trauma (FAST) [Matsushima and Frankel, 2011], [Marsousi, et al., 2014].

When ultrasounds are compared to X-rays, ultrasounds can result in clearer images of soft tissues and internal organs and parts of the body. Such organs can be the organs and the main veins in the abdomen.

Echocardiograms are images of the heart created by using ultrasound waves. They are also known as sonograms of the heart. They can be used to determine the size and shape of the heart and visualize the blood
flowing through blood vessels. Information derived by combining ECG diagrams along with echocardiograms can be used for the diagnosis of cardiomyopathy, or heart muscle disease [Chiarugi, et al., 2010], [Di Bella, et al., 2015].

However, ultrasound imaging can have some limitations. Ultrasound waves cannot penetrate dense objects (i.e., bones or teeth). For such cases, other imaging techniques, such as X-ray, CT and MRI techniques can be used. In addition, ultrasound waves can be distorted by air or gas pockets. As before, for such cases X-ray, CT, and MRI based techniques are more appropriate, unless new research can develop computerized approaches that can alleviate the previous distortion problem.

6.2.2 X-Ray Analysis

X-ray imaging is the most frequently used modality of medical imaging. X-rays can be used to examine many parts of the body, such as bones, teeth, lungs, heart and the abdomen. X-rays are effective for the analysis of hard tissues or structures (i.e., bones, teeth) and also for the analysis of air or gas-filled organs (i.e., the lungs). X-rays use ionizing radiation to produce images of internal structures of the body. Although screening mammography involves ionizing radiation exposure, the risk is very low compared to the benefits [Yaffe and Mainprize, 2011].

A mammogram, which is an X-ray image of the breast, has been the most common screening tool for the early detection of breast cancer [Ayer, et al., 2010]. A mammogram can capture the entire breast at once while an ultrasound based image captures only a localized area of the body. The concept of using a computer to detect abnormalities in a mammogram first appeared in 1967 [Winsberg, et al., 1967]. The earliest study of having a CAD system, which uses digital mammography was developed in 1993 [Ayer, et al., 2010]. Since then, using digital mammography for breast cancer screening and diagnosis has been one of the most established research areas of CAD in radiology. New research may lead to ways for minimize exposure to radiation without diminishing the diagnostic capability.

6.2.3 Computed Tomography (CT) Scan or Computerized Axial Tomography (CAT)

A computed (also known as computerized) tomography (or CT) scan is a special form of imaging which uses multiple X-ray images taken from different angles and then processing them by a computer to create 3D images [Kak and Slaney, 2002]. CT scans can generate detailed and more clear images of internal organs, the head, chest, sinuses, spine, bones, soft tissues and blood vessels when compared to images generated with traditional x-ray approaches.

During the last few decades, the number of CT scan practices has noticeably increased in the U.S. [Hall and Brenner, 2008]. Advantages of CT scanning, like X-ray imaging, is the fast, painless and non-invasive approach used. It is often considered as the best method for detecting various kinds of cancer since CT images can help physicians to spot abnormalities or tumors and precisely define their size and location [Kak and Slaney, 2002]. However, this comes with concerns stemming from the higher dose of radiation used in CT scans when it is compared to traditional X-ray approaches [Nickoloff and Alderson, 2001]. As with X-ray analysis, future research in this area may lead to ways for minimizing radiation exposure without diminishing the diagnostic capability.

6.2.4 Magnetic Resonance Imaging (MRI)

MRI is effective to use when there are many potential problems in different parts of the body. It can be used to examine parts of the human body such as the brain, breasts, heart, blood vessels, abdomen, organs in the pelvic region, or other organs. MRI is the best technique for evaluating most soft-tissue masses [Subhawong, et al., 2010]. Malignant tissue has a different set of magnetic properties than surrounding normal tissue. Therefore, MRI is able to capture these differences between malignant and benign tissue [Prostate Knowledge, 2009]. Until the early 2000s, however, there was strong skepticism about the reliability of MRI as a diagnostic
tool. Accurate detection of abnormalities depended largely on the facility and the skills and experience of the radiologists [Prostate Knowledge, 2009], [Rifkin, et al., 1990], [Engelbrecht, et al., 2001].

MRI technology has significantly improved in the past two decades. The latest MRI devices generate remarkably clear images of the internal body. There are several studies comparing breast MRI, mammography, and ultrasound imaging. These studies indicate that MRI is much more effective than mammograms and ultrasound images [Kuhl, et al., 2005], [Morrow, et al., 2011], [Fallenberg, et al., 2014]. MRI is especially effective for the diagnosis of neurological disorders and degenerative disorders (e.g., multiple sclerosis, Parkinson’s disease and Alzheimer’s disease).

However, MRI can be expensive. This is due to the use of rather complex devices and the need to have personnel with specialized skills to operate such devices. Furthermore, MRI is not recommended if there are implanted devices (such as a heart pacemaker) or when the patient is an infant (because it is difficult for them to stay still). Although such devices are not easily accessible or applicable, various studies have been done to develop CAD systems with MRI capabilities. Some application areas are in the diagnosis of breast cancer, dementia, and prostate cancer [Bhooshan, et al., 2014], [Bron, et al., 2015], [Litjens, et al., 2015].

6.2.5 Dermatoscopy or Epiluminescence Microscopy (ELM)

The prevention of melanoma and non-melanoma skin cancer (NMSC) is rather simple. However, it is often ignored. Now NMSC is the most common cancer in the U.S. [Guy, et al., 2015]. Dermatoscopy can be used for the diagnosis of skin lesions. Very often malignant skin lesions (e.g., melanoma) are difficult to be identified with the naked eye. There are several studies of CAD which uses dermatoscopy interpretation [Hoffmann, et al., 2003], [Schmid-Saugeona, et al., 2003], [Abbas, et al., 2012].

Interpretation by digital dermatoscopy has consistently contributed to the diagnosis of melanoma. In recent years the application domain of dermatoscopy has been expanded. New application areas include inflammatory diseases, parasitoses, hair and nail abnormalities, and neoplastic and other skin disorders [Micali and Lacarrubba, 2016]. Dermatoscopy is painless, non-invasive and easy to be performed. Dermatoscopy has the potential to further advance the development of CAD for the diagnosis of skin related problems including many types of cancer.

6.2.6 Photoacoustic Tomography (PAT), Optoacoustic Tomography or Thermoacoustic Tomography

PAT has been rapidly developed in the past few decades and became an established imaging modality in clinical practice [Xia, 2014]. PAT employs a combination of optical and ultrasound techniques. Thus, it has the same advantage that ultrasound has. First, it imposes no risk of ionizing radiation exposure. PAT captures more clear images of soft tissues. PAT can be used to detect skin cancer, brain cancer, ovarian cancer, prostate cancer and other types of cancer [Wang, 2014]. Some of the limitations of PAT are the same as those for ultrasound. PAT waves can be distorted by air or gas-filled organs. Thus, they cannot effectively penetrate gas-filled cavities or the lungs. Research in this area may have the same goals as research on ultrasound analysis.

6.3 Analysis of Lab Tests

The results of common lab tests along with physiologic measurements, such as heartbeat rate, respiratory rate and blood pressure, can be very important input data for CAD. Typical lab tests examine samples of blood, urine, or body tissues. Usually, results from such tests provide simple clarifications to basic questions such as whether key indicators fall within normal range or whether a specific substance is present or not.

Some lab tests can be quite reliable and provide physicians critical information for diagnosis. Let us consider for demonstrative purpose the case of sepsis. Sepsis is a severe and often a mortal complication which occurs after an infection takes place [Martin, et al., 2003]. The diagnosis of sepsis is difficult since symptoms of sepsis have similarities with those of other conditions from non-infection related diseases [Tang, et al., 2007]. Moreover, there is not a single test which can determine that a patient has sepsis. However, results from a group of simple blood tests may reveal the possibility of having sepsis [Drewry, et al., 2015].
The combination of various lab tests along with image data can provide a more accurate diagnosis for sepsis. Conditions of sepsis patients at an ICU (intensive care unit) may often change rapidly. For such cases lab tests may provide a more effective approach for monitoring the status of the patient when compared to imaging approaches alone [Miller, et al., 2015]. Thus, having a CAD system that considers lab test results and imaging results comprehensively provides a highly accurate and timely approach for diagnosing sepsis [Miller, et al., 2015]. Future research in this area may focus on finding new lab tests that could be incorporated into the CAD process.

7. The Workflow of CAD

A typical CAD system, like most traditional data mining systems [Triantaphyllou, 2010], usually follows a five-step (or stage) approach during its development phase as indicated in Figure 16. These steps are ordered as follows: Data acquisition, data pre-processing, processing, visualization / presentation and the validation / assessment of the final results. There is also the possibility of moving backwards (not shown in Figure 16 for simplicity of the presentation) of this sequence, if feedback generated at any stage of this process warrants to do so. Feedback may take place among tasks within a stage or among different stages. The less human interaction takes place with these steps, the more automatic the CAD system is. The first four steps shown in Figure 16 are followed in this order when a CAD system is used in a clinical setting (i.e., after it has been developed). These steps are analyzed more in the following sub-sections.

We conjecture that future CAD systems will use a workflow architecture which will be based on feedback significantly more extensively. Thus, they will have stronger learning capabilities by analyzing data generated during their operation. The emphasis on learning from past experience, via a feedback mechanism, is the foundation for having true intelligent CAD systems. Thus, we call this type of next generation CAD systems the intelligent CAD systems.

Figure 16: The Workflow Structure of a Typical CAD system.

7.1 Data Acquisition

At this step the CAD system acquires all or most of the data that may be required for the diagnosis. These data may come from the sources described earlier in Table 2. Such data may be acquired all together at once or at a sequence of stages as the diagnostic process proceeds by starting with a simple diagnostic hypothesis and then moving to more complex hypotheses [Trapeznikov and Saligrama, 2013], [Thung, et al., 2017]. Usually, such additional data require progressively higher costs to be acquired. The data at a given stage depend on the data of previous stages and the targeted diagnostic hypothesis.

7.2 Pre-Processing

During the pre-processing step, any raw data (such as lung sounds, heart signals, or medical images) need to be normalized. This means that any missing data cases need to be addressed. Also any outliers need to be identified and any noise in the raw data needs to be reduced or be eliminated. This can be done by means of filtering algorithms [El-Dahshan, et al., 2014], [Schindera, et al., 2013].

Areas in medical images that are not of particular interest are trimmed off to remove unwanted distortions, and enhance some of the image features essential for the next steps [Way, et al., 2006]. Some fundamental image pre-processing methods are brightness transformations, geometric transformations, local
neighborhood pre-processing, and image restoration [Sonka, et al., 2014]. During this step possible data outliers are identified and removed [Aggarwal, 2015], [Hodge and Austin, 2004].

Medical data are notorious for having records with missing values. This is a rather frequent problem with any data processing approach. Methods for dealing with missing data are discussed in [Collins, et al., 2015], [Harrell, 2015], and [Seera and Lim, 2014].

When a disease or medical condition occurs very infrequently, then data can be severely imbalanced. That is, records that represent cases with the disease or condition of interest are a small number when compared to the rest of the records. Algorithms that deal with such cases are described in [Maldonado, et al., 2014], [Razzaghi, et al., 2015], [López, et al., 2013], and [Şeref, et al., 2017].

7.3 Processing

Processing involves three sub-steps. These are segmentation, feature extraction / selection and classification (see Figure 17). These sub-steps are discussed next.

7.3.1 Segmentation

Segmentation is applicable when we have to process signal data or images. Segmentation is the process of dividing the data into several subsets (i.e., segments) based on some conditions. This is motivated by the fact that successfully partitioned data may be easier for analysis.

Figure 17: The Three Sub-Steps of the Processing Step.

Segmentation is considered as the most important task in computer vision [Jain, 1989] and one of the most recognized research areas in medical image analysis [Sonka, et al., 2014], [van Ginneken, et al., 2011], [Yang, et al., 2017]. Having a good segmentation approach may lead to a more objective diagnostic performance. If segmentation is inadequate, then a CAD system may misdiagnose, for instance, a malignant tumor as benign or vice versa. Many types of rules, methods and algorithms have been developed to handle segmentation. Typically, segmentation in medical imaging starts with the identification of objects (areas) of interest. The next task is to divide the image based on some criteria and to extract objects from the image’s background by using some algorithms. Such algorithms may use thresholding [Armato, et al., 1999], [Way, et al., 2006], region growing methods [Brown, et al., 2001], [Way, et al., 2006], [Croisille, et al., 1995], level set methods [Malladi, et al., 1995], [Way, et al., 2006], [Lee, et al., 2001], watershed [Ng, et al., 2006], statistical region merging [Celebi, et al., 2008] or lesion methods [Yuan, et al., 2007].

Multidimensional images have become more common in clinical practice and are important for medical diagnosis [Bühler, et al., 2005]. One of the biggest challenges in segmentation is the fact that while methods and devices for developing multidimensional images have improved, advanced segmentation algorithms for multidimensional images have not been developed accordingly [Bühler, et al., 2005], [Kumar, et al., 2013], [Kumar, et al., 2016]. Recent developments in this area focus on two main trends regarding segmentation approaches for image analysis: (i) Semantic segmentation and (ii) instance segmentation [Girshick, et al., 2014], [Long, et al., 2015].

Semantic segmentation labels each pixel with an object-class (for instance, this pixel belongs to an organ, to a lesion, or to a lesion within an organ, etc.) or to a non-object class (e.g., it is on the background). But it does
not assign a pixel to a specific organ or lesion etc. On the other hand, instance segmentation is more complex.
Now pixels are labeled separately to each specific object (for instance, this pixel is part of organ #1, or lesion #3, etc.). That is, instance segmentation aims at solving both object detection and semantic segmentation [Romera-Paredes and Torr, 2016], [Goodfellow, et al., 2016].

An emerging trend in this area is the use of deep learning approaches. Deep learning is a subset of machine learning and it is based on densely connected artificial neural networks [Goodfellow, et al., 2016], [Charniak, 2018]. Such networks use multiple layers and pathways of nodes for the data to spread [LeCun, et al., 2015]. Convolutional Neural Networks (CNN) is one of the basic approaches in deep learning. There are numerous variants of CNN as depicted in Table 5. By using deep learning techniques, some recent studies show promising results for semantic segmentation and instance segmentation for 2D and 3D images [Christ, et al., 2016], [Shin, et al., 2016], [Kamnitsas, et al., 2017], [He, et al., 2017] (see also Table 5).

### Table 5: Some Deep Learning Approaches Regarding Image Segmentation.

<table>
<thead>
<tr>
<th>Deep Learning Approach</th>
<th>Some Related Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolutional Neural Networks (CNN)</td>
<td>[Moeskops, et al., 2016], [Christ, et al., 2016],</td>
</tr>
<tr>
<td></td>
<td>[Kamnitsas, et al., 2017], [Shin, et al., 2016]</td>
</tr>
<tr>
<td>Deep Convolutional Neural Networks (DCNN)</td>
<td>[Li, et al., 2015]</td>
</tr>
<tr>
<td>Fully Convolutional Networks (FCN)</td>
<td>[Long et al., 2015], [Milletari, et al., 2016], [Dolz, et al., 2018], [Christ, et al., 2016]</td>
</tr>
<tr>
<td>Region Based Convolutional Neural Networks (R-CNN)</td>
<td>[Girshick, et al., 2014]</td>
</tr>
<tr>
<td>Faster R-CNN</td>
<td>[Ren, et al., 2017]</td>
</tr>
<tr>
<td>Mask R-CNN</td>
<td>[He, et al., 2017]</td>
</tr>
</tbody>
</table>

In the case of using signal data, currently there are two basic approaches to segmentation. These two basic segmentation approaches for signal analysis are: (i) Constant segmentation and (ii) adaptive segmentation. The constant segmentation approach divides a signal into segments of a constant length. This is the simplest form of segmentation but it is not as effective. Most signals from the human body are non-stationary, which means that their statistical properties (e.g., mean value, dispersion or frequency) change over time. In the adaptive segmentation approach the signal boundaries, such as amplitude, frequency and wavelength are detected automatically and are divided into segments which may be of different lengths that are relatively stationary [Kirlangic, et al., 2001]. Currently, there are many algorithms for adaptive segmentation, such as the Matching Pursuit algorithm [Nieblas, et al., 2013], hidden Markov models [Schmidt, et al., 2010], and the tunable-Q wavelet transform [Patidar and Pachori, 2013].

### 7.3.2 Feature Extraction / Selection

As it was discussed in Sub-Section 5.1 (“Managing Large Volumes of Clinical Data”) data for medical diagnosis may come from a wide spectrum of sources. For instance, some data may come from personal or family history. Other data may come from demographics. Other sources for data might be pathology tests, lab results, imaging data (such as X-ray images or MR images) or signal data (such as ECG or EEG data). Data may even come from the analysis of patient testimonies in the form of natural language transcripts. In order for such data to become suitable for computer analysis they need to be processed and transformed into a form that can be analyzed by diagnostic algorithms.

The main task at this phase is to extract the pertinent features or attributes. Feature extraction transforms the raw data into more useful and non-redundant information which can be easily processed and interpreted [Kohavi and John, 1997], [Tang, et al., 2014]. For instance, when an image is considered (such as in the case of analyzing a tumor), an algorithm should take as input the raw data of the image and first extract the perimeter of the tumor. After the perimeter is extracted, another algorithm may identify the geometric features of the tumor. Such features may provide information on how many lobulations exist, how deep or wide they are
and so on (for instance, see [Kovalerchuk, et al., 1996] or [Triantaphyllou, 2010] for an example of such algorithm). For the case of ECG analysis one may define the signal segments described in Sub-Section 6.1.1 (“Phonocardiogram (PCG) and Electrocardiogram (ECG or EKG) Analysis”). 

As result of the diversity of the data sources that lead to the feature extraction, features may be described in terms of deterministic or stochastic (probabilistic) data. Features may be crisp or even fuzzy. Crisp features may be continuous (such as body temperature readings) or discrete. Other ways for categorizing features is to group them as ordinal (when one may order them) or non-ordinal. Binary or non-binary, linear or hierarchical or combinations of the previous types.

Naturally, one wishes to capture all needed aspects to reach the final diagnosis, especially if the diagnosis involves an exploration among many diagnostic possibilities. This may lead to a very large number of features. From the algorithmic point of view, this may impact the storage or processing complexity of the algorithms as many of them are very sensitive to the dimensionality of the data. This is known as the “dimensionality curse.” The dimensionality is usually described in terms of the number of data instances and the number of features involved. Therefore, a crucial issue is how to select the most appropriate features such that the accuracy of the final diagnosis is not compromised and at the same time, the amount of data that need to be processed is not too high. Thus, the next step, known as feature selection is a very important step as well. Another relevant issue is how to merge / combine simple features to create fewer features which possess higher diagnostic power [Nixon and Aguado, 2012].

The process of selecting only relevant information, and removing irrelevant or low significance information from the original input data, is called feature selection [Kohavi and John, 1997], [Liu and Motoda, 2012], [Tang, et al., 2014]. There are many approaches to feature selection. The most well-known ones are three: filtering, wrapping and embedding methods [Liu, et al., 2010]. Filtering is the simplest approach. One examines the attributes one-at-a-time and tries to decide which one is more likely to possess the best chances to assist the most in the diagnostic process. Examples of filtering approaches are ones based on information gain, correlation coefficients, variance thresholding etc. [Yang and Pedersen, 1997]. For instance, when the variance is considered, each feature is analyzed in terms of the variance of the values it assumes in a dataset. If that variance is high enough, this is considered as a promising aspect and the feature is selected. One may proceed in a sequential manner by selecting the top K features (i.e., the features that have the K highest variances) or use a threshold value for the variance for a feature to be included. Such method, and for that matter most of the other methods, are heuristic in nature. This is a greedy approach and thus might not be optimal.

Similarly, there are alternative wrapper methods [Kohavi and John, 1997]. Such methods may be based on recursive feature elimination, sequential feature selection, or ones based on genetic algorithms. Such methods consider one feature at a time and examine what impact it has when one considers the classification / diagnostic task. They are sequential and also heuristic in nature.

The most well-known embedded method is the L1 regularization method based on the LASSO approach. The LASSO approach has its foundation on the seminal work by Tibshirani and it was introduced in [Tibshirani, 1996] when selecting the best features for a regression model. The main idea can be described as follows:

Suppose that given is a dataset \((X_i, y_i)\), for \(i = 1, 2, 3, \ldots, N\), where \(X_i = (x_{i1}, x_{i2}, x_{i3}, \ldots, x_{ip})\) are the predictor variables and \(y_i\) are the responses. Then, the ordinary linear regression model considers the following formula:

\[
\beta_1 x_{i1} + \beta_2 x_{i2} + \beta_3 x_{i3} + \ldots + \beta_p x_{ip} + \beta_0 = \tilde{y}_i, \quad \text{or:} \quad \sum_{j=0}^{p} \beta_j x_{ij} = \tilde{y}_i,
\]

where \(\tilde{y}_i\) is the predicted value which we would like to be as close to the real value \(y_i\) as possible.

The regression approach determines the \(\beta_j\) coefficients such that the following sum of squared errors is minimized:

\[
\sum_{i=1}^{N} (\tilde{y}_i - y_i)^2
\]
Minimize \( \sum_{i=1}^{i=N} (y_i - \bar{y}_i)^2 \)\), or equivalently: Minimize \( \sum_{i=1}^{i=N} (y_i - \sum_{j=0}^{j=P} \beta_j x_{ij})^2 \).

The above formulation is a standard quadratic unconstrained optimization model. The LASSO approach introduces a constraint which needs to be satisfied simultaneously with the previous minimization goal. The new model is as follows:

Minimize \( \sum_{i=1}^{i=N} (y_i - \sum_{j=0}^{j=P} \beta_j x_{ij})^2 \) subject to: \( \sum_{j=0}^{j=P} |\beta_j| \leq t \)

The main idea here is to have a predictive model that satisfies two goals simultaneously which are contradicting each other. One is for the model to be highly accurate (which requires many features to be present) and the other is to be highly simple (which requires few features). The LASSO approach uses the previous constraint in the form of a penalty function in addition to the traditional goal to minimize the sum of the squared errors.

This extra constraint requires the sum of the absolute values of the attribute coefficients (in a regression model) to be less than or equal to a parameter, say \( t \). If the value of \( t \) is small enough, some of the coefficients will be forced to be equal to zero in order for the constraint to be satisfied. The smaller the value of \( t \) is, the more coefficients will be forced to be equal to zero, and vice versa. The group of features which have been assigned zero coefficients in the regression model will be excluded as a sub-group and not one-at-a-time (i.e., they are captured by the “lasso” and are removed).

The value of the control parameter \( t \) can be determined as the smallest \( t \) value such that the accuracy of the resulting model is satisfactory. This can be determined by successively reducing the value of \( t \) until the appropriate model (in terms of the number of included attributes) is reached. The features that survive this process are the selected ones to be included in the model. Using feature extraction / selection can save storage space and computing time for the next step which is the classification process. This in turn, can lead to the creation of CAD systems capable of powerful performance.

7.3.3 Classification
During this step the extracted / selected features are used by the appropriate classification model. Depending on the aim of the CAD system, different classification techniques (i.e., classifiers) are applied. It is very important to identify the aim of the CAD. For example, it has to be clarified whether the CAD system is required to differentiate normal heart sounds from abnormal heart sounds or whether it is used to diagnose a specific heart disease [Leng, et al., 2015] and so on.

As it was mentioned in Sub-Section 4.2, there are two major types of machine learning approaches that can be used: supervised learning and unsupervised learning approaches. There are various supervised algorithms such as those based on the inference of decision trees [Podgorelec, et al., 2002], support vector machines [Suykens and Vandewalle, 1999], random forests [Breiman, 2001], [Liaw and Wiener, 2002], linear regression [Seber and Lee, 2012], neural networks [Hansen and Salamon, 1990], or K-nearest neighbor approaches [Korn, et al., 1998], [Chen, et al., 2015]. Tables 6 and 7 summarize some representative recent studies of supervised learning algorithms developed for medical signal analysis and medical image analysis, respectively.

Often time in medicine unsupervised learning is used to discover new knowledge after supervised learning was applied [Deo, 2015]. A survey on the use of machine learning approaches for medical diagnosis can be found in [Kononenko, 2001] or in [Erickson, et al., 2017].

The previous approaches are based on crisp logic. Such approaches can be deterministic and/or stochastic in nature. However, some aspects in medicine and healthcare, by nature, are based on subjective or fuzzy data. Thus, the best way to deal with such data is to use approaches based on some type of fuzzy logic.

The foundation of any fuzzy approach is the notion of a fuzzy set. It is Zadeh who in his seminal work [Zadeh, 1965] first introduced this concept as an extension of the traditional concept of crisp sets. A fuzzy set
has members too, but now each member, say denoted as \( x \), is associated with a membership value \( \mu(x) \), where \( 0 \leq \mu(x) \leq 1 \). After some long period of time using this idea without a modification, some operations research / computer science researchers started exploring ways to extend it. Atanassov in [Atanassov, 1986; and 1999] introduced the concept of *intuitionistic fuzzy sets*. Unlike Zadeh’s original definition of a fuzzy set, now each member of an intuitionistic fuzzy set is associated with the traditional membership value \( \mu(x) \) and also a non-membership value denoted as \( \nu(x) \). Both \( \mu(x) \) and \( \nu(x) \) values are \( \geq 0 \), but a key property is to have \( \mu(x) + \nu(x) \leq 1 \) (see also Figure 18).

The concept of intuitionistic fuzzy sets has been extended too. First Smarandache introduced the concept of *neutrosophic fuzzy sets* in [Smarandache, 1998]. A neutrosophic fuzzy set can be viewed as an intuitionistic fuzzy set with the addition of a value that expresses how much undecided is a person regarding the membership of an entity \( x \) in such set. This is expressed by a third variable, say \( \text{i}(x) \), called the *indeterminate* value, which takes on values from the interval \([0, 1]\). The \( \text{i}(x) \) concept is different than the non-membership \( \nu(x) \) concept. Obviously, the smaller the other two values \( \mu(x) \) and \( \nu(x) \) values are, the bigger the value \( \text{i}(x) \) can be. However, these three membership values do not have to add up to 1.

**Table 6: Some Key Approaches of Supervised Learning Developed for Medical Signal Analysis.**

<table>
<thead>
<tr>
<th>Approach</th>
<th>Objective of the Approach</th>
<th>Some Related Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolutional Neural Networks (CNN)</td>
<td>Classification in ECG</td>
<td>[Acharya, et al., 2017], [Kiranyaz, et al., 2015]</td>
</tr>
<tr>
<td>Artificial Neural Networks (ANN)</td>
<td>Classification in ECG</td>
<td>[Rad, et al., 2017]</td>
</tr>
<tr>
<td>Support Vector Machines (SVM)</td>
<td>Classification in ECG</td>
<td>[Plawiak, 2018]</td>
</tr>
<tr>
<td>Universum Support Vector Machines (USVM)</td>
<td>Classification in EEG</td>
<td>[Richhariya and Tanveer, 2018]</td>
</tr>
</tbody>
</table>

**Table 7: Some Key Approaches of Supervised Learning Developed for Medical Image Analysis.**

<table>
<thead>
<tr>
<th>Approach</th>
<th>Objective of the Approach</th>
<th>Some Related Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolutional Neural Networks (CNN)</td>
<td>Feature extraction</td>
<td>[Thomaz, et al., 2017]</td>
</tr>
<tr>
<td>Deep Convolutional Neural Networks (DCNN)</td>
<td>Lung pattern classification</td>
<td>[Anthimopoulos, et al., 2016]</td>
</tr>
<tr>
<td>2D Classification in CT</td>
<td></td>
<td>[Miki, et al., 2017]</td>
</tr>
<tr>
<td>2D Segmentation in CT</td>
<td></td>
<td>[Li, et al., 2015]</td>
</tr>
<tr>
<td>Fully Convolutional Networks (FCN)</td>
<td>Segmentation</td>
<td>[Long, et al., 2015], [Milletari, el al., 2016]</td>
</tr>
<tr>
<td>3D Segmentation in MRI</td>
<td></td>
<td>[Dolz, et al., 2018]</td>
</tr>
<tr>
<td>3D Segmentation in CT</td>
<td></td>
<td>[Christ, et al., 2016]</td>
</tr>
</tbody>
</table>

Recently, Yager introduced another extension of intuitionistic fuzzy sets known as the *Pythagorean fuzzy sets* [Yager, 2013; 2014; and 2016]. This name comes from the requirement that the two membership values of
a traditional intuitionistic fuzzy set need to satisfy the following requirement $\mu(x)^2 + \nu(x)^2 \leq 1$, which reminds the Pythagorean theorem. This is a more tolerant (flexible) requirement from the previous requirement $\mu(x) + \nu(x) \leq 1$ (see also Figure 18). A systematic comparison between intuitionistic fuzzy sets and Pythagorean fuzzy sets is given in [Peng and Yang, 2015], while a comprehensive review on Pythagorean fuzzy sets can be found in [Peng and Selvachandran, 2017].

The above concepts can be applied when a human enters (subjective) data or on image analysis for medical applications. A recent extensive review of neutrosophic fuzzy sets and related topics can be found in [Peng and Dai, 2018]. Some issues of traditional fuzzy sets applied to multi-criteria decision-making can be found in [Triantaphyllou and Lin, 1996] or [Triantaphyllou, 2000]. An application of traditional fuzzy logic on a medical problem is described in [Kovalerchuk, et al., 1997] or [Triantaphyllou, 2010]. There the authors propose a fuzzy logic based approach for characterizing breast masses in terms of their lobulation characteristics as part of a diagnostic procedure for breast cancer. The previous variants of fuzzy sets, may be used in fuzzy decision-making, fuzzy clustering, fuzzy image analysis, and fuzzy attribute extraction and selection, all of which are of vital significance in medical CAD [Das, et al., 2016], [Deng, et al., 2016], [Lin, et al., 2016], [Kuo, et al., 2018], and [Vlachos and Sergiadis, 2007]. A concern with fuzzy approaches is the rather complex mathematical issues that may be involved and how easily and reliably the pertinent data can be elicited when human judgment needs to be considered.

Recent studies on the emerging sub-field of deep learning approaches show some promising results related to CAD systems (i.e., in segmentation, feature extraction / selection, or classification). Related are some of the studies stated in Tables 5, 6, and 7. In general, regarding classification the fact is that some algorithms perform better than others depending on the application for not well-understood reasons. However, there is not a single best algorithm for all CAD systems. Therefore, more research needs to be done in this important
area including the aspects of supervised / unsupervised learning, crisp / fuzzy approaches and also to further explore the potential of deep learning approaches in CAD.

7.4 Visualization / Presentation
Visualization and the way results are presented is a significant function in CAD. Visualization can assist physicians to easily comprehend important information for diagnostic purposes. Using graphical representations and various types of visualization / presentation techniques, data and the results of classification are presented in ways that are more effective. In this manner physicians may be able to discover potentially new important aspects not recognized explicitly by the CAD system so far.

Visualization may involve creating new images (in 2D or 3D plus a time dimension) using the patient’s data over time to understand the progress of the patient’s disease [Bühler, et al., 2005]. Visualization may include image fusion. This is the process of creating a new image by combining data that are retrieved from different image modalities and then rebuilding high quality multidimensional images from, say, 2D images [Bühler, et al., 2005]. Visualization can provide an alternative view of the data or offer the opportunity to discover completely new and useful knowledge of the issues involved [Zhang, et al., 2006], [Ward, et al., 2010]. This stage offers a high opportunity to incorporate human feedback.

7.5 Validation / Assessment of the Final Results
This important step takes place during the development phase of a CAD system. It focusses on the validation and the performance assessment of the CAD system. It is the opportunity to provide critical feedback that could improve the entire CAD workflow and potentially go back and adjust some of the previous steps. This step is critical for creating truly intelligent systems (see also the introduction of Section 7). There are several methods which can be used to assess the diagnostic performance of a CAD system. An individual assessment approach may deal with only some of the aspects of a CAD system’s performance. However, it may fail to consider some other important information. Therefore, one may need to consider more than one performance assessment approach in order to adequately assess the diagnostic performance of a CAD system. The following approaches are the major ways used today to evaluate CAD.

7.5.1 Receiver Operating Characteristic Curve (ROC), and the Area Under the Curve (AUC)
Having a CAD system and then providing medical professionals with diagnostic results, even if the results are frequently accurate, is not sufficient when one wishes to assess the overall effectiveness of the CAD system [van Ginneken, et al., 2011]. This is why a number of approaches for assessing the effectiveness of diagnostic systems (or classifiers) have been proposed in the literature. Some fundamental concepts need to be introduced first before these approaches are presented.

Of key significance here is the concept of the confusion matrix (see also Table 8). In the realization of the confusion matrix depicted in Table 8, we consider the case of checking whether a patient has a particular disease or not. The confusion matrix describes all four possible scenarios that exist when a classifier makes predictions and one compares them with the actual values. Thus, a given case has to be one of the following mutually exclusive and exhaustive cases: true positive, false positive, false negative, or true negative. These four concepts are next used to define the notions of sensitivity and specificity (see also Table 9). Sensitivity and specificity are the most commonly used statistical diagnostic measures [Griner, et al., 1981], [Summers, 2002].

<table>
<thead>
<tr>
<th></th>
<th>Patient has the Disease</th>
<th>Patient does not have the Disease</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Test is Positive</strong></td>
<td>TP (true positive)</td>
<td>FP (false positive)</td>
</tr>
<tr>
<td><strong>Test is Negative</strong></td>
<td>FN (false negative)</td>
<td>TN (true negative)</td>
</tr>
</tbody>
</table>

Table 8: The Confusion Matrix [Lalkhen and McCluskey, 2008].
The receiver operating characteristic (ROC) curve is a graph which can be used to assess the diagnostic performance of CAD systems. The ROC curve displays the relation between the true positive rate (i.e., sensitivity) when it is plotted against the false positive rate (i.e., 1 – specificity). When a CAD system has high specificity, the price we often pay is to have low sensitivity [D'Orsi, 2001]. The ultimate goal of a CAD system is to be able to produce both high sensitivity and also high specificity. In terms of Figure 19, this means that a highly effective CAD system has an ROC curve that lies closely to the upper left corner of the area. For instance, in Figure 19 a CAD system with ROC equal to the curve denoted as B is better than a CAD system with the ROC curve denoted as C. An ideal CAD system would correspond to the curve comprised by the vertical segment with coordinates (0, 0) and (1, 0) followed by the horizontal segment with coordinates (1, 0) and (1, 1). This is denoted as A at the upper left corner in Figure 19.

High sensitivity of detection with the smallest possible number of false positives (i.e., equal to 0) is ideal. However, there is usually a tradeoff between sensitivity and specificity. High sensitivity by using broader, more inclusive, classification criteria always occurs with an increase on the number of false positives [Summers, 2002].

The area under the curve (AUC) in the ROC space is another measure of test performance for a binary classifier. In terms of Figure 19 system A corresponds to an AUC with value equal to 1, system C to an AUC with value equal to 0.50, while system B corresponds to an AUC value equal somewhere between 1 and 0.50 (most likely around the value 0.85). An AUC value of 0.50 indicates that the system makes diagnostic decisions randomly with probability equal to 50% (for two-class systems). ROC curves along with AUC values can describe better how accurate a CAD system is.

Another issue here is the overfitting and overgeneralization aspects of a CAD system as these two complementary properties may affect the accuracy of the systems when they are fed with brand new data records of unknown class values. A system with too high fitting capability would classify the training data very accurately but at the same time it may be highly inaccurate when dealing with brand new data (and thus of unknown class value). On the other hand, a system with too high generalability may classify brand new data very inaccurately and training data inaccurately too. How to find an optimal balance between these two competing objectives is discussed in [Pham and Triantaphyllou, 2008a; and 2008b].

<table>
<thead>
<tr>
<th>Explanation</th>
<th>Name</th>
<th>Calculation Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Positive Rate (TPR)</td>
<td>Sensitivity (or Recall)</td>
<td>TP / (TP + FN)</td>
</tr>
<tr>
<td>True Negative Rate (TNR)</td>
<td>Specificity</td>
<td>TN / (FP + TN)</td>
</tr>
<tr>
<td>False Positive Rate (FPR)</td>
<td>(1 - Specificity)</td>
<td>FP / (FP + TN)</td>
</tr>
<tr>
<td>Positive Predictive Value (PPV)</td>
<td>Precision</td>
<td>TP / (TP + FP)</td>
</tr>
<tr>
<td>Negative Predictive Value (NPV)</td>
<td></td>
<td>TN / (TN + FN)</td>
</tr>
<tr>
<td>Proportion of records that correspond to a disease</td>
<td>Prevalence</td>
<td>(TP + FN) / (TP + FN + TN + FP)</td>
</tr>
</tbody>
</table>
7.5.2 The Precision-Recall (PR) Curve

A precision-recall (PR) curve may also be used as an assessment tool for diagnostic systems. A PR curve (see also Figure 20) shows the relationship between precision and recall (i.e., the sensitivity or true positive rate). A PR curve is useful when a disease or medical condition is very rare and the training dataset is imbalanced [Davis and Goadrich, 2006], [Saito and Rehmsmeier, 2015a].

There are some non-trivial issues involved when plotting PR curves as described in [Davis and Goadrich, 2006]. Furthermore, the seminal paper [Saito and Rehmsmeier, 2015a] describes some important issues related to the plotting of PR curves and also some domination issues between the ROC and PR curves of the same dataset.

Figure 20 shows two precision-recall curves, which represent the performance of two systems, denoted as A and B. The dotted line P indicates the perfect performance level (i.e., when the AUC under PR is equal to 1.0). The other dotted line, denoted as R, corresponds to a system which is the same as random guessing (i.e., when the AUC under PR is equal to 0.5). The two plots in Figure 20 clearly show that system A outperforms system B, which is also supported by their AUC scores (equal to 0.7 and 0.52, respectively) [Saito and Rehmsmeier, 2015b].

7.5.3 The Predictive Values

The predictive values are another measure to evaluate the performance of a CAD system. The positive predictive value (PPV) (also known as the precision) and the negative predictive value (NPV) (see also Table 8) provide the probability that a test by using a given CAD system would result in the true diagnosis [Altman and Bland, 1994]. The values of sensitivity and specificity do not provide this type of information.

The population of patients with a disease does not affect the result of sensitivity and specificity. However, the PPV and NPV values are strongly related to the prevalence of a disease in the population (see also Table 8). These values change as the prevalence changes. Prevalence is the proportion of the patients with a disease and usually it is expressed as a percentage (e.g., 5% of the people or 5 out of 100 people have a particular disease). When the PPV value increases, then the prevalence increases too. When the PPV decreases, then the prevalence decreases. At the same time, when the NPV decreases, then the prevalence increases. When the NPV increases, then the prevalence decreases.

Prevalence is usually based on a selected sample group from the entire population, which may create prevalence bias [Heston, 2011]. There are some studies which describe how to avoid prevalence bias in sample data [Heston, 2011], [Fletcher, et al., 2012], [Szklo and Nieto, 2014].
7.5.4 The Total Weighted Misclassification Cost

For illustrative purpose, consider the case of a CAD system which produces a diagnosis when it is fed with data related to breast cancer. Approximately 12% of women in the U.S. are diagnosed with breast cancer in their lifetime [DeSantis, et al., 2016]. In this scenario, if we assume that such CAD system always classifies any data record as belonging to a benign case, then its accuracy would be equal to 88%. This is true because in general 88% of the cases are benign while only 12% correspond to malignant cases in a simplified two-class setting. On the other hand, a hypothetical system, which correctly classifies all malignant cases but it also misclassifies, say, 20% of the benign cases as (false) positives would have accuracy rate equal to 80%. That is, it would appear as the first CAD system is more desirable than the second one. Obviously, this situation is highly misleading.

An alternative way for assessing the performance value of CAD systems is to consider the unit costs of making false positive (FP) and false negative (FN) diagnostic decisions. Suppose that these two unit misclassification costs are denoted as CostFP and CostFN, respectively. Then the total weighted misclassification cost (TWMC) of a CAD system can be defined as follows [Pham and Triantaphyllou, 2008a; and 2008b], [Triantaphyllou, 2010]:

\[
\text{TWMC} = \text{CostFP} \times \text{FP\_Rate} + \text{CostFN} \times \text{FN\_Rate}.
\]

Therefore, different CAD systems may also be evaluated by means of the TWMC value defined as above. The smaller the TWMC value is, the better the system is. An issue with such approaches is how one can objectively quantify the CostFP and CostFN unit misclassification costs. This issue may require a detailed cost analysis of all the issues involved when misclassifications occur.

8. Discussion

Modern CAD faces several challenges / limitations that require a considerable amount of effort to overcome. Some of these challenges / limitations are stemming from limitations related to machine learning technologies. Deep learning is an emerging subset of machine learning. Some recent developments demonstrate that deep learning approaches can be promising in key CAD areas such as segmentation, feature extraction / selection and classification [LeCun, et al., 2015]. However, there is no single algorithm, which can be applied to all aspects of CAD. New deep learning algorithms and other relevant computational approaches are continuously being developed. Designing better computational algorithms is essential for improving CAD.

Working with complex and massive clinical data can be challenging too. There are several serious problems related to clinical data. The lack of guidelines and standardization regarding electronic health records (EHRs) is crucial [Hripcsak and Albers, 2013]. Bias in training data may lead to unintended classification results. Big data in medicine is another challenge in CAD. Dealing with big data problems requires massive storage and high processing power. Moreover, analyzing complex data, such as semi-structured or unstructured data, is a big
challenge too. Very likely big data will continue to be a key challenge in CAD, although what is considered as “big” today it may not be considered so in the future.

CAD may provide significant diagnostic information for asymptomatic diseases at early stages. However, it may also cause overdiagnosis [Welch and Black, 2010]. Overdiagnosis occurs when a diagnosis is indeed true positive, but the diagnosis does not benefit the patient but can rather be harmful to the patient [Moynihan, et al., 2012]. For instance, frequent screening for cancer has resulted in the identification of early findings consistent with cancer. The rate of identifying such early findings has increased manifold. However, the corresponding mortality rates have not been reduced accordingly. This gap raises some serious doubts about the benefit of early screening for cancer and other diseases and conditions [Welch, 2011]. The overdiagnosis problem is very controversial. Although everybody accepts that overdiagnosis truly occurs, some researchers question its magnitude and argue that early screening is still beneficial [Kopans, et al., 2011], [Smith, et al., 2018], [Wallis, 2018]. More effective CAD systems may be able to reconcile the overdiagnosis problem. The above challenges, along with some other ones, are described in more detail in a different publication by the authors [Yanase and Triantaphyllou, 2019].

9. Concluding Remarks

The numerous and significant advances in computer science and medicine have created various exciting opportunities for expert and intelligent systems in medicine. CAD is the immediate and obvious result of work in the interface of computer science and medicine. The main objective of this paper was to provide a comprehensive overview of CAD in medicine. This paper bridged a critical gap that exists today in the literature regarding this field. It examined, in a systematic manner 251 carefully selected research papers and related materials. This paper highlighted the key advances that took place from the dawn of this field to the current state-of-the-art in this area. The contributions of this paper can be summarized as follows:

(1) It can enable researchers in expert systems and intelligent systems to better connect their work with CAD systems in medicine. It also proposes the concept of the intelligent CAD.

(2) It provides a venue for a better understanding of key CAD issues among researchers in different fields.

(3) A researcher in one aspect of CAD, may identify potential R&D opportunities in other aspects of CAD.

    As an example, segmentation in digital mammography may provide help to segmentation in digital lung cancer diagnosis.

(4) The paper highlights some opportunities for more research (such as dealing with the overdiagnosis problem).

(5) This paper may become the foundation for many other related developments and thus be used frequently in the literature as a key reference in the field.

These contributions are significant because they explicitly provide the means to lift some of the existing barriers that inhibit progress in CAD. Thus, these contributions may accelerate progress in CAD. A fundamental barrier in CAD is what we like to call the “Babel Tower Problem of CAD in Medicine.” That is, ironically, the multiple advances in medicine and various areas in computer science have caused researchers to lose their understanding of the “big picture” in CAD and thus they keep working in isolation of what happens in other areas of R&D in CAD. This paper offers an opportunity to gain a comprehensive understanding of the main issues of CAD systems in medicine. The contributions of this paper are also potentially very impactful because this paper has a good potential to influence research done in CAD. This may impact future research in medicine and in select areas of computer science.

A limitation of this study is that CAD is such a broad topic that it is practically impossible to cover everything in a single paper. Therefore, it is possible, that some issues that could be considered as important by some, may have not been covered at the desired depth in this paper. However, a coordinated effort was made to be as much comprehensive and prioritized as possible. Each section of this paper can be expanded into an important research topic of CAD for future work.
While the demand for CAD has significantly increased, new challenges and limitations that CAD could face in the future may emerge. Some of the challenges are not only the problems that CAD systems in medicine face but also many other expert and intelligence systems directly face as well. If the goal of developing the next generation of CAD is materialized as highlighted in this paper, then CAD will have an even more profound beneficial impact on computer science, medicine, healthcare, and society as a whole.
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