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Andy St. Fort and Edwin K. P. Chong

Abstract: We present a neutrosophic set-based model for a time-dependent decision-support system (DSS) with multi-attribute criteria decision-making. Such a DSS includes multiple conflicting objectives, having strategies spanning over several discrete time periods. In this paper, we utilize the concept of neutrosophic sets and some of its operations to develop a computational model that captures decision trees with various imprecise preferences for a time-dependent DSS. Given a time-dependent DSS with \( N \) objectives spanning over discrete time periods \( t \) ranging from \( t_0 \) to \( t_n \), we use a set of \( m \) attributes, denoted by variables \( a_1, \ldots, a_m \), where each variable \( a_k \), \( (k = 1, \ldots, m) \), for each \( t \in [t_0, t_n] \), is described by a triplet variable \( a_k(t, t_0, t_n, f_k) \), where the terms \( t_k, t_0, t_n \), and \( f_k \) represent degrees of truthfulness membership, indeterminacy membership, and falsity membership for attribute \( a_k \) at time \( t \), respectively. We then define a set of \( m \) time-dependent vectors of imprecise consequences \( S_q \) corresponding to a set of strategies derived from the membership of each attribute \( a_k \). We provide an example to illustrate our model. For each time \( t \), we normalize the set of imprecise consequences to define the weighted values for each attribute. We proceed with an interpretation and a sensitivity analysis of the normalized imprecise consequences and derive a ranking process of strategies at each time \( t \). As a result, the model presents the decision maker with a set of strategies ranked based on the neutrosophic values of each corresponding attribute at each time \( t \).

1 Introduction

1.1 Computational modeling in decision-support systems

The challenges of decision-making in complex problems that are rapidly changing and not easily specified in advance have led to the development of model-driven decision-support systems (DSSs) [1]. Model-driven DSSs are complex systems in which a set of specific required data (or attributes) are carefully studied and analyzed to develop multiple sets of strategies, which allows the decision maker to select the most efficient set of strategies that achieves a predefined set of objectives. Model-driven DSSs have evolved over the past three decades from simple model-oriented systems to advanced multi-function entities [2]. This stems from the continuous evolution of the necessary computational modeling required to solve most of these challenges. As a result, the growing need for decision support in such problems has shaped most DSS models to be robustly designed specifically to [3] [4] [5]:

1. facilitate dynamic decision processes through the use of a series of attributes to develop a set of strategies.
   (a) Interdependency between each of the attributes and their consequent strategies is accounted for and supported.
   (b) Each strategy is then capable of affecting future attributes and/or strategies at some later time.
2. support rather than just automate decision-making.
   (a) Some DSS models will make decisions based on predefined rules in the environment where the DSS operates. However, in the most complex situations, many of those rules may not be as relevant as originally thought. Thus, the best DSS models are also capable of presenting the decision maker with relevant information about each strategy and how it aligns with the corresponding objective(s). In the end, the decision maker will select the best set of strategies.
3. be able to respond quickly to the changing needs of decision makers.
   (a) DSS models must support a body of knowledge for the DSS [4] [5] that is capable of record keeping, presenting information on an ad hoc basis in both standardized and customized reports, selecting a desired subset of stored strategies for either presentation or for deriving new strategies, and interacting directly with a decision maker in such a way that the user has a flexible choice and sequence of knowledge-management activities [5] [6].

In light of the stated specifications above, efficient model-driven DSSs serve as critical tools for the decision maker, in that they facilitate them with the ability to select the best strategies based on any given set of attributes in the present, foresee consequences in the future, and present ad hoc information on each strategy’s alignment with each of the given objectives at any given time. Moreover, in more complex situations (e.g., when the problem contains multiple conflicting objectives spanning over several discrete time periods \( t \in [t_0, t_n] \) and a predefined set of attributes along with their respective weights and uncertainty are allowed to change over time), model-driven DSSs have been developed to help identify optimal strategies by using interactive multi-objective simulated annealing [1] or imprecise multi-attribute additive modeling [7]. In both cases, each attribute is assigned an absolute weight value so that at each point in time, the decision maker is able to evaluate its importance or preference over other attributes at that point in time. In contrast, each attribute can also be set to a different weight value at each time \( t \) \( (t \in [t_0, t_n]) \) as more data become available [8]. Either way, it becomes very difficult to assess each attribute (by the decision maker’s preference, the attribute’s importance, or the attribute’s relevance, at time \( t \)) when presented with a sufficiently large number of attributes or time units within the \([t_0, t_n]\) interval.

Consequently, since most multi-attribute DSS models use a finite but large number of attributes (time-dependent or not), we approach this problem using a neutrosophic set-based computational model, as described in more detail in Section 2. In the model, rather than
restricting each individual attribute to a weighting value, we first define three categories of membership (truthfulness \( \tau \), indeterminacy \( i \), and falsity \( f \)). Then, we assign each attribute a time-dependent triplet variable \( x(\tau, i, f) \), denoting whether that attribute holds true, indeterminate, or false at time \( t \). Finally, a strategy is developed based on the membership of that attribute at time \( t \). This allows us to only specify what the membership of the attribute is at time \( t \), and therefore enables us to bypass the need to evaluate each attribute individually by preference, importance, or relevance, at each time \( t \), as mentioned above. Such a model is a neutrosophic set-based model, derived from the theory of neutrosophy. Subsection 1.2 highlights the main properties of neutrosophic logic and derived neutrosophic sets necessary for the development of this model.

### 1.2 Neutrosophic sets and neutrosophy

Neutrosophic sets derive from neutrosophy. Neutrosophy and neutrosophic sets were both introduced by Smarandache in 1995 [9]–[10] as a generalization of intuitionistic fuzzy logic [11]–[12] and sets, respectively. Smarandache defined neutrosophy as the study of origins, nature, and scope of neutralities, as well as their interactions with different ideational spectra [9]. In other words, neutrosophy is the study of ideas and notions that are not true, nor false, but are said to be between true and false, neutral, indeterminate, unclear, vague, ambiguous, incomplete, contradictory, and so forth [13]. Thus, we describe a neutrosophic set as one where each element of the universe of discourse \( U \) has a degree of truth, indeterminacy, and falsity, respectively. The degrees of truth, indeterminacy, and falsity are called neutrosophic components. Each neutrosophic component lies in a non-standard, infinitesimal unit (hyperreal) interval [14], denoted \([0, 1]^*\). Thus, unlike intuitionistic fuzzy sets, there is no constraint between the degree of truth, the degree of indeterminacy, and the degree of falsity in neutrosophic sets. Moreover, in neutrosophic sets, the sum of the scalar neutrosophic components (denoted \( n_{n.s.} \)) does not necessarily equal to 1. For example, assuming that \( \tau, i, f \in ]0, 1[^* \) are the degrees of truthfulness, indeterminacy, and falsity, respectively, the sum \( n_{n.s.} := \tau + i + f \) can be any number between 0 and 3. This leads to the two main distinctions between neutrosophic sets and neutrosophy: the main properties of neutrosophic logic and derived neutrosophic sets.

#### Definition 1.2. (Complement) [9]

Given a neutrosophic set \( A \), we define the complement of \( A \), denoted \( A' \), as the neutrosophic set with the property that \( x(1 - \tau_A, 1 - i_A, 1 - f_A) \in A' \) if and only if \( x(\tau_A, i_A, f_A) \notin A \).

#### Definition 1.3. (Containment) [9]

Given neutrosophic sets \( A_1 \) and \( A_2 \), we write \( A_1 \subseteq A_2 \) if for all \( x(\tau_{A_1}, i_{A_1}, f_{A_1}) \in A_1 \) and \( x(\tau_{A_2}, i_{A_2}, f_{A_2}) \notin A_2 \),

\[
\tau_{A_1} \leq \tau_{A_2}; \quad i_{A_1} \geq i_{A_2}; \quad f_{A_1} \geq f_{A_2}.
\]

#### Definition 1.4. (Union) [9]

Given neutrosophic sets \( A_1 \) and \( A_2 \), for all \( x(\tau_{A_1}, i_{A_1}, f_{A_1}) \in A_1 \) and \( x(\tau_{A_2}, i_{A_2}, f_{A_2}) \notin A_2 \), the neutrosophic components of \( x \) with respect to the union \( A_3 = A_1 \cup A_2 \) are defined by

\[
\begin{align*}
\tau_{A_3} &= \tau_{A_1} + \tau_{A_2} - \tau_{A_1} \times \tau_{A_2}; \\
i_{A_3} &= i_{A_1} + i_{A_2} - i_{A_1} \times i_{A_2}; \\
f_{A_3} &= f_{A_1} + f_{A_2} - f_{A_1} \times f_{A_2}.
\end{align*}
\]

#### Definition 1.5. (Intersection) [9]

Given neutrosophic sets \( A_1 \) and \( A_2 \), for all \( x(\tau_{A_1}, i_{A_1}, f_{A_1}) \in A_1 \) and \( x(\tau_{A_2}, i_{A_2}, f_{A_2}) \notin A_2 \), the neutrosophic components of \( x \) with respect to the intersection \( A_3 = A_1 \cap A_2 \) are defined by

\[
\begin{align*}
\tau_{A_3} &= \tau_{A_1} \times \tau_{A_2}; \\
i_{A_3} &= i_{A_1} \times i_{A_2}; \\
f_{A_3} &= f_{A_1} \times f_{A_2}.
\end{align*}
\]

#### Definition 1.6. (Single-valued neutrosophic set) [9]

Let \( U \subseteq \mathbb{U} \) be a space of points (or objects) with a generic element \( x \). Given a neutrosophic set \( A \), we say that \( A \) is a single-valued neutrosophic set (SVNS), denoted \( A = \{(x: \tau, i, f), x \in U\} \), if for all \( x(\tau, i, f) \in A \) and \( x(1 - \tau, 1 - i, 1 - f) \notin A \)

- For \( \lambda > 0 \), we have

\[
\begin{align*}
\lambda \times A(x) &= \{x : 1 - (1 - \tau_A)^\lambda, i_A, f_A\}, x \in U; \\
A^\lambda(x) &= \{x : \tau_A \times (1 - (1 - i_A)^\lambda, 1 - (1 - f_A)^\lambda, x \in U\}.
\end{align*}
\]

#### Definition 1.7. [15]

Given a SVNS \( A(x) = \{(x : \tau_A, i_A, f_A), x \in U\} \), we define the following:

1. The complement of \( A \), denoted \( A' \), is given by

\[
A'(x) = \{(x : f_A, 1 - i_A, \tau_A), x \in U\}.
\]

2. For \( \lambda > 0 \), we have

\[
\begin{align*}
\lambda \times A(x) &= \{x : 1 - (1 - \tau_A)^\lambda, i_A, f_A\}, x \in U; \\
A^\lambda(x) &= \{x : \tau_A \times (1 - (1 - i_A)^\lambda, 1 - (1 - f_A)^\lambda, x \in U\}.
\end{align*}
\]

#### Definition 1.8. [9] [15] [16]

Given two SVNSs \( A_1(x) = \{(x : \tau_{A_1}, i_{A_1}, f_{A_1}), x \in U\} \) and \( A_2(x) = \{(x : \tau_{A_2}, i_{A_2}, f_{A_2}), x \in U\} \), we define the following:

1. \( A_1 \subset A_2 \), if and only if

\[
\tau_{A_1} \leq \tau_{A_2}; i_{A_1} \geq i_{A_2}; f_{A_1} \geq f_{A_2}.
\]

---
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2. \( A_1 = A_2 \), if and only if
\[
\tau_{A_1} = \tau_{A_2}, \quad i_{A_1} = i_{A_2}, \quad f_{A_1} = f_{A_2}.
\] (13)

3. \( A_3 = A_1 \cup A_2 \) is defined by
\[
A_3(x) = \{ (x : \text{max}(\tau_{A_1}, \tau_{A_2}), \min(i_{A_1}, i_{A_2}), \min(f_{A_1}, f_{A_2})), x \in U \}. \] (14)

4. \( A_3 = A_1 \cap A_2 \) is defined by
\[
A_3(x) = \{ (x : \text{min}(\tau_{A_1}, \tau_{A_2}), \max(i_{A_1}, i_{A_2}), \max(f_{A_1}, f_{A_2})), x \in U \}. \] (15)

5. \( A_3 = A_1 + A_2 \) is defined by
\[
A_3(x) = \{ (x : \tau_{A_1} + \tau_{A_2} - \tau_{A_1}, i_{A_1} + i_{A_2}, f_{A_1} + f_{A_2}) \mid x \in U \}. \] (16)

6. \( A_3 = A_1 \times A_2 \) is defined by
\[
A_3(x) = \{ (x : \tau_{A_1} \tau_{A_2} + i_{A_1} + i_{A_2} - i_{A_1} i_{A_2}, f_{A_1} + f_{A_2} - f_{A_1} f_{A_2}) \mid x \in U \}. \] (17)

Definition 1.9. [15] Given a SVNS \( A(x) = \{ (x : \tau_{A_1}, i_{A_1}, f_{A_1}) \mid x \in U \} \), the score function \( \sigma_A : U \to [0, 1] \), accuracy function \( \alpha_A : U \to [-1, 1] \), and certainty function \( v_A : U \to [0, 1] \) of \( A \) are defined by
\[
\sigma_A(x) = \frac{2 + \tau_{A_1} - i_{A_1} - f_{A_1}}{3}; \quad \alpha_A(x) = \tau_{A_1} - f_{A_1}; \quad v_A(x) = \tau_{A_1}. \] (18, 19, 20)

Definition 1.10. [15] Given two SVNSs \( A_1(x) = \{ (x : \tau_{A_1}, i_{A_1}, f_{A_1}) \mid x \in U \} \) and \( A_2(x) = \{ (x : \tau_{A_2}, i_{A_2}, f_{A_2}) \mid x \in U \} \), we say that \( A_1 \) ranks higher than \( A_2 \), denoted \( A_1 > A_2 \), if
\[
\tau_{A_1} > \tau_{A_2}, \quad i_{A_1} + i_{A_2} < i_{A_2} + f_{A_2}.
\] Conversely, we say that \( A_1 \) ranks lower than \( A_2 \), denoted \( A_1 < A_2 \), if
\[
\tau_{A_1} < \tau_{A_2}, \quad i_{A_1} + i_{A_2} > i_{A_2} + f_{A_2}.
\]

Remark 1. Given two SVNSs \( A_1(x) = \{ (x : \tau_{A_1}, i_{A_1}, f_{A_1}) \mid x \in U \} \) and \( A_2(x) = \{ (x : \tau_{A_2}, i_{A_2}, f_{A_2}) \mid x \in U \} \), the following hold true:

1. If \( \sigma_{A_1}(x) > \sigma_{A_2}(x) \), then \( A_1 > A_2 \).
2. If \( \sigma_{A_1}(x) = \sigma_{A_2}(x) \) and \( \alpha_{A_1}(x) > \alpha_{A_2}(x) \), then \( A_1 > A_2 \).
3. If \( \sigma_{A_1}(x) = \sigma_{A_2}(x) \), \( \alpha_{A_1}(x) = \alpha_{A_2}(x) \), and \( v_{A_1}(x) > v_{A_2}(x) \), then \( A_1 > A_2 \).
4. If \( \sigma_{A_1}(x) = \sigma_{A_2}(x) \), \( \alpha_{A_1}(x) = \alpha_{A_2}(x) \), and \( v_{A_1}(x) = v_{A_2}(x) \), then \( A_1 = A_2 \).

We provide the following explanations for the claims in Remark 1:

1. Using equation (18), let \( i_{A_1} + f_{A_1} = b_1 \) for \( A_1 \) and \( i_{A_2} + f_{A_2} = b_2 \) for \( A_2 \). \( \sigma_{A_1}(x) > \sigma_{A_2}(x) \) means that \( \tau_{A_1} - b_1 > \tau_{A_2} - b_2 \). We agree that \( \tau_{A_1} \geq \tau_{A_2} \) and \( b_1 \leq b_2 \). It is easy to see that at a minimum, \( A_1 > A_2 \).
2. Using equation (19), \( \alpha_{A_1}(x) > \alpha_{A_2}(x) \) also means that \( \tau_{A_1} - f_{A_1} > \tau_{A_2} - f_{A_2} \). Thus, \( \tau_{A_1} \geq \tau_{A_2} \) and \( f_{A_1} \leq f_{A_2} \) leads to \( A_1 > A_2 \) at least.
3. Letting \( i_{A_1} + f_{A_1} = b_1 \) for \( A_1 \) and \( i_{A_2} + f_{A_2} = b_2 \) for \( A_2 \), we know that \( b_1 = b_2 \), and \( \tau_{A_1} - f_{A_1} = \tau_{A_2} - f_{A_2} \). However, with \( v_{A_1}(x) > v_{A_2}(x) \), then \( A_1 > A_2 \).
is, each $a_{k,t}$, with $k \in \{1, m\}$, is a tuple:

$$a_{k,t} = \{a_{k_{i_1}}, \ldots, a_{k_{i_n}}\}. \tag{23}$$

Each attribute’s value at time $t$, i.e., $a_{k,t}$, is determined based on the neutrosophic values assigned to that attribute. That is, we bypass the need to determine the relevance of attribute $a_{k,t}$ at time $t$ beforehand. The model requires specifying only whether $a_{k,t}$ is true, indeterminate, or false at time $t$. Then, we define each $a_{k,t}$ as a SVNS (see Definition 2.1). Ultimately, for this model, the subset $U$ beforehand. The model requires specifying only whether $a_{k,t}$ is a SVNS and is defined by $a_{k,t} \in \{a_{k_{i_1}}, \ldots, a_{k_{i_n}}\}$ with a generic element $a_t$, and is reflected in equation (24). To this end, the first definition for the model is as follows:

**Definition 2.1.** Given a non-empty set of $N$ predefined objectives and $m$ time-dependent attributes, all spanning over $[t_0, t_n]$, for each time $t$ and for each $k$, the attribute $a_{k,t}$ is a SVNS and is defined by

$$a_{k,t} = \{x_{t}, i_{k,t}, f_{k,t}\}, x_t \in \text{[1, m]} \times [t_0, t_n], \tag{24}$$

where $\tau_{k,t}, i_{k,t}, f_{k,t} \in [0,1], m \in \mathbb{N}^*, k \in [1, m]$, and $t \in [t_0, t_n]$.

**Lemma 2.1.** For $k \in \{1, m\}$ and $t \in [t_0, t_n]$, $a_{k,t}$ is a non-zero set.

**Proof:** We provide the following explanations for this claim:

1. For $k \in \{1, m\}$ and all $t$, $0 \leq a_{k,t}$ (see Lemma 1.1). Thus, $a_{k,t}$ is a SVNS as gives an empty set $\{\}$.

2. Let $x_{val} \in U$, where $U = \{1, m\} \times [t_0, t_n]$, for which we have two non-empty SVNSs $a_{val_t} = \{x_{val} : \tau_{val_t}, i_{val_t}, f_{val_t}\}, x_{val} \in U \subset a_{k_t}$ and $a_{val_t} = \{x_{val} : \tau_{val_t}, i_{val_t}, f_{val_t}\}, x_{val} \in U \subset a_{k_t}$. It is true $\lambda_1 > 0$ such that $\lambda_1 \times a_{val_t} + \lambda_2 \times a_{val_t} \subset a_{k_t}$ then $a_{k_t}$ is a non-zero set. From Definition 1.7, we know that

$$\lambda_1 \times a_{val_t} = \{x_{val} : 1 - (1 - \tau_{val_t}) \lambda_1, i_{val_t}, f_{val_t}\}, x_{val} \in U, \tag{25}$$

$$\lambda_2 \times a_{val_t} = \{x_{val} : 1 - (1 - \tau_{val_t}) \lambda_2, i_{val_t}, f_{val_t}\}, x_{val} \in U, \tag{26}$$

Thus, let $a_{val_t} = \lambda_1 \times a_{val_t} + \lambda_2 \times a_{val_t}$. We have

$$a_{val_t} = \{x_{val} : 1 - (1 - \tau_{val_t}) \lambda_1 + (1 - \tau_{val_t}) \lambda_2, i_{val_t}, f_{val_t}\}, x_{val} \in U. \tag{27}$$

We know that $\tau_{val_t}, i_{val_t}, f_{val_t}, \tau_{val_t}, i_{val_t}, f_{val_t} \in [0, 1]$, thus for any $\lambda_1, \lambda_2 > 0$, we have $0 \leq \lambda_1 \lambda_2 \leq 1$ and $0 \leq \lambda_1 \lambda_2 \leq 1$. Furthermore, $1 - \tau_{val_t} \leq 1$ implies that $(1 - \tau_{val_t}) \lambda_1 \leq 1$. The same applies for $(1 - \tau_{val_t}) \lambda_2$. As a result, $0 \leq 1 - (1 - \tau_{val_t}) \lambda_1 \lambda_2 \leq 1$ for any $\lambda_1, \lambda_2 > 0$. Now, since with $x_{val} \in U$, and $a_{val_t}, a_{val_t} \subset a_{k_t}$, then $a_{val_t} \subset a_{k_t}$ for all $x_{val} \in U$.

3. Let $a_{val_t} \subset a_{k_t}$. If $a_{val_t} \subset a_{val_t} = \emptyset$, then condition 1 applies. Otherwise,

$$\{a_{val_t} \subset a_{val_t}(x_{val}) = \{x_{val} : \min(\tau_{val_t}, \tau_{val_t}), i_{val_t}, f_{val_t}\}, x_{val} \in U\}. \tag{28}$$

Since $a_{val_t}, a_{val_t}$ are non-empty sets, then $a_{val_t} \cap a_{val_t}$ from equation (28) is a non-empty set, stemming from the fact that the values $\min(\tau_{val_t}, \tau_{val_t}), \max(i_{val_t}, f_{val_t})$, and $\max(f_{val_t}, i_{val_t})$ exist. Then, $a_{val_t} \cap a_{val_t} \subset a_{k_t}$ implies that $a_{k_t}$ is a non-empty set.

As a result, for all $k$ and $t$, $a_{k,t}$ is a non-zero set.

In decision-making, to achieve defined objectives, one or more strategies are developed. Those strategies are developed using attributes that relate each objective with defined checkpoints such as imprecise consequences. The same applies for each attribute. The next subsection introduces the definitions for strategies and their consequences.
2.2 Defining consequences of strategies

Definition 2.2. Given a non-empty set of $N$ predefined objectives and $m$ time-dependent attributes represented by the SVNS $\alpha_k(x) = \{(x : \tau_k, i_k, f_k), x \in [1, m] \times [t_0, t_1]\}$, let $S$ be the set of available strategies derived from all $\alpha_k$. At time $t$, the set $S_t$ of imprecise consequences of such strategies is a stream defined by a vector of imprecise consequences, denoted $s_{q_k}(t)$. Thus, we write the set of imprecise consequences as

$$S_q = \{s_{q_k}(t), \ldots, s_{q_n}(t)\};$$

(29)

with each $s_{q_k}(t)$, $k \in [1, m]$, defined by

$$s_{q_k}(t) = \left[ s_k^L(t), s_k^U(t) \right],$$

(30)

where $s_k^L(t)$ and $s_k^U(t)$ are (respectively) the lower and upper endpoints of the imprecise consequence interval for attribute $\alpha_k$.

Assumption 2.1. For all $\alpha_k$, $S_q \subseteq S$.

Assumption 2.1 is critical for this model. From equation (30), we can see that $s_{q_k}(t)$ is a value from the interval $[s_k^L(t), s_k^U(t)]$. Thus, for each $\alpha_k$, $S$ contains all possible values within $[s_k^L(t), s_k^U(t)]$. Hence, the description of $S$ being the set of all available strategies for all $\alpha_k$.

Assumption 2.2. For all $\alpha_k$, there is a continuous distribution between $s_k^L(t)$ and $s_k^U(t)$ endpoints.

We will discuss the need for Assumption 2.2 later in section 2.2.2.

Definition 2.3. Given a non-empty set of $N$ predefined objectives and $m$ time-dependent attributes represented by the SVNS $\alpha_k(x) = \{(x : \tau_k, i_k, f_k), x \in [1, m] \times [t_0, t_1]\}$, let $S$ be the derived set of all available strategies. Each imprecise consequence interval $[s_k^L(t), s_k^U(t)]$ for $\alpha_k$ is restricted to the following conditions:

1. If $i_k = 0$, then

$$s_{q_k}(t) = s_k^L(t) = s_k^U(t) = \tau_k.$$

(31)

2. If $i_k > 0$, then

$$s_k^L(t) = \min\left[ \frac{2 + \tau_k - i_k - f_k}{3} \right],$$

(32)

and

$$s_k^U(t) = \max\left[ \frac{2 + \tau_k - i_k - f_k}{3} \right],$$

(33)

and

$$s_k^L(t) \leq s_{q_k}(t) \leq s_k^U(t),$$

(34)

where $i_k^* = \{i_k, 1 - i_k\}$.

In Definition 2.3, we put an emphasis on the indeterminacy of $\alpha_k$. This stems from the fact that once we are able to precisely characterize attribute $\alpha_k$, i.e., $i_k = 0$, we agree that its certainty is based on the value of $\tau_k$, i.e., $\nu_{\alpha_k}(x) = \tau_k$. We describe this scenario (i.e., $i_k = 0$) as having precise knowledge of $\alpha_k$. This is also applicable when $\tau_k = 0$, leading to $s_k^L(t) = s_k^U(t) = 0$, and both endpoints take the lowest possible value of 0. Conversely, with $i_k = 0$ and $\tau_k = 1$, then $s_k^L(t) = s_k^U(t) = 1$, and both endpoints take the highest possible value of 1. Now, if $i_k > 0$, we describe this scenario as having imprecise knowledge of $\alpha_k$. Therefore, having imprecise knowledge of the nature of attribute $\alpha_k$ implies that its indeterminacy becomes prevalent, and is used in determining both endpoints of the imprecise consequence for $\alpha_k$. We do so by creating a masked indeterminacy value $i_k^* = \bar{\tau}_i$ that takes both the value of $\tau_k$, and the value of the complement $1 - i_k$, and substituting them in the score function of $\alpha_k$, as seen in equations (32) and (33).

A special case is where $i_k = 1 - i_k$, meaning $i_k = 0.5$, then $s_k^L(t) = s_k^U(t) = \sigma_{q_k}(x)$ (see equation (18)). As a result, each $s_{q_k}(t)$ is expected to be within an interval with distinct endpoints, except for when $i_k \in \{0, 0.5\}$, in which case $s_{q_k}(t) = s_k^L(t) = s_k^U(t)$. We interpret this result as (a) having precise knowledge of $\alpha_k$ leads to a single strategy consequence that is solely based on the certainty of attribute $\alpha_k$ at time $t$, (b) having an imprecise knowledge of $\alpha_k$ at around 50% leads to a single strategy consequence that takes all neurospheric components into consideration.

It is worth noting that, when $i_k \neq 0$, we have an interval of imprecise consequence values as seen in equation (30). This entails that we need some creative way to generate the values between $s_k^L(t)$ and $s_k^U(t)$ and estimate the best $s_{q_k}(t)$ value(s) from the interval for decision-making purposes. Obviously, this model is intended to empower the decision maker with a weighting tool in which attributes’ impacts on the current and future strategies are accounted for. By presenting each potential strategy as a direct consequence of a particular attribute in the form of an interval, it is critical to predict which value(s) from the interval are most likely, based on $i_k$. Thus, we proceed with the following analysis:

First, it is clear that $0 \leq s_{q_k}(t) \leq 1$ regardless of the value of $i_k$. Second, let $i_k = 1 - i_k$. If $i_k < 0.5$, we agree that $i_k > i_k$; then

$$s_k^L(t) = \frac{2 + \tau_k - i_k - f_k}{3}.$$

(35)

Conversely, with $i_k > 0.5$, we have $i_k < i_k$, and

$$s_k^U(t) = \frac{2 + \tau_k - i_k - f_k}{3}.$$

(36)

Consequently, for all $i_k \neq 0$, it is safe to say that

$$2 + \tau_k - \max(i_k, i_k) - f_k \leq s_{q_k}(t) \leq \frac{2 + \tau_k - \min(i_k, i_k) - f_k}{3}.$$

(37)

Naturally, it is a more favorable scenario to have $i_k > i_k$. We describe such scenario as favorable indeterminacy. This stems from the fact that precise knowledge about an attribute at time $t$ is achieved only when $i_k \to 0$. We also describe the opposite scenario, i.e., $i_k < i_k$, as unfavorable indeterminacy. Therefore, the smaller the indeterminacy, the larger the impact of the attribute’s certainty at time $t$. Moreover, for $i_k \neq 0$, it is clear that there exists a $\zeta_k > 0$ such that $|i_k - i_k| = \zeta_k$. Then, we provide the following definition and remarks.

Definition 2.4. Given a non-empty set of $N$ predefined objectives and $m$ time-dependent attributes represented by the SVNS $\alpha_k(x) = \{(x : \tau_k, i_k, f_k), x \in [1, m] \times [t_0, t_1]\}$, let $S$ be the derived set of all available strategies. We define the reverse indeterminate SVNS of $\alpha_k$, denoted $\bar{\alpha}_k$, as the SVNS with the property that $\bar{\alpha}_{\bar{k}}(x) = \{x : \tau_k, 1 - i_k, f_k\}, x \in [1, m] \times [t_0, t_1]\}. The resulted imprecise consequence interval $s_k^L(t) \leq s_{q_k}(t) \leq s_k^U(t)$ is called the reverse imprecise consequence interval of $\alpha_k$.

Remark 4. Given $\alpha_k$, and $\alpha_{\bar{k}}$, let $i_k^* = 1 - i_k$, and $i_k^* > 0$. Then

$$s_{q_k}(t) = s_{q_{\bar{k}}}(t) = \sigma_{\alpha_{\bar{k}}}(x).$$

(38)
2. If \( i_k > \tilde{i}_k \), then \( s_k^L(t) \leq s_{q_k}(t) \leq s_k^U(t) \), where
\[
s_k^L(t) = \frac{2 + \tau_{k_i} - i_k - f_{k_i}}{3},
\]
\[
s_k^U(t) = \frac{2 + \tau_{k_i} - i_k - f_{k_i}}{3}.
\]

3. If \( i_k < \tilde{i}_k \), then \( s_k^L(t) \leq s_{q_k}(t) \leq s_k^U(t) \), where
\[
s_k^L(t) = \frac{2 + \tau_{k_i} - \tilde{i}_k - f_{k_i}}{3},
\]
\[
s_k^U(t) = \frac{2 + \tau_{k_i} - \tilde{i}_k - f_{k_i}}{3}.
\]

The claim in Remark 4 is easy to show (see Definitions 1.9, 2.3, and 2.4).

Lemma 2.2. For distinct \( k, l \in [1, m] \), let \([s_k^L(t), s_k^U(t)] \subseteq [s_l^L(t), s_l^U(t)]\). If \( i_{k_i} = \min(i_{k_i}, i_{k_i}) \) and \( i_{l_i} = \min(i_{l_i}, i_{l_i}) \), then \( a_{k_i} \leq a_{l_i} \).

Proof: We provide the following explanation for this claim. We are aware that each interval is a continuous distribution (See Assumption 2.2), but we also know that \([s_k^L(t), s_k^U(t)] \subseteq [s_l^L(t), s_l^U(t)]\) is equivalent to \( s_k^L(t) \leq s_l^L(t) \leq s_k^U(t) \leq s_l^U(t) \). That said, from equation (37), we agree that
\[
2 + \tau_{k_i} - \max(\bar{i}_{k_i}, i_{k_i}) - f_{k_i}
\]
\[
= \frac{2 + \tau_{k_i} - \max(\bar{i}_{k_i}, i_{k_i}) - f_{k_i}}{3},
\]
and
\[
2 + \tau_{k_i} - \min(\bar{i}_{k_i}, i_{k_i}) - f_{k_i}
\]
\[
= \frac{2 + \tau_{k_i} - \min(\bar{i}_{k_i}, i_{k_i}) - f_{k_i}}{3}.
\]

Then, we can deduce that
\[
| i_{k_i} - \tilde{i}_{k_i} | \leq | i_{l_i} - \tilde{i}_{l_i} | .
\]

From Remark 4, we know that if
1. \( i_{k_i} > \tilde{i}_{k_i} \), then \( s_k^L(t) \leq s_{q_k}(t) \leq s_k^U(t) \); 
2. \( i_{k_i} < \tilde{i}_{k_i} \), then \( s_k^L(t) \leq s_{q_k}(t) \leq s_k^U(t) \).

Doing the same for \( i_{l_i} \) and \( \tilde{i}_{l_i} \); when \( i_{k_i} = \min(i_{k_i}, i_{k_i}) \) and \( i_{l_i} = \min(i_{l_i}, i_{l_i}) \), we can see that \( s_k^L(t) \leq s_l^L(t) \). As a result, \( \alpha_{k_i} \leq \alpha_{l_i} \) (see Remark 1).

In Assumption 2.2, we claimed that there is a continuous distribution between \( s_k^L(t) \) and \( s_k^U(t) \) endpoints for each \( a_{k_i} \), thus we agree that the probability that a particular value between \( s_k^L(t) \) and \( s_k^U(t) \) endpoints is assumed is 0; which is fine, as the intent here is not to handicap a value from that interval. Assuming that the continuous distribution between \( s_k^L(t) \) and \( s_k^U(t) \) endpoints is uniform, if \( s_{q_k} \) is the distribution mean, then we can imply that, for any values \( \epsilon, y > 0 \),
\[
\Pr\left[s_{q_k} - \epsilon \leq y \leq s_{q_k} + \epsilon\right] = Pr\left[s_{q_k} - \epsilon \leq y \leq s_{q_k} + \epsilon\right] .
\]

Then, it is easy to see that the probability density function is
\[
f(y) = \begin{cases} 
\frac{1}{s_k^U(t) - s_k^L(t)}, & \text{if } s_k^L(t) \leq y \leq s_k^U(t); \\
0, & \text{otherwise};
\end{cases}
\]

and that any value within the \([\min(i_{k_i}, i_{k_i}), \max(i_{k_i}, i_{k_i})]\) yields equally probable real \( y \) values, with the condition that \( s_k^L(t) \leq y \leq s_k^U(t) \).

Now, we try a more complex distribution. Assuming that the continuous distribution is normal, using the central limit theorem (CLT) [17], we know that the density of the sum of two or more independent variables within \( s_k^L(t) \leq y \leq s_k^U(t) \) interval is the convolution of their densities [18]. That is, as we add more independent variables to the sum, the density of the sum tends to converge towards the normal density. If \( s_{q_k} \) is the distribution mean at time \( t \), let \( n_s \) be the number of real values within \( s_k^L(t), s_k^U(t) \), we expect \( n_s \rightarrow \infty \). Thus, the classical CLT states that as \( n_s \) gets sufficiently large, the distribution gets close to the normal distribution with mean \( s_{q_k} \) and variance \( \delta^2 \). As a result, within each closed set \([s_k^L(t), s_k^U(t)]\), we want \( s_{q_k}(t) \) to be as close to the mean \( s_{q_k} \) as possible. In the end, each attribute \( \alpha_{k_i} \) has a consequence of strategy that is either presented as a single value within \([0, 1] \) or as a continuous distribution in \([s_k^L(t), s_k^U(t)]\), dependent on whether \( i_{k_i} = 0 \) or not. This gives the decision maker the freedom to (a) develop a problem-solving approach on approximation and conduct sensitivity analysis as needed, or (b) perform discounting on each attribute over time once more data about each attribute become available and perform further sensitivity (or any other) analysis as needed. Since this model solely relies on current data based on the neutrosophic values of each attribute, we use an example in which we apply (a) and leave (b) for further discussions on this topic.

3 Computing example

3.1 Model example input and computation

We use an example in which we apply the definitions, lemmas, and remarks from Section 2. We use an objective tree over time that consists of \( N = 110 \) objectives, \( n = 11 \) objective levels derived from 11 time periods ranging from \( t = 0 \) to \( t = 10 \). We are also given 10 attributes, defined by the time-dependent set \( a = \{a_1, a_2, ..., a_{10}\} \), as seen in Table 1. We describe the time periods as a tuple \( t = (0, 1, ..., 10) \), in order to account for the initial knowledge or characteristics of attributes at time \( t = 0 \). At time \( t = 0 \), it is expected that the decision maker’s knowledge of each attribute and its relevance to objectives is precise, and therefore there are no indeterminacy and \( i_k = 0 \), with \( k \in [1, 10] \). It is also assumed that each attribute \( \alpha_k \) is a SVNS, therefore each \( \tau_{k_i}, k_{k_i} \), and \( f_{k_i} \) are in \([0, 1]\). Also, each \( \alpha_{k_i} \) is a 11-tuple in the form of equations (23) and (24). All simulations are run using the input values recorded in Tables 1 and 2. Neutrosophic components for each \( \alpha_{k_i} \), with \( t \in [1, 10] \), are recorded in Table 2.

We calculate the score, accuracy, and certainty values for each \( \alpha_{k_i} \) for all \( t \) using equations (18) through (20), as seen in Table 3. Using Definition 2.3 and equations (31) through (33), we then determine the imprecise consequences intervals for each \( \alpha_{k_i} \) in Table 4. As expected, since the neutrosophic values used for \( t = 0 \) have no indeterminacy, i.e., \( \bar{\alpha}_{k_i} = 0 \), the imprecise consequences intervals only take one value, which is the value of \( \tau_{k_i} \). In this case, the term “imprecise” is an oxymoron since technically, the consequence for each \( \alpha_{k_i} \) is precise at \( t = 0 \) and refers to the certainty of that \( \alpha_{k_i} \). At times \( t > 0 \), we have determined the imprecise consequence intervals with
both $s^L_k(t)$ and $s^U_k(t)$ endpoints for each attributes $a_k$. From Assumption 2.2, there is a continuous distribution between $s^L_k(t)$ and $s^U_k(t)$. This is also taken into account in our analysis.

### 3.2 Approximation-based approach

In Definition 2.4, Remark 4, and Lemma 2.2, we introduced the terms reverse indeterminate SVNSs and reverse imprecise consequence intervals for each attribute when presented with the scenario in which $i_k > i_k$. This is critical in determining one of the two endpoints in the imprecise intervals for each $a_k$ at time $t$ presented with an indeterminacy that is larger than 0.5. We also determined that, for distinct $k$, $l \in [1, m]$, having $[s^L_k(t), s^U_k(t)] \subseteq [s^L_l(t), s^U_l(t)]$ where $s_k = \min(i_k, i_k)$ and $s_l = \min(i_l, i_l)$ leads to the conclusion that $a_k \leq a_l$, from an attribute scoring or ranking standpoint. Depending on the number of objectives and attributes being present, drawing such conclusion can be a tough task for a fairly large number of attributes. Thus, we describe the following approximation-based approach to help determine the most relevant attribute(s) at time $t$, using equation (48). We assume that each imprecise consequence interval is a normal distribution, and we look at the median of each distribution at time $t$, denoted $s_{q_k}$. As seen in Table 5. Once again, at time $t = 0$, we had both endpoints being equal (See Table 4); therefore, for $t = 0$, $s_{q_k} = t_{k}$. For each $t$, the $s_{q_k}$ values from Table 5 are then normalized to generate each attribute weight value, denoted $s_{q_k}$ (See Table 6). The results from Table 6 allow the decision maker to rank each attribute based on the imprecise consequence values at each time $t$. As a result, to obtain the $s_{q_k}$ values in Table 6, at each $t$, with $m = 10$ and $k \in [1, m]$, we use

$$s_{q_k} = \frac{s_{q_k}}{\sum_{k=1}^{m} s_{q_k}}$$

and

$$\sum_{k=1}^{m} s_{q_k} = 1.$$  

#### 3.3 Interpretation of results and sensitivity analysis

By corresponding each weight value from Table 6 to its relative attribute, the decision maker can choose to prioritize directly based on these weight values. Additionally, these values can also be used to perform discounting on each attribute with the end goal being the prioritization of attributes at time $t$. Using discounting, however, is an extra measure for comparing attributes, for the purpose of this paper, it has been left to the decision maker's discretion. At first glance, it is easy to see that at time $t = 0$, attribute $a_5$ would be ranked first, followed closely by attribute $a_0$, then by $a_2$, $a_{10}$, $a_1$, $a_7$, $a_6$, $a_4$, $a_3$, and $a_8$, respectively. Doing the same for $t = 1$, the attribute ranking is $a_0$, $a_1$, $a_2$, $a_3$, $a_5$, $a_{10}$, $a_7$, $a_4$, $a_9$, and $a_8$, respectively. For $t = 2$, we have $a_{10}$, $a_2$, $a_6$, $a_1$, $a_7$, $a_3$, $a_4$, $a_8$, $a_5$, and $a_9$ in that order. The same process is used to determine the ranking or priority for the same attributes at times $t = 3, \ldots, 10$.

The approximation-based approach using the medians of the imprecise consequence intervals in Subsection 3.2 gives us an outlet in assigning a weighted value to each attribute because it allows us to bypass the need to compare each imprecise consequence interval with another (See Lemma 2.2). That approach, however, does not take into account whether attribute $a_k$ contains a favorable or unfavorable indeterminacy at time $t$. This stems from the fact that the median is the closest to the halfway point between $s^L_k(t)$ and $s^U_k(t)$, therefore that approach does not take into account whether $s_k = \max(i_k, i_k)$ (favorable indeterminacy) or $i_k = \max(s_k, s_k)$ (unfavorable indeterminacy). We know that each $s^L_k(t)$, $s^U_k(t)$ is a continuous distribution, so we define $e_k = \Delta s_{q_k}$ as an arbitrary infinitesimal variation from the median $s_{q_k}$ such that $s_{q_k}(t) - e_k < s_{q_k}(t) \leq s_{q_k}(t) - e_k$, at time $t$.

Thus, we recompute the weighted values ($s_{q_k}$) using

$$s_{q_k} = \begin{cases} s_{q_k} + \epsilon_k, & \text{if } i_k = \min(i_k, i_k) \\ \sum_{k=1}^{m} s_{q_k}, & \text{otherwise.} \end{cases}$$

(50)

For simplicity, we use the same $e_k$, throughout $t = 1, \ldots, 10$. However, it is normal to envision a case where the decision maker would choose a different $e_k$, value as $t$ progresses. Moreover, since at $t = 0$, there is no imprecise consequence interval for any of the attributes (See Table 4), the newly computed values only affect the previous weighted values from Table 6 for $t > 0$. Those newly computed weighted values are then reflected in Table 7 using $e_k = 0.1$.

As an interpretation of the results in Table 7, we can see that there are no new attribute weighting or ranking for $t = 0$, as expected. For $t = 1$, we have the attributes in which $i_k = \min(i_k, i_k)$ (i.e., $a_0$, $a_1$, and $a_5$, respectively), then followed by those in which $i_k \neq \min(i_k, i_k)$, such as $a_2$, $a_3$, $a_{10}$, $a_7$, $a_4$, $a_9$, and $a_8$, in that order. For $t = 2$, we have $a_{10}$, $a_2$, $a_6$, $a_1$, $a_7$, $a_3$, $a_4$, $a_8$, $a_5$, and $a_9$, in that order. The same process is repeated to determine the rankings at times $t = 3, \ldots, 10$.

As our first observation is that when $i_k = \min(i_k, i_k)$, attributes with the largest $\bar{a}_k$, and smallest $\hat{a}_k$, values yield a larger $s_{q_k}$ than those that do not. Moreover, we can see that when two or more attributes contain $i_k \neq \min(i_k, i_k)$, priority is given to the one(s) with the largest $\bar{a}_k$. This new ranking aligns more with Lemma 2.2 than the approximation-based approach of just using the normalized weights of the median values of the imprecise consequence intervals reflected in Table 6. For instance, at $t = 4$, $a_4$ has $i_k = 0.39$ while $i_k$ for $a_9$ is 0.198; we also can see that $0.711, 0.785 \leq 0.609, 0.87$, and according to both Lemma 2.2 and the $s_{q_k}$ values obtained in Table 7, we observe that $a_9$ would be ranked just ahead of $a_4$. As a result, where applicable, either Lemma 2.2 or the approach in equation (50) can be used to determine which attribute has the most impactful strategy between any given set of attributes, at a specific time in the future. The challenge, in applying the approach in equation (50), is how to determine which $e_k$ is best to facilitate prioritizing attributes with favorable indeterminacy over those with unfavorable indeterminacy. We can see that the standard deviations from the imprecise consequence interval medians, at each $t > 0$, are $0.178, 0.163, 0.247, 0.189, 0.179, 0.174, 0.11, 0.189, 0.166$, and 0.187, respectively. Thus, choosing $e_k = 0.1$ is a sensible pick. Any pick too small (i.e., $e_k \to 0$) would get us right around the median value, which defeats the purpose of establish some bias towards favorable indeterminacy. Any pick too large creates a significant gap between attributes with favorable indeterminacy and those with unfavorable indeterminacy. Ultimately, having the intervals available to the decision maker empowers them in choosing any approximation approach that suits the end-goal of the scenario at hand.

### 4 Future work and discussion

We have developed a DSS computation model for decision-support scenarios where we have $N$ objectives with $m$ attributes spanning over $n$ time periods. We represented each attribute in the form of a single-valued neurotic set and performed necessary operations to determine a specific set of strategies in which each attribute’s imprecise consequence were presented as a continuous distribution interval. We proceeded with defining a model to detect when indeterminacy is favorable or unfavorable, and presented approaches that help achieve that bias. We provided a computation example in which the model is used, and conducted a sensitivity analysis of the results. While this example provided a clear application of the model, certain areas still need further discussion. These areas, which can be
addressed in future research on this computation model, include the following:

1. Since each imprecise consequence is given in the form of a continuous distribution interval, assuming that the distribution is normal, would the normal density of each interval help establish a trend about each attribute?
2. Can the neutrosophic components of an attribute be linked with any property other than how impactful the attribute would be in the future?

5 References

6 Appendix

This appendix section contains tables that present the data used and the obtained results for the model computation example. A summary is as follows:

1. Table 1: Initial neutrosophic values for all attributes at time \( t = 0 \).
2. Table 2: Neutrosophic values for all attributes at \( 1 \leq t \leq 10 \).
3. Table 3: Score (\( \sigma \)), accuracy (\( \alpha \)), and certainty (\( \nu \)) values for all attributes’ SVNSs, at time \( t \in [0, 10] \).
4. Table 4: Imprecise consequence intervals for all attributes’ SVNSs, at time \( t \in [0, 10] \).
5. Table 5: Imprecise consequence intervals medians for at time \( t \), for each \( a_{k_t} \).
6. Table 6: Imprecise consequence weight values at time \( t \) for each \( a_{k_t} \), obtained via the normalization of the imprecise consequence values of \( a_{k_t} \) for each \( t \).
7. Table 7: Imprecise consequence weight values at future time \( t \) for each \( a_{k_t} \), obtained via adding or subtracting an arbitrary \( \epsilon_{k_t} = 0.1 \) from the imprecise consequence interval median for each attribute \( a_{k_t} \), depending on whether the value of \( i_{k_t} \) is less than 0.5 or not, at time \( t > 0 \).
| Table 1 | Initial neutrosophic values for all attributes, at time \( t = 0 \). |
| Neutrosophic Component | Attributes \( (a_k(t = 0)) \) |
| \( \tau_k \) | \( a_1 \) 0.381 0.74 0.149 0.258 0.97 0.515 0.565 0.144 0.925 0.634 |
| \( i_k \) | 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 |
| \( f_k \) | 0.419 0.26 0.851 0.742 0.03 0.485 0.435 0.856 0.075 0.366 |
| \( \tau_k \) | \( a_1 \) 0.913 0.636 0.624 0.374 0.504 0.989 0.471 0.009 0.35 0.477 |
| \( i_k \) | 0.434 0.861 0.749 0.829 0.001 0.29 0.981 0.867 0.755 0.512 |
| \( f_k \) | 0.087 0.364 0.376 0.626 0.496 0.011 0.529 0.991 0.65 0.523 |


| Table 2 | Neutrosophic values for all attributes, at \( 1 \leq t \leq 10 \). |
| Neutrosophic Component | Attributes \( (a_k(t > 0)) \) |
| \( \tau_k \) | \( a_1 \) 0.913 0.636 0.624 0.374 0.504 0.989 0.471 0.009 0.35 0.477 |
| \( i_k \) | 0.434 0.861 0.749 0.829 0.001 0.29 0.981 0.867 0.755 0.512 |
| \( f_k \) | 0.087 0.364 0.376 0.626 0.496 0.011 0.529 0.991 0.65 0.523 |
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Table 3 Score (σ), accuracy (α), and certainty (υ) values for all attributes’ SVNSs, at time \( t \in [0, 10] \).

<table>
<thead>
<tr>
<th>Function</th>
<th>Attributes</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
<th>( a_5 )</th>
<th>( a_6 )</th>
<th>( a_7 )</th>
<th>( a_8 )</th>
<th>( a_9 )</th>
<th>( a_{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_{a_1} (x) )</td>
<td>( a_{b_1} (t = 0) )</td>
<td>0.721</td>
<td>0.827</td>
<td>0.433</td>
<td>0.505</td>
<td>0.98</td>
<td>0.677</td>
<td>0.71</td>
<td>0.429</td>
<td>0.95</td>
<td>0.756</td>
</tr>
<tr>
<td>( a_{a_2} (x) )</td>
<td>( a_{b_1} (t = 1) )</td>
<td>0.162</td>
<td>0.48</td>
<td>-0.702</td>
<td>-0.484</td>
<td>0.94</td>
<td>0.03</td>
<td>0.13</td>
<td>-0.712</td>
<td>0.85</td>
<td>0.268</td>
</tr>
<tr>
<td>( a_{a_3} (x) )</td>
<td>( a_{b_1} (t = 2) )</td>
<td>0.581</td>
<td>0.74</td>
<td>0.149</td>
<td>0.258</td>
<td>0.97</td>
<td>0.515</td>
<td>0.565</td>
<td>0.144</td>
<td>0.925</td>
<td>0.634</td>
</tr>
<tr>
<td>( a_{a_4} (x) )</td>
<td>( a_{b_1} (t = 3) )</td>
<td>0.797</td>
<td>0.47</td>
<td>0.5</td>
<td>0.306</td>
<td>0.669</td>
<td>0.696</td>
<td>0.32</td>
<td>0.05</td>
<td>0.315</td>
<td>0.481</td>
</tr>
<tr>
<td>( a_{a_5} (x) )</td>
<td>( a_{b_1} (t = 4) )</td>
<td>0.38</td>
<td>0.805</td>
<td>0.362</td>
<td>0.263</td>
<td>0.316</td>
<td>0.676</td>
<td>0.427</td>
<td>0.319</td>
<td>0.235</td>
<td>0.924</td>
</tr>
<tr>
<td>( a_{a_6} (x) )</td>
<td>( a_{b_1} (t = 5) )</td>
<td>0.106</td>
<td>0.54</td>
<td>0.038</td>
<td>-0.414</td>
<td>-0.508</td>
<td>0.402</td>
<td>0.064</td>
<td>-0.448</td>
<td>-0.812</td>
<td>0.806</td>
</tr>
<tr>
<td>( a_{a_7} (x) )</td>
<td>( a_{b_1} (t = 6) )</td>
<td>0.913</td>
<td>0.636</td>
<td>0.624</td>
<td>0.374</td>
<td>0.504</td>
<td>0.989</td>
<td>0.471</td>
<td>0.009</td>
<td>0.35</td>
<td>0.477</td>
</tr>
<tr>
<td>( a_{a_8} (x) )</td>
<td>( a_{b_1} (t = 7) )</td>
<td>0.38</td>
<td>0.805</td>
<td>0.362</td>
<td>0.263</td>
<td>0.316</td>
<td>0.676</td>
<td>0.427</td>
<td>0.319</td>
<td>0.235</td>
<td>0.924</td>
</tr>
<tr>
<td>( a_{a_9} (x) )</td>
<td>( a_{b_1} (t = 8) )</td>
<td>0.106</td>
<td>0.54</td>
<td>0.038</td>
<td>-0.414</td>
<td>-0.508</td>
<td>0.402</td>
<td>0.064</td>
<td>-0.448</td>
<td>-0.812</td>
<td>0.806</td>
</tr>
<tr>
<td>( a_{a_{10}} (x) )</td>
<td>( a_{b_1} (t = 9) )</td>
<td>0.913</td>
<td>0.636</td>
<td>0.624</td>
<td>0.374</td>
<td>0.504</td>
<td>0.989</td>
<td>0.471</td>
<td>0.009</td>
<td>0.35</td>
<td>0.477</td>
</tr>
<tr>
<td>( a_{a_1} (x) )</td>
<td>( a_{b_1} (t = 10) )</td>
<td>0.106</td>
<td>0.54</td>
<td>0.038</td>
<td>-0.414</td>
<td>-0.508</td>
<td>0.402</td>
<td>0.064</td>
<td>-0.448</td>
<td>-0.812</td>
<td>0.806</td>
</tr>
<tr>
<td>Time (t)</td>
<td>precarious Consequence Median Values ((\tilde{\mu}<em>i)) for each (a</em>{i,k}) at Time t</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>---------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t = 0</td>
<td>0.581 0.74 0.149 0.258 0.97 0.515 0.365 0.144 0.925 0.634</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t = 1</td>
<td>0.536 0.68 0.512 0.362 0.33 0.634 0.521 0.351 0.229 0.768</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t = 2</td>
<td>0.315 0.338 0.176 0.766 0.184 0.829 0.734 0.758 0.636 0.338</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t = 3</td>
<td>0.318 0.503 0.336 0.748 0.244 0.59 0.35 0.576 0.77 0.233</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t = 4</td>
<td>0.396 0.529 0.487 0.19 0.174 0.628 0.488 0.734 0.497 0.392</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t = 5</td>
<td>0.448 0.324 0.419 0.215 0.554 0.566 0.696 0.724 0.536 0.194</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t = 6</td>
<td>0.454 0.498 0.457 0.347 0.323 0.169 0.479 0.39 0.543 0.546</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t = 7</td>
<td>0.678 0.547 0.674 0.396 0.188 0.27 0.728 0.327 0.704 0.406 0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t = 8</td>
<td>0.17 0.379 0.711 0.209 0.358 0.392 0.582 0.472 0.226 0.536</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t = 9</td>
<td>0.659 0.692 0.474 0.178 0.434 0.369 0.604 0.78 0.412 0.784</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time (t)</th>
<th>precarious Consequence Weighted Values ((\tilde{\mu}<em>i)) for each (a</em>{i,k}) at Time t</th>
</tr>
</thead>
<tbody>
<tr>
<td>t = 0</td>
<td>0.106 0.135 0.027 0.047 0.177 0.084 0.103 0.026 0.169 0.116 1.00</td>
</tr>
<tr>
<td>t = 1</td>
<td>0.148 0.113 0.111 0.08 0.096 0.158 0.092 0.033 0.076 0.093 1.00</td>
</tr>
<tr>
<td>t = 2</td>
<td>0.148 0.133 0.104 0.074 0.08 0.129 0.106 0.071 0.047 0.156 1.00</td>
</tr>
<tr>
<td>t = 3</td>
<td>0.062 0.067 0.035 0.151 0.036 0.163 0.145 0.149 0.125 0.067 1.00</td>
</tr>
<tr>
<td>t = 4</td>
<td>0.066 0.108 0.072 0.16 0.052 0.126 0.075 0.123 0.165 0.05 1.00</td>
</tr>
<tr>
<td>t = 5</td>
<td>0.096 0.057 0.118 0.046 0.042 0.152 0.118 0.178 0.121 0.071 1.00</td>
</tr>
<tr>
<td>t = 6</td>
<td>0.096 0.069 0.09 0.046 0.118 0.121 0.149 0.155 0.115 0.041 1.00</td>
</tr>
<tr>
<td>t = 7</td>
<td>0.108 0.118 0.109 0.083 0.077 0.04 0.114 0.093 0.129 0.13 1.00</td>
</tr>
<tr>
<td>t = 8</td>
<td>0.154 0.124 0.153 0.09 0.043 0.063 0.074 0.16 0.092 0.045 1.00</td>
</tr>
<tr>
<td>t = 9</td>
<td>0.042 0.094 0.176 0.052 0.089 0.097 0.144 0.117 0.056 0.133 1.00</td>
</tr>
<tr>
<td>t = 10</td>
<td>0.122 0.128 0.088 0.033 0.081 0.069 0.112 0.145 0.076 0.146 1.00</td>
</tr>
</tbody>
</table>
Table 7 Imprecise consequence weight values at future time $t$ for each $a_{kt}$, obtained via adding or subtracting an arbitrary $\epsilon_{kt} = 0.1$ from the imprecise consequence interval median for each attribute $a_{kt}$, depending on whether the value of $s_{kt}$ is less than 0.5 or not, at time $t > 0$.

<table>
<thead>
<tr>
<th>Time ($t &gt; 0$)</th>
<th>Imprecise Consequence Weighted Values ($\hat{s}<em>{qk}$) for $a</em>{kt}$ at Future $t$</th>
<th>$\sum_{k=1}^{10} \hat{s}_{qk}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t = 1$</td>
<td>0.167 0.094 0.092 0.06 0.115 0.177 0.073 0.014 0.057 0.074 0.923</td>
<td></td>
</tr>
<tr>
<td>$t = 2$</td>
<td>0.089 0.158 0.084 0.053 0.047 0.149 0.086 0.051 0.067 0.176 0.96</td>
<td></td>
</tr>
<tr>
<td>$t = 3$</td>
<td>0.042 0.047 0.015 0.171 0.056 0.183 0.164 0.169 0.145 0.047 1.039</td>
<td></td>
</tr>
<tr>
<td>$t = 4$</td>
<td>0.09 0.086 0.093 0.182 0.031 0.148 0.054 0.145 0.186 0.028 1.043</td>
<td></td>
</tr>
<tr>
<td>$t = 5$</td>
<td>0.12 0.033 0.142 0.07 0.067 0.177 0.094 0.202 0.145 0.095 1.145</td>
<td></td>
</tr>
<tr>
<td>$t = 6$</td>
<td>0.117 0.048 0.068 0.025 0.097 0.1 0.17 0.176 0.136 0.02 0.957</td>
<td></td>
</tr>
<tr>
<td>$t = 7$</td>
<td>0.132 0.142 0.132 0.059 0.101 0.064 0.09 0.069 0.153 0.154 1.096</td>
<td></td>
</tr>
<tr>
<td>$t = 8$</td>
<td>0.177 0.147 0.176 0.067 0.065 0.04 0.051 0.183 0.07 0.023 0.999</td>
<td></td>
</tr>
<tr>
<td>$t = 9$</td>
<td>0.067 0.069 0.201 0.027 0.064 0.122 0.119 0.142 0.061 0.158 1.05</td>
<td></td>
</tr>
<tr>
<td>$t = 10$</td>
<td>0.141 0.147 0.069 0.014 0.062 0.087 0.131 0.163 0.058 0.164 1.036</td>
<td></td>
</tr>
</tbody>
</table>