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Abstract

Fuzzy graph structures being an application of fuzzy sets to graph structures, are profusely applica-
ble in social science and environmental science. A neutrosophic graph structures are more flexible and
precise as compared to fuzzy graph structures. They are extensively helpful in decision-making prob-
lems. In this paper, we present concept of single-valued intuitionistic neutrosophic graph structures.
We introduce the certain operations on single-valued intuitionistic neutrosophic graph structures and
elaborate them with suitable examples. Further, we investigate some remarkable properties of these
operators. Moreover, we discuss a highly worthwhile real-life application of single-valued intuitionis-
tic neutrosophic graph structures in decision-making. Lastly, we elaborate general procedure of our
application by designing an algorithm.
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1 Introduction

Graphical models are extensively useful tools for solving combinatorial problems of different fields in-
cluding optimization, algebra, computer science, topology and operations research etc. Fuzzy graphical
models are comparatively more close to nature, because in nature vagueness and ambiguity occurs. There
are many complex phenomena and processes in science and technology having incomplete information.
To deal such cases we needed a theory different from classical mathematics. Graph structures as gener-
alized simple graphs are widely used for study of edge colored and edge signed graphs, also helpful and
copiously used for studying large domains of computer science. Initially in 1965, Zadeh [25] proposed the
notion of fuzzy sets to handle uncertainty in a lot of real applications. Fuzzy set theory is finding large
number of applications in real time systems, where information inherent in systems has various levels of
precision. Afterwards in 1986, Turksen [22] proposed the idea of interval-valued fuzzy set. But in various
systems, there are membership and non-membership values, membership value is in favor of an event and
non-membership value is against of that event. So, Atanassov [5] proposed the notion of intuitionistic
fuzzy set in 1986. The intuitionistic fuzzy sets are more practical and applicable in real-life situations.
Intuitionistic fuzzy set deal with incomplete information, that is, degree of membership function, non-
membership function but not indeterminate and inconsistence information that exists definitely in many
systems, including belief system, decision-support systems etc. That’s why in 1998, Smarandache [19]
proposed another notion of imprecise data named as neutrosophic sets. ”Neutrosophic set is a part
of neutrosophy which studies the origin, nature and scope of neutralities, as well as their interactions
with different ideational spectra”. Neutrosophic set is recently proposed powerful formal framework.
For convenient usage of neutrosophic sets in real-life situations, Wang et al. [23] proposed single-valued



neutrosophic(SVNS)set, that is generalized intuitionistic fuzzy set[5] with three independent components
having values in unit interval [0, 1]. Euler initiated graph theory by solving seven bridges problem in 1973.
In same year, Kauffman [13] defined fuzzy graph on the basis of Zadeh’s fuzzy relations [26]. Rosenfeld
[17] investigated fuzzy analogue of various graph-theoretic ideas in 1975. Later on, Bhattacharya gave
some remarks on fuzzy graph in 1987. Bhutani and Rosenfeld discussed M-strong fuzzy graphs with
their properties in [9]. Akram and Shahzadi [2] described the notion of neutrosophic soft graphs with
applications. In 2011, Dinesh and Ramakrishnan [12] put forward fuzzy graph structures and investigated
its properties. In 2016, Akram and Akmal [1] proposed the notion of bipolar fuzzy graph structures. In
this paper, we present concept of single-valued intuitionistic neutrosophic graph structures. We introduce
the certain operations on single-valued intuitionistic neutrosophic graph structures and elaborate them
with suitable examples. Further, we investigate some remarkable properties of these operators. More-
over, we discuss a highly worthwhile real-life application of single-valued intuitionistic neutrosophic graph
structures in decision-making. Lastly, we elaborate general procedure of our application by designing an
algorithm.

2 Single-Valued Intuitionistic Neutrosophic Graph Structures

Definition 2.1. [7, 8] A set I = {T1(v), I1(v), F1(v) : v € U} is said to be an intuitionistic single-valued
neutrosophic (ISVNS)set if,

1. min{T1(v), I1(v)} < 0.5, min{lz(v), F1(v)} <0.5, min{Fi(v), T1(v)} < 0.5.
2.0< TI(’U) + II(’U) + FI(U) < 2.

Definition 2.2. An ordered 3-tuple G = (U, v, e) is said to be a single-valued intuitionistic neutrosophic
graph, where, Ty, Fy,, I, : U — [0,1] denote truth, falsity and indeterminacy membership values of the
vertices in U and Te, Fe, Io : U x U — [0, 1] denote truth, falsity and indeterminacy membership values
of the edges (I, k) € E C U x U such that

1. To(l,k) < T()AT(k), Fo(l,k)<FI)VF(k), I,k <II)AIEK),Y1,keU.
2. Te(l,k) A Ie(l,k) <05, To(l,k) A Fa(k,1) <05, Io(l,k) A Fa(l, k) < 0.5,
3.0 < To(l, k) + Fo(l, k) + Lo (1, k) < 2

Definition 2.3. Consider a graph structure G = (P, Py, P, ..., P.), then G; = (0,01, 0, ..., 0,) is said
to be a single-valued intuitionistic neutrosophic graph structure(SVINSGS), if O = < 1,T(1),I(1), F(l) >
and Op = < (I,k),Th(l, k), In(l, k), Fy(l, k) > are single-valued intuitionistic neutrosophic(SVINS) sets
on the sets P and P, respectively such that

1. Th(Lk) <TA)ANT(k), ILn(lk)<I(I)ANI(k), Fn(l,k)<F()VvF(k),

2. Tr(lL k)N IR(LE) <05, Th(l, k) ANFr(l k) <05, In(,k)AFp(l, k) <0.5,

3. 0<Th(l,k) + In(Lk)+ Fr(l,k) <2, forall (I,k) € O, where h € {1,2,...,r}.
Where, O and Oy, are underlying vertex and h-edge sets of SVINSGS G; (h € {1,2,...,7}).

Example 2.4. A single-valued intuitionistic graph structure is represented in Fig. 2.1.
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Figure 2.1: A single-valued intuitionistic neutrosophic graph structure

Now we define the operations on SVINSGSs.

Definition 2.5. Let Gil = (01,011,012,...,01r) and Gig = (027021,022,...

Cartesian product of G;1 and Gjo, denoted by

Gi1 % Giz = (01 x O2,011 X O21,013 x Oaa,...,01, x Og,),

is defined as:

T(01 XOQ)(kl) = (TOI X TOz)(kl) — 40 (k) NTo, (l)
(1) § Lioix0.)(kl) = (lo, x Io,)(kl) = (k) Ao, (1)
Flo,x0,)(kl) = (Fo, x Fo,)(k ) 0, (k) V Fo,(I)

for all (ki) € Py x Ps,

T(Olthzh)(kll)(kl?) = (Tolh X Tozh)(kll)(kZQ) = Tol (k) A Tozh (1112)

(11) I(Olthzh)(kll)(kl?) = (Iolh X I02h)(kll)(kl2) = I01 (k) A I02h (lllQ)

F(Olthzh)(kll)(le) = (F01h, X FOzh)(kll)(kIQ) = FOI (k) 4 F02h, (lllQ)

forall k € P, , (lhlz) € Pop,

T(Olh X02h)(k1l)(k2l) = (T01h X TO2h) k1 )(kQZ) = T02 (l) A Tolh (kle)

(kql
(111) I(Om ><02h)(kll)(k21) = (Iolh X I02h)(kll)(k21) = I02 (l) A Iozh (kle)

F(Olthzh)(kll)(QQZ) = (F01h, X FOzh)(kll)(kQI) = FOz (l) \ FOzh (kle)

foralll € P, s (klkg) € Pip.

Example 2.6. Consider Gj1 = (O1,011,012) and Giz = (O2, 021, 02) are SVINSGSs of GRSs G4
= (P1, P11, P12) and Gy = (Pa, Py, Pag) respectively, as represented in Fig.

Pro = {kskq}, Por = {l1l2}, Paa = {l2l3}.
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Figure 2.2: Two SVINSGSs G and Gy

2.2, where P11 = {kika},
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,Q2r) be SVINSGSs.



Cartesian product of G;; and Gy defined as G x Gio = {01 %X 02,011 x Oz1, 012 X Oz2} is represented
in Fig. 2.3.
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Figure 2.3: Gﬂ X Gig

Theorem 2.7. Cartevsian prqduct Gi1 X Gio = (Ol X Og,Ou X Oa21,012 X Oaa,...,01, X Oa,) of two
SVINSGSs of GRSs G'1 and G5 is a SVINSGS of G1 x Gs.

Proof. We consider two cases:

Case 1. For k € Py, l1ls € Py,

T(01, x 01) (kl1) (kl2)) = To, (k) A To,, (r1l2)
< To, (k) AN [To,(l1) A To,(l2)]
= [To, (k) AN To,(l1)] A [To, (k) A To,(12)]
=T(0,x0,)(kl1) NT(0,x0,)(kl2),

10y, x0u) ((Kl1)(Kl2)) = Lo, (k) A Loy, (lil2)
< Io, (/f) A [102 (11) Ao, (12)]
= [lo, (k) A Io, ()] A [Lo, (k) A Lo, (12)]
= 1(0,x0,)(kl1) N (0, x0,)(kl2),



F0,,x0,,) ((kl1)(kl2)) = Fo, (k) V Fo,, (lil2)
< Fo, (k) V [Fo,(l1) V Fo, (l2)]
= [Fo, (k) V Fo,(lW)] V [Fo, (k) V Fo,(l2)]
= Fl0,x0,)(kl1) V F(0, x0,)(Kl2),

for kly,kls € Py X Ps.
Case 2. For k € Py, l1ls € Pyy,

T(04, x 01 (1K) (I2k)) = To, (k) A To,, (lil2)
< To, (k) A [To, (1) A To, (I2)]
= [To,(k) AN To, (I1)] A [To, (k) A To, (12)]
= T(0,x0,)(11k) NT(0, x0,)(I2k),

10y, x0u,) (1K) (12k)) = Lo, (k) A Lo, (lil2)
< Io, (k) Ao, (1) Ao, (12)]
= [lo, (k) A Lo, ()] A [Lo, (k) A Lo, (I2)]
= I(0,x0,)(l1k) N (0, x0,)(l2k),

Flo1,x0u) (1K) (I2k)) = Fo, (k) V Fo,,, (lil)
§F02( ) [Fol(ll)\/Fol(l2)]
= [Fo, (k) V Fo, (1) V [Fo, (k) V Fo, (I2)]
= Fo,x0,)(l1k) V F0, x0,)(l2k),
for Ik, ok € Py X Py
Both cases exists Vh € {1,2,...,r}. Hence we get proof. O

Definition 2.8. Let Gil V: (Ol, 011, 012, ey er) and Gig = (02, 021, 022, ceey QQT) be SVINSGSs.
Cross product of G;1 and G2, denoted by

Gi1 % Gia = (01 % 02,011 % Oa1, 012 % Oaa, . .., O1, % Oa,.),

is defined as:

T(Ol*OQ)(kl) = (Tol * Toz)(kl) 1(k) A T02( )
(1) § L01+0,)(Kl) = (o, * Lo,)(kl) = (/f) Ao, (1)
F0,+0,)(kl) = (Fo, * Fo,)(kl ) 0, (k) V Fo,(l)

for all (ki) € Pi x Ps,

T(0,y%00) (k1l1) (K2l2) = (To,, * To,,)(k1l1)(k2l2) = To,, (k1k2) A To,, (l1l2)
(i) § L01p#0um)(k1l1)(k2l2) = (o, * Loy, )(k1l1)(k2l2) = Loy, (k1k2) A Loy, (ll2)
F(Olh*OZh,)(klll)(k2l2) = (F01h, * FOzh)(klll)(kQIQ) = FOlh (kle) \ F02h, (1112)
for all (k‘lkg) € P, (lllg) € Pyy,.

Example 2.9. Cross product of SVINSGSs Gﬂ and Gig shown in Fig. 2.2 is defined as Gﬂ * Gig =
{O1 % 02,011 % O21,012 * O23} and is represented in Fig. 2.4.
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Figure 2.4: Git * Gia

Theorem 2.10. Qross product Gy *Gigv = (Q1 *0g, 011 %021, 012%Oaa, ..., 01, %02;) of two SVINSGSs
of GRSs Gy and G5 is a SVINSGS of Gy * Gs.

Proof. For all kily, kals € Py x Py

T(Olh*Ozh)((/flll)(kglg)) =To,, (kiks) A To,, (I112)
< [To, (k1) A To, (k2)) A [To, (1) A To, (12)]
= [To, (k1) A To, ()] A [To, (k2) A To, (I2)]
= T(0,+0:) (k111) AN T(0, 0, (k2l2),

1(04,+00) (k1) (ka2l2)) = To,), (k1k2) A To,, hil2)
< o, (k1) Mo, (k2)] A Lo, (L) A Lo, (12)]
= [0, (k1) Ao, ()] A [o, (k2) Ao, (12)]
= 1(0,+0,)(k1l1) N (0, +0,)(k2l2),

Fi0,,%0.) ((k1l1)(kal2)) = Fo,, (kik2) V Fo,, (l112)
< [Fo, (k1) V Fo, (k2)] V [Fo,(h) V Fo, (12)]
= [Fo, (k1) V Fo, ()] V [Fo, (k) V Fo, ()]
= F(0,+0,)(k1l1) V F(0,+0,)(k2l2),

for h € {1,2,...,r}. This gives proof. O

Definition 2.11. Let Gi1 = (01,011,012, ...,01,) and Giz = (03,041,022, ..., O2,) be SVINSGSs.
Lexicographic product of G;; and G;2, denoted by

éil o éiQ = (01 L4 02, O 0217012 o 022, .- -7017’ L4 Ozr),

is defined as:

T(0,004)(kl) = (To,  To,)(kl) = To, (k) A To,(1)
(1) 1(01002)(kl) = (IOl b 102)( ) (k) A 102( )
F(0,00,)(kl) = (Fo, ® Fo,)(k ) 0. (k) V Fo, ()

for all (kl) € P1 x P,

I(Ow'Ozh)(kll)(kl?) = (I01h b Iozh)(kll)(kIQ) = IOl (k) A Iozh (1112)
F(Olh'02h)(kl1)(kl2) = (Folh d FOzh)(kll)(kZQ) = FOl (k) \ Fozh (lllQ)
for all k € Py , (I1l2) € Pap,

{ T(01h002h)(k11)(k12) = (Tolh b T02h)(kll)(k12) =To, (k) N To,, (1112)
(i)



T(0,1,000,) (k1l1)(k2l2) = (To,, ® To,,)(k1l1)(k2l2) = To,, (k1k2) A To,, (l1l2)
(iil) § 101,000, (k1l1)(k2l2) = (1o, ® Loy, )(k1l1)(kal2) = o, (k1k2) A Loy, (l1l2)
F(Om'Ozh)(klll)(k?lQ) = (F01h, b FOzh)(klll)(kQIQ) = FOlh (kle) \ F02h, (1112)

for all (/ﬁkg) e Py, , (lllg) c Pyy,.

Example 2.12. Lezicographic product of SVINSGSs Gi1 and G, shown in Fig. 2.2 is defined as
Gi1 0 Gio = {01 € 03,011  O21,012 @ Oz} and is represented in Fig. 2.5.
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Figure 2.5: Gﬂ ° Gig

Theorem 2.13. Lexicographic product Gi1 0 Gy = (O1 002,011 € 031,012 0 O2a,...,01, 8 Os,.) of two

SVINSGSs of the GRSs G and Go is a SVINSGS of Gy e Go.
Proof. We consider two cases:
Case 1. For k € Py, l1ls € Py,

T(0,,00s,) ((kl1)(Kl2)) = To, (k) A To,, (lil2)
< To, (k) A [To,(l1) N To,(12)]
= [To, (k) NTo,(I1)] A [To, (k) A To,(12)]
=T1(0,00,)(kl1) AN T(0,00,)(Kl2),

—~

1(0,,,00.:) ((Kl1)(Kl2)) = 1o, (k) A Loy, (lil2)
< Io, (k) A [Io,(I1) A Io, (12)]
= [Lo, (k) A Lo, ()] A [Lo, (k) A Lo, (I2)]
= 1(0,00,)(kl1) N 1(0,00,)(Kl2),

—~



F(0,,00,:)((kl1)(kl2)) = Fo, (k) V Fo,, (lil2)
< Fo, (k) V [Fo,(l1) V Fo,(l2)]
= [Fo, (k) V Fo, ()] V [Fo, (k) V Fo,(l2)]
= Fl0,00,)(kl1) V F(0,00,)(Kl2),

for kly,kls € P o Ps.
Case 2. For ki1ky € Plh,lllg € Py

T(04,000,) ((k1l1)(k2l2)) = To,, (k1k2) A To,, (lil2)
< [To, (k1) A To, (k2)] A [To, (1) A To, (I2)]
= [To, (k1) N To, ()] A [To, (k2) A To, (I2)]
=T(0,00,)(k111) N T(0,60,) (k2l2),

1(0,1,000,) ((k1l1)(k2l2)) = Io,, (k1k2) A Lo, (lil2)
< [o, (k1) Ao, (k2)] A [Lo, (1) A o, (I2)]
= [Lo, (k1) Ao, ()] A [Lo, (k2) A Lo, (12)]
= 1(0,00,)(k1l1) N 1(0,00,)(k2l2),

F(0,),00,,) ((k1l1)(k2l2)) = Fo,, (kik2) V Fo,, (l1l2)
< [Fo, (k1) V Fo, (k2)] V [Fo,(l1) V Fo, (12)]
= [Fo, (k1) V Fo,(l1)] V [Fo, (k2) V Fo, (12)]
= F(0,00,) (k1l1) V F(0,60,) (k2l2),

for kily,kols € Py o Ps.
Both cases hold for h € {1,2,...,r}. Hence we get proof.

O

Definition 2.14. vLet Gil V: (Ol, 011, 012, e ;Olr) and Gig = (02, 021, 022, ceey Ogr) be SVINSGSs.
Strong product of G;1 and G2, denoted by

Git ®Giz = (01 ® 02,011 ® 021,015 8 Oga, ..., 01, K O3,.),

is defined as:

T(OﬂZIOz)(kl) = (Tol ®T02)(k ) 1(k) A TOz( )
(1) § Lomo,) (k) = (Io, W Io,)(kl) = (k) N lIo,(1)
Fo,m0,)(kl) = (Fo, ® Fo,)(k ) o0, (k) V Fo,(l)

for all (ki) € Pi x Ps,

T(Olhx02h)(kl1)(kl2) = (T01h X Tozh)(kll)(kZQ) = TOl (k) A TO2h (lllQ)
(11) I(Olhgozh)(kll)(kIQ) = (I01h X I02h)(kll)(k12) = I01 (k) A I02h (1112)
F(Olhgozh,)(kll)(klz) = (F01h, X FOzh)(kll)(kIQ) = FOI (k) \ F02h, (1112)
forall k € P, R (1112) S Pgh,

T(Olh®02h)(kll)(k21) = (Tolh X TOzh)(kll)(kQZ) = T02 (l) A TOlh (kle)
(111) I(Olth%,)(kll)(le) = (Iolh X Iozh)(kll)(kQZ) = IO2 (l) A Iozh (kle)
F(Olth%)(kll)(le) = (Folh, X FOzh)(kll)(kQZ) = F02 (l) \ FO2h (kle)
foralll € P, , (klk‘g) S P1h7



T(0,,R80.,) (k111)(k2l2) = (To,, X To,, )(ki1l1)(k2l2) = To,, (k1k2) A To,, (l1l2)
(iv) § L(0,,R0u) (F1l1)(k2l2) = (0,, W10, )(kil1)(kal2) = lo,, (k1k2) A lo,, (l112)
F(Olhgozh)(klll)(kQIQ) = (Folh X F02h)(klll)(k212) = FOlh (kle) Vv F02h, (1112)
for all (/ﬁkg) € P, (lllg) € Pyy,.

Example 2.15. Strong product SVINSGSs Gi1 and Gyo shown in Fig. 2.2 is defined as G X Gyp =
{01 ® 02,011 B 21,012 K O23} and is represented in Fig. 2.6.
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Figure 2.6: G;1 X Gio
Theorem 2.16. Strong Pmduct G“ X Gio = (O1 @ OQ,Qll X 021,012 K Oag,...,01, K Os,) of two
SVINSGSs of the GRSs G1 and G5 is SVINSGS of G1 K G>.
Proof. There are three cases:
Case 1. For k € Py, l1ls € Py,

T(0,,80,,) ((kl1)(kl2)) = To, (k) A To,, (Lil2)
< To, (k) A [To,(l1) A To,(l2)]
(

= [To, (k) AN To, ()] A [To, (k) A To,(12)]
= T(OﬂZlOz)(kll) A T(01®O2)(k12)a



1(0,,80.,) ((kl1)(kl2)) = Lo, (k) A Lo, (lil2)
< Io, (k) Ao, (1) Ao, (12)]
= [lo, (k) A Lo, ()] A [Lo, (k) A Lo, (I2)]
= I(0,80,)(kl1) A L(0,m0,)(kl2),

F(0,,80.,,)((kl1)(kl2)) = Fo, (k) V Fo,, (lil2)
< Fo, (k) V [Fo,(l1) V Fo, (l2)]
= [Fo, (k) V Fo, ()] V [Fo, (k) V Fo,(l2)]
= F0,r0,)(kl1) V Flo,m0,)(kl2),
for kly,kls € Py X Ps.

Case 2. For k € Py, l1ls € Pyy,

T(0,,80.,) (1K) (I2k)) = To, (k) A To,, (lil2)
< To, (k) A [To, (1) A To, (I2)]
= [To, (k) NTo, (I1)] A [To, (k) A To, (I2)]
= T(0,80,) (11k) N T(0,80,)(I2k),

1(0,,80.,,) (1K) (12k)) = 1o, (k) A lo,, (lil2)
<Ip, (/f) A [Iol (ll) Ao, (12)]
= [lo, (k) A Lo, ()] A [Lo, (k) A Lo, (I2)]
= l(0,80,)(l1k) A L(0,m0,)(l2k),

F0,,80,,) ((l1k)(12k)) = Fo, (k) V Fo,, (l1l2)
< Fo, (k) V [Fo, (l1) V Fo, (I2)]
= [Fo, (k) V Fo,(l1)] V [Fo,(k) V Fo, (I2)]
= Flo,x0,)(l1k) V F0,x0,)(l2k),
for l1k, Ik € P X Ps.
Case 3. For every kiks € Pip,l1ls € Pop,

T(0,,80,,) ((k1l1)(k2l2)) = To,, (k1k2) A To,, (l1l2)
< [To, (k1) A To, (k2)] A [To, (1) A To,(12)]
= [To, (k1) A To, ()] A [To, (k2) A To, (12)]
=T(0,x0,)(k1l1) AN T(0,80,)(k2l2),

1(0,,800,) ((k1l1)(k2l2)) = lo,), (k1k2) A Lo, (l1l2)
< [o, (k1) Ao, (k2)] A [Lo, (1) A Lo, (12)]
= [lo, (k1) Ao, (I1)] A Lo, (k2) A Lo, (12)]
= I(0,R0,)(k1l1) A L0,0,)(kal2),

F(0,,80.,)((k1l1)(k2l2)) = Fo,, (k1k2) V Fo,, (Lil2)
< [Fo, (k1) V Fo, (k2)] V [Fo, (1) V Fo, (12)]
= [Fo, (k1) V Fo,(l1)] V [Fo, (k2) V Fo,(l2)]
= Fl0,80,)(k1l1) V F(0,00,)(kal2),
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for kili, kols € Py &Pg, and h = 1,2,...,r
This gives proof.

Definition 2.17. Let G'ﬂ = (01,011,012, ...
Composition of G;; and G2, denoted by

Gi10Giz = (01 004,011 0 021,012 0 O, ...,

is defined as:

,01,) and Gy = (Og,041, 099, ...,

=To, (k) A To,, (l1l2)

T(O1002)(kl) = (Tol o TOz)(k ) - 1(k) A TOz( )
(1) § L(0100:)(kl) = (Io, © lo,)(kl) = (/f) Nlo, (1)
F(0,00,)(kl) = (Fo, o Fo,)(k ) 0. (k) V Fo, ()
for all (ki) € Py x Ps,
T(Olh002h)(kl1)(kl2) = (T01h © TOzh)(kll)(le)
(11) I(Olh002h)(kl1)(kl2) = (Iolh, © Iozh)(kll)(kZQ) = IOl (k) A Iozh (lllQ)

F(OlhoOZ}L)(kll)(kl2) = (F01h, o F02h)(kll)(k12)
for all k € P, s (lllg) € Py,

{ T(OlhoOZh)(kll)(kQI) = (T01h, © T02h)(k )(le)
(iii) I(OwOOzh)(kll)(k?l) =

F(Olh002h)(k1l)(k2l) = (Folh, © FOzh)(
foralll € P, , (klkg) € Plha
T(01h002h)(k1l1)(k2l2) =
I(OwOOzh)(klll)(le?) =

F(0,,,00,,) (k1l1)(k2l2) = (Fo,, © Fo,,)(kil1)(k2l2)
for all (/ﬁkg) e Py, , (lllg) € Pyj, such that [ 75 ls.

1)(kal) =

(. ) (T01h OTOzh)(klll)(k‘ng)

= FO1 (k) N F02h, (1112)

l To, (l) A Tolh(kle)
(Iolh ° IOQh)(k )(le) - Ioz (l) A I02h (kle)
1 Fo, (1) V Fo,, (kiks2)

Olr o OZT)a

O
Oar) be SVINSGSs.

= TOlh (kle) A TO2 (ll) A TO2 (lQ)
(I01h o I02h)(klll)(k212) = Iolh(kle) A Ioz (ll) A Ioz (12)
= FOlh (kle) N FOz (ll) \ FOz (12)

Example 2.18. Composition of SVINSGSs Gi1 and Gy2 shown in Fig. 2.2 is defined as G oG =

{01 002,011 0 021,012 0 023} and is represented in Fig. 2.7.

k111(0.2,0.2,0.6) k112(0.3,0.2,0.6)
O11 0 021(0.2,0.2,0.6)

k113(0.5,0.2,0.6)
D 012 0022(0.3,0.2,0.6) Q®

k211(0.2,0.2,0.8)

k212(0.3,0.3,0.8)

11

_ D e
9] . €9 y 0
<) :1}@ = Ozx\ Oq,xk S
o o N0 of

N )
= o o % =
(=) = S
X ‘% 8 4 S
Q (@) 6‘ 011 Oo QN
o 2, o o, 2, o
= Q = 1(09 @ =
o 2 o ]
Q ) 2 0 .}

2 8) <
O11 0 021(0.2,0.2,0.8) U»d/ 012 002:(0.3,0.3,0.8) 73,

k213(0.5,0.3,0.8)



kal1(0.2,0.2,0.6)

k312(0.3,0.3,0.4)

kal3(0.5,0.3,0.6)

0120022(0.2,02,06) 5 O120022(0.3,0.3,0.6) o>
B Q.
< Q‘}“Q B @94’0'%@ /e
S > S N S
al S o5 0% o o
o o> = % 3
\:% 9 m 2. %
R <, 8 E\ R
Q 2S S G o) )
o 2.
g YO |2 N |
o A Q 02 0 S
‘2 6]
012 0022(0.2,0.2,0.6) %5, 0120022(0.3,0.3,06) <

k311(0.2,0.2,0.4)

k4l2(0.3,0.3,0.6)

k313(0.4,0.3, 0.5)

Figure 2.7: Gi1 0 Gio

Theorem 2.19. The composition Gi1 o Gig = (01 0 02,011 0 031,012 0 O, ...,
SVINSGSs of GRSs G1 and Go is SVINSGS of G1 o Gs.

O1, 0 Oa,.) of two

Proof. We consider three cases:

Case 1. For k € Py, l1l3 € Py,

T(Olhoozh) ((kl1)(kl2))

= TO1 (k) A T02h (1112)

STOl( )

[T02

= [Tol( )/\TOQ

(
(

11) Ao, (12)]

1)) A

[To, (k) A To, (I2)]

= T1(0,00,)(kl1) A T(0,00,)(Kl2),

I(Olhoo2h)((kll)(kl2)) = IOl (k) A Iozh

F(Owoozh) ((kll)(kZQ))

éIol( )

[I02

—_

lils)

) Ao, (12)]

= [101( )/\102(l )] A

[Lo, (K) A o, ()]

= I(OloOz)(kll) N 1(01002) (kla),

= FO1 (k) N FOzh (1112)

SFOI( )

[F02

:[Fol( )\/FO2

(
(

)V Fo, (l2)]

h)]

V [Fo, (k) V Fo, (l2)]

= Fl0,00,)(kl1) V F(0,00,) (Kl2),
for kly,kls € Py o Ps.
Case 2. For k € Py, l1ls € Py,

1(0,11,004,) (1K) (12K))

= TOz (k) A TOlh (1112)

< TOQ( )
= [TOQ( )/\

[TOI
To,

(
(

l1) NTo, (l12)
)] A

=T1(0,00,)(l1k) A T(0,00,)(l2K),

104,000, ((L1k) (I2k)) = Io, (k) A Loy, (l1l2)

éIoz( )

[IO1

= [102( ) A IOl
= 1(0,00,)(11k) AN 1(0,00,)(12k),

12

(
(

) Ao, (I2)]
)] A

[102( ) A IOl( )]

]
[To, (k) A To, (l2)]



F(0,,00,,) ((L1k)(I2k)) = Fo, (k) V Fo,, (l1l2)
< Fo, (k) V [Fo,(l1) V Fo, (I2)]
= [Fo, (k) V Fo, ()] V [Fo, (k) V Fo, (I2)]
= F(0,00,)(l1k) V F(0,00,) (l2k),

for I1k, sk € Py o Ps.
Case 3. For kiks € Pyp,lq,1lo € P such that I; # I

T(04,000,) ((k1l1)(k2l2)) = To,, (k1k2) A To, (1) A To,(l2)
< [To1 (/fl) ANTo, (kz)] ANTo, (ll) ANTo, (12)
= [To, (k1) NTo, ()] A [To, (k2) A To, (I2)]
= T1(0,00,) (k111) AN T(0,00,) (k2l2),

1(0,),000,) ((k1l1)(k2l2)) = Io,, (k1k2) A Lo, (1) A Lo, (l2)
< [o, (k1) Ao, (k2)] A [Lo, (1) A Lo, (I2)]
= [Lo, (k1) A o, ()] A [Lo, (k2) A Lo, (12)]
= 1(0,00,)(k1l1) N 1(0,00,)(k2l2),

F(0,,,00.,) ((k1l1)(k2l2)) = Fo,, (kik2) V Fo, (1) V Fo,(l2)
< [Fo, (k1) V Fo, (k2)] V [Fo,(l1) V Fo, (12)]
= [Fo, (k1) V Fo,(l1)] V [Fo, (k2) V Fo, (12)]
= Fl0,00,)(k1l1) V F(0,00,) (k2l2),

for klll, koly € Py o Ps.
All cases holds for h =1,2,...,r. This gives proof. O

Definition 2.20. Let Gii = (01,011,012, ...,01,) and Giz = (03,041,022, ..., O2,) be SVINSGSs.
Union of G;1 and G2, denoted by

Gi1 UGi2 = (01 UOg,011 UO21,012 U Oga, ...,01, U Og,.),

is defined as:

T(OlLJOz)(k) (To, UTo,)(k) = To, (k) V To, (k)
(1) § Lo.u0.) (k) = (lo, Ulo,)(k) = (’f) Vv Io, (k)
Fo,00,) (k) = (Fo, U Foz)(k) 0.1 (k) A Fo, (k)

for all k € P U Ps,

T(OthOQh)(kl) = (TOI}L U To2h)(kl) = TOI}L (kl) \ TO2h (kl)
(11) I(Owuozh)(kl) = (Iolh U I02h)(kl) = Iolh (kl) \ I02h (kl)
F(OthO2h)(kl) = (Folh U F02h)(kl) = FOlh (kl) A FOzh (kl)
for all (kl) € Pyj, U Pay,.

ExamPle 2.21. Union of two SVINSGSs G;; and Gjs shown in Fig. 2.2 is defined as
G UG = {01 UO3,011 UO21,012 UOa2} and is represented in Fig. 2.8.
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%1(0.5,0.2,0.6)
p

O12 U 022(0.5, 0.4, 04)

k4(05,0.3,0.6)

011 U ()21(0.37 0.3, 0‘3)

15(0.5,0.4,0.5) 15(0.3,0.3,0.4)

O11 U 041(0.5,0.3,0.6)
O12 U 022( .5,0.3, 0‘4)

[ ]
k2(0.5,0.3,0.8)

Figure 2.8: G U Gio

Theorem 2.22. Um'on Gﬂ U Gig = (01 U 02, 011 U 021, 012 U 022, ey

the GRSs G1 and Go is SVINSGS of G1 U Gs.
Proof. Let ki1ks € Pip U Pyp. There are two cases:

Case 1. For ki, ks € P1, by definition 2.20, Tp, (k1) = To, (k2) =
Io% (klkg) = 0, F02 (/fl) = F02 (kz) = F02h (klkg) = 0, SO

To,,

= TOlh

[ (oft (kl

= [To, (k1) Vv

= [To, (k1) V To, (k)] A

T(OthO2h)(k1k2) (
(k1k2) V
A TO1 (kQ)] V0

~— ~—

kika) v Tozh(klkz)

1:(0.2,0.2,0.3)

[ ]
k3(0.4,0.3,0.4)

O1,UOs,.) of two SVINSGSs of

To,, (k1k2) = 0, Io, (k1) = Io, (k) =

0J A [To, (k) V 0]
[To, (k2) V To, (k2)]

= T(0,00,) (k1) N T(0,00,)(k2),

I(Oth02h)(k1k2) = (kle) \/Ith (kle)
o (

kika) vV

1h

[ 01 (k1) A Iol(k2)]
= [lo, (k1) v

= [I01 (kl) V1o, (kl)]
=1

0] A [Iol(k2) V0]
[I01 (kQ) \ Ioz (kQ)]

= 1(0,00,) (k1) A L(0,00,)(k2),

Fl0,,005,) (k1k2) =

= Fo,,(kike) A

< [F 1(k1)VF (k2)] A

= [Fo, (k1) AO] v
)

(o1
= [F01 (kl A FOz (kl)]

FOlh (kle) A FOzh (kle)

[Fo, (k‘z) A 0]
[FOI (kQ) N Fo, (kQ)]

= Fl0,00:) (k1) V Flo,00,)(k2),

for k1,ke € Py U Ps.

14



Case 2. For k1, ke € P, by definition 2.20, To, (k1) = To, (k2) = To,, (kik2) = 0, Io, (k1) = Io, (k2) =
Iolh(klkg) = 0, F01 (/fl) = F01 (qg) = FOlh (klkg) = 0, SO

101,004, (k1k2) = To,, (k1k2) V To,, (k1k2)
= To,, (kiks) V 0
< [To, (k1) ANTo,(k2)] VO
= [To, (k1) VO] A [To,(k2) V0]
= [To, (k1) V To, (k)] A [To, (k2) V To, (k2)]
= T(0,00,) (k1) A T(0,00,)(k2),

I(Omuozh) (q1k2) =

)/\102(’f2)]

kl) 0] A [102(’f2)\/0]

01 (k1) V 1o, (k1)] A [Lo, (k2) V Lo, (k2)]
I(OluOg)(kl) N 10,00,)(k2),

F(0,,004m)(k1k2) = Fo,,
= FO2h k1k )
< [F, 2(/f1)\/F02(/f2)]
= [Fo, (k1) NO] V [Foz(/f2) A 0]
= [Fo, (k1) A Fo, (k)] V [Fo, (k2) A Fo, (k2)]
= F0,00,) (k1) V Flo,00,)(k2),

(k1k2) A Fozh(/flkz)
(

for k1, ke € Py U Ps.
Both cases hold Vh € {1,2,...,7}. So, we get proof. O

Theorem 2.23. Let G = (P1 U Py, P11 UPsy, PigUPog, ..., P UPs,) be thevum‘on of two GRSs G1 =
(Pl,Pu,Plg, .. Plr) and G2 = (PQ,PQl,PQQ, . Pgr) Then 6’06’/‘y SVINSGS G = (0,01,02, ...,Or) Of
G is union of the two SVINSGSs G;1 and Gia of GRSs G1 and G, respectively.

Proof. Firstly, we define O1, 02,01, and Ogy, for h € {1,2,...,7} as:
TO1 (k) = To(k)a-[01 (k) = Io(k)7F01 (k) = Fo(k)v ifke P
TOz(k) = To(k)aIOz(k) = Io(k)vFO2(k) = Fo(k)v ifke P

To,, (kikz) = To, (k1k2), Loy, (kik2) = lo, (k1k2), Fo,, (kik2) = Fo, (kiks), if kiky € Pin, To,, (kik2) =
Toh(k‘lk‘g),fo%(k‘lkg) = Ioh(klkg),FO2h(k1k2) = Foh(k‘lkg), if klk‘g S Pgh. Then O = 01 U 02 and
O = 01, UOgp, h € {1,2,...,7“}.

Now for k1ko € Py, L =1,2, h=1,2,...,7

To,, (kikz) = To, (kik2) < To (k1) A To(ks) =

loy, (kiks) = o, (k1k2) < Io(k1) Alo(ke) =

Fo,, (kik2) = Fo, (k1kz2) < Fo(k1) V Fo(kz)

ie.,

Ga = (01,011,042, ..., Oy,) is a SVINSGS of Gy, 1 = 1,2.

Thus G; = (0,01, 0, ...,0,), a SVINSGS of G' = G'1 UG, is union of the two SVINSGSs G;; and Gi».
O

To, (k1) A To, (k2),
I L( )/\IOL(kQ)
= Fo, (k1) V Fo, (k2),

15



Definition 2.24. Let Gl} = (Ol,VOu, 012, ceey Olr) and Gig = (OQ, 021, 022, ceey OQT) be SVINSGSs and
let P1 NP, = 0. Join of G;; and Gy2, denoted by

Gi1 + Giz = (01 + 02,011 + 021,015 + Oaa, ..., O1, + O2,.),

is defined as:

) T(01+O2)(k) = T(O1 UOz)(k)
(1) I(01+O2)(k) = I(O1U02)(k)
F(01+02)(k) = F(01U02)(k)
for all k € P, U P,

T(01h+02h)(kl) = T(OliLUOZ}L)(kl)
(ﬁ) I(Olh+02h)(kl) = I(Othozh)(kl)
F(Olh+02h)(kl) = F(OthO2h)(kl)

for all (kl) € Pyj, U Pay,

T(OthrOzh)(kl) = (TOI}L + TOzh)(k ) - 1(k) A TO2( )
(i) § Lo1p+0zm) (kL) = (Lo, + Loy, )(kl) = (k) Ao, (1)
F(Olh“ro2h)(kl) = (Folh +F02h)( ) ( )\/FOQ( )
forallke P, ,l € Ps.

Example 2.25. Join of two SVINSGSs G;1 and G shown in Fig. 2.2 is defined as
Gi1 + Gi2 = {01 + 02,011 + 021,012 + O22} and is represented in the Fig. 2.9.

15(0.3,0.3,0.4)

13(0.5,0.4,0.5)
(02020

O11 +/021(0.5, (.3, 0.6)

k2(0.5,0.3,0.8) k3(0.4,0.3,0.4)
Figure 2.9: Gi + Giz

Theorem 2.26. The join Gi + Giz = (014 02,011 + 021,012+ O, ..., 01, + 02, of two SVINSGSs
of GRSs G1 and G is SVINSGS of Gq + G-.
Proof. Let kiks € Pip, + Pop. There are three cases:

Case 1. For kl, kg S Pl, by definition 2.247 TO2 (kl) = T02 (/{32) = Tozh (/ﬁkg) = 0, 102 (k?l) = IO2 (k‘g) =
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Iozh (kle) =0, FOz (kl) = FOz (k2) = F02h, (kle) =0, so,

T(01, +0a1) (k1k2) = To,, (k1k2) V To,, (k1k2)
=To,, (kik2) VO
< [To,(k1) ANTo,(k2)] VO
= [To, (k1) VO] A [To, (g2) Vv 0]
= [To, (k1) V To, (k1)] A [To, (k2) V To, (k2)]
= T(0,+0,) (k1) N T(0,+0,)(k2),

10, +0.) (k1k2) = Io,, (k1k
= Io,, (k1k2) VO
< [{o, (k1) Ao, (k2)] VO
= [Lo, (k1) VO] A [1o, (k2) V 0]
= [Lo, (k1) V Lo, (k1)] A [Lo, (k2) V 1o, (k2)]
= 1(0,+0,) (k1) N (0, +0,)(k2),

2) V Loy, (kikz)

WPT@?T

F(0,,+0u,) (k1k2) = Fo,, (k1k2)
= Fo,, (k1k2) A

<[F 1(k1)VFol(k2)]

= [Fo, (k1) A O] V [Fol(kz)AO]

= [Fo, (k1) A Fo,(k1)] V [Fo, (k2) A Fo, (k)]

= F(0,+0,) (k1) V F(0,+0,)(k2),

A F02h (k1k2)

for kl,k‘g c P+ Ps.

Case 2. For kl, kg S PQ, by definition 2.24, T01 (kl) = TO1 (/{32) = Tolh (/ﬁkg) = 0, Iol (k?l) = Iol (k‘g) =
IO1h(k1k2) =0, FOI (kl) = FOI (kQ) = FOuL(kle) =0, so

T(01p+0.m) (F1k2) = To,, (k1k2) V Tom (k1k2)
= TOg, (k1k2) V
< [To, (k1) A Toz (k2)] v
= [To, (k1) VO] A [To, (’fz) Vv 0]
= [To, (k1) V To, (k)] A [To, (k2) V To, (k2)]

=T(0,+0.) (k1) NT(0,10,)(k2),

10, +0.) (k1k2) = o, (k1k2) V To,, (k1k2)
= Io,, (k1k2) VO
< [Ho, (k1) Ao, (k)] V
= [lo, (k1) V O] A [102(/f2) Vv 0]
= [lo, (k1) V Lo, (k1)] A Lo, (k2) V 10, (k2)]
= 10,+0,) (k1) N (0,40, (k2),

?Tw?rw
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F(Olh+o2h)(k1k2) FOlh (klk ) A F02h (kle)
(k1ko

FOzh k1 )
< [Fo, (k1) v FO2(7€2)]
[Foz (kl) ] [F02 (k2) A O]

= [FOI (kl) /\FO2(k1)] [F01 (kQ)/\sz(k?)]
= F(0,+0,)(k1) V Fl0,+0,)(k2),

for q1,q2 € P + Ps.

Case 3. For ky € Py, ko € P, by definition 2.24,
TO1 (k2) = T02 (kl) =0, IOl (kQ) = Ioz (kl) =0, FOI (kQ) = FO2 (kl) =0, s0

T(0,1,+001,) (k1k2) = To, (¢1) A To, (k2)
= [To, (k1) VO] A [To, (k2) V 0]
= [To, (k1) V To, (k1) A [To, (k2) V To, (k2)]
=T(0,+0,) (k1) N T(0,+0,)(k2),

1o, (k1) A Lo, (ko)

= [lo, (k1) V O] A [Lo, (k2) V O]

= [Lo, (k1) V Lo, (k1)] A [Lo, (k2) V 1o, (k2)]
= 10,+0,) (k1) N (0,40, (k2),

I(01}L+02}L) (kle) =

F(0,,4+04,)(k1k2) = Fo, (k1) V Fo, (k2)
= [Fo, (k1) ANO]V [Fo, (k2) A O]
= [Fo, (k1) A Fo,(k1)] V [Fo, (k2) A Fo, (k)]
= F(0,+0,) (k1) V Fl0,+0,)(k2),

for kl,k‘g c P+ Ps.
All these cases hold Vh € {1,2,...,r}. We get proof. O

Theorem 2.27. If G = §P1 + Py, P11 + Py, Pio + Pao, ..., Pip + Do) is join of the two GRSs G =
(Pl, P117 P12, . Ph«) anng = (PQ, P21, PQQ, .. PQT) Then each StTO’ﬂ/g SVINSGSG (O 01, 02, veuy O )
of G, is join of the two strong SVINSGSs Gﬂ and Gia of GRSs Gy and G, respectively.

Proof. We define O; and Oy, for Il =1,2 and h=1,2,...,r as:
TOL(k) = TO(k)vlok (k) = IO(k)aFOz (k) = Fo(k)a ifke P
To,, (kike) = To, (k1k2), Io,, (kik2) = Io, (ki1k2), Fo,, (k1ks) = Fo, (kik2), if kika € Pij.

Now for k1ke € P, I =1,2, h=1,2,...,r

To,, (kikz) = To, (k1k2) = To (k1) A To(kz2) = To, (k1) A To, (k2),

Loy (k) = Io, (ko) = o) A o) = o, () o, 1)

Fo,, (kik2) = Fo, (k1k2) = Fo(k1) V Fo(k2) = Fo, (k1) V Fo, (k2),

ie.,

G” = (Ol,Oll, O2, ... Olr) is strong SVINSGS of Gy, | = 1,2.

Moreover, G; is join of Gi1 and Gy as shown:

According to the definitions 2.20 and 2.24, O = O, UOs = O1 4+ O3 and Oy, = O1 U Oz = O1p + Oap,
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Vkiky € Pip U Py,

When ki1ko € Pip, + Pop, (Plh UPQ}L), ie.,, k1 € Prand ko € Py

To, (kikz) = To (k1) A To(k2) = To, (k1) A To, (k2) = T(0,,,+0.,) (k1k2),

lo, (kik2) = Io (k1) N o(k2) = Io, (k1) Ao, (k2) = 1(0,,+0,) (k1k2),

Fo, (kiks) = Fo(k1) V Fo(kz) = Fo, (k1) V Fo,(k2) = F(0,,+0.,) (k1k2),

when ky € P», ko € Py, we get similar calculations. It’s true for h =1,2,...,r. So, we get proof. O

3 Decision-Making of Eminent Trade Among Poor Countries

According to IMF data, 1.75 billion people are living in poverty, their living is estimated to be less than
two dollars a day. Poverty changes by region, for example in Europe it is 3%, and in the Sub-Saharan
Africa it is up to 65%. We rank the countries of the World as poor or rich, using their GDP per capita
as scale. Poor countries are trying to catch up with rich or developed countries. But this ratio is very
small, that’s why trade of poor countries among themselves is very important. There are different types
of trade among poor countries, for example: agricultural or food items, raw minerals, medicines, textile
materials, industrials goods etc. Using SVINSGS, we can estimate between any two poor countries which
trade is comparatively stronger than others. Moreover, we can decide(judge) which country has large
number of resources for particular type of goods and better circumstances for its trade. We can figure
out, for which trade, an external investor can invest his money in these poor countries. Further, it will
be easy to judge that in which field these poor countries are trying to be better, and can be helped. It
will also help in deciding that in which trade they are weak, and should be facilitated, so that they can
be independent and improve their living standards.

We consider a set of nine poor countries in the World:

P = {Congo, Liberia, Burundi, Tanzania, U genda, SierriaLeone, Zimbabwe, K enya, Zambia}. Let O
be the SVINS set on P, as defined in Table 1.

Table 1: SVINS set O of nine poor countries on globe
Poor Country | T I F
Congo 0.5 03] 0.2
Liberia 04104103
Burundi 04104104
Tanzania 05105104
Uganda 04104105
Sierra Leone | 0.5 | 0.4 | 0.4
Zimbabwe 031]04]04
Kenya 051031 0.3
Zambia 04104104

In Table 1, symbol T' demonstrates the positive aspects of that poor country, symbol I indicates its
negative aspects, whereas F' denotes the percentage of ambiguity of its problems for the World. Let we
use following alphabets for country names:

CO = Congo, L = Liberia, B = Burundi, T = Tanzania, U = Uganda, SL = Sierra Leone, ZI = Zimbabwe,
K = Kenya, ZA = Zambia.

For every pair of poor countries in set P, different trades with their 7', I and F' values are demonstrated
in Tables 2 — 8.
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Table 2: SVINS set of different types of trade between Congo and other poor countries in P

Type of trade (CO, L) (CO, B) (CO, T) (CO, U) (CO, K)
Food items (0.1,0.2,0.3) | (0.4,0.2,0.1) | (0.2, 0.1, 0.4) | (04, 0.3,0.5) | (0.2, 0.1, 0.3)
Chemicals (0.2,0.4,0.3) | (0.1,0.2,0.1) | (0.1,0.2,0.4) | (0.3,0.2,0.4) | (0.5,0.1, 0.1)

0il (0.4,0.2,0.1) | (0.4,0.3,0.2) | (0.5,0.1,0.2) | (0.4,0.2,0.2) | (0.5,0.3,0.1)

Raw minerals | (0.3, 0.1, 0.1) | (0.4, 0.3, 0.3) | (0.4, 0.2, 0.2) | (0.4, 0.1, 0.2) | (0.5, 0.1, 0.1)

Textile products (0.2,0.3,0.3) | (0.1,0.3,0.4) | (0.1,0.2,0.4) | (0.1,0.3,0.2) | (0.2,0.1, 0.3)
Gold and diamonds | (0.4, 0.1, 0.1) | (0.4, 0.2,0.2) | (0.2,0.2, 0.4) | (0.2, 0.2, 0.4) | (0.1, 0.3, 0.3)

Table 3: SVINS set of different types of trade between Liberia and other poor countries in P

Type of trade (L, B) (L, T) (L, U) (L, SL) (L, ZI)
Food thems (0.4,0.2,02) | (04,03,02) | (03,03, 0.4) | (0.3,0.3,0.3) | (0.2, 0.3, 0.3)
Chemicals (0.2,0.2,0.4) | (0.1,0.4,0.3) | (0.3,0.3,0.3) | (0.2,0.2,0.4) | (0.1,0.3,0.3)

0il (0.1,0.1, 0.4) | (0.2,0.3,0.3) | (0.1,0.1,0.4) | (0.2, 0.4,0.3) | (0.2, 0.2, 0.3)

Raw minerals | (0.3, 0.1, 0.3) | (0.2,0.2,0.3) | (0.2,0.1,0.4) | (0.3,0.2,0.3) | (0.2,0.1, 0.3)

Textile products | (0.1, 0.3, 0.4) | (0.1, 0.3, 0.3) | (0.2, 0.1,0.3) | (0.1,0.2,0.3) | (0.2, 0.2, 0.3)
Gold and diamonds | (0.2, 0.1,0.4) | (0.2,0.1,0.3) | (0.3,0.1,0.3) | (0.4,0.1,0.1) | (0.3, 0.1, 0.1)

Table 4: SVINS set of different types of trade between Burundi and other poor countries in P

Type of trade (B, T) (B, U) (B, SL) (B, ZI) (B, K)
Food items (0.3,0.2,0.2) | (0.4,0.1,02) | (0.3,0.3,0.1) | (0.3,0.3,0.2) | (0.3, 0.2, 0.2)
Chemicals (0.1,0.2,0.3) | (0.2,0.1,0.3) | (0.2, 0.4,0.3) | (0.3,0.4,0.3) | (0.3,0.3,0.1)

oil (0.1,0.1, 0.4) | (0.2,0.3,0.4) | (0.2, 0.4, 0.3) | (0.2,0.2,0.5) | (0.1, 0.3, 0.4)

Raw minerals (0.2,0.1,0.3) | (0.4,0.2,0.3) | (0.4,0.2,0.4) | (0.3,0.2,0.2) | (0.4,0.2,0.2)

Textile products (0.3,0.1,0.1) | (0.2,0.4,0.3) | (0.3,0.2,0.2) | (0.3,0.2,0.1) | (0.4, 0.1, 0.2)
Gold and diamonds | (0.3, 0.2, 0.3) | (0.3, 0.4, 0.3) | (0.1,0.4,0.2) | (0.2, 0.4, 0.2) | (0.2, 0.3, 0.4)

Table 5: SVINS set of different ty

pes of trade between Tanzania and other poor countries in P

Type of trade (T, U) (T, SL) (T, ZI) (T, K) (T,ZA)
Food items (04,02, 0.0) | (05,0.1,0.1) | (0.3,0.1,0.2) | (04,0.3,02) | (0.3,0.2,0.2)
Chemicals (0.2, 0.3,0.3) | (0.2,0.3,0.4) | (0.2,0.3,0.3) | (0.4,0.1,0.4) | (0.3,0.4, 0.4)

0il (0.1, 0.3, 0.3) | (0.4,0.1,0.3) | (0.3,0.4,0.2) | (0.2,0.3,0.3) | (0.1,0.3,0.3)

Raw minerals | (0.3, 0.3, 0.4) | (0.4, 0.3, 0.3) | (0.3,0.2,0.1) | (0.4,0.2,0.3) | (0.3,0.2,0.3)

Textile products (0.2,0.4,0.3) | (0.2,0.4,0.4) | (0.1,0.3,0.4) | (0.2,0.3,0.2) | (0.4,0.1,0.2)
Gold and diamonds | (0.3, 0.4, 0.3) | (0.4, 0.3,0.4) | (0.3,0.1,0.1) | (0.2,0.2,0.2) | (0.4, 0.3,0.3)

Table 6: SVINS set of different types of trade between Sierra Leone and other poor countries in P

Type of trade (SL, ZI) (SL, K) (SL, ZA) (SL, CO) (L, K)
Food items (0.3,0.3,02) | (04,0.2,0.1) | (0.2, 0.4, 0.3) | (0.5, 0.1, 0.1) | (0.4, 0.1, 0.2)
Chemicals (0.2,0.3,0.4) | (0.3,0.2,0.2) | (0.2,0.4,0.4) | (0.2,0.2,0.3) | (0.2,0.3,0.3)

0il (0.1, 0.3, 0.4) | (0.2,0.2,0.3) | (0.3,0.4,0.2) | (0.5,0.2,0.1) | (0.3,0.3,0.3)

Raw minerals (0.3,0.2,0.2) | (0.5,0.2,0.1) | (0.3,0.1,0.1) | (0.3,0.3,0.3) | (0.4,0.1,0.2)

Textile products | (0.2, 0.4, 0.2) | (0.3,0.2,0.3) | (0.2, 0.2,0.4) | (0.2,0.2,0.3) | (0.3, 0.3, 0.2)
Gold and diamonds | (0.3, 0.1, 0.1) | (0.1, 0.2, 0.4) | (0.2, 0.3, 0.3) | (0.4, 0.1, 0.2) | (0.3, 0.2, 0.3)
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Table 7: SVINS set of different types of trade between Zimbabwe and other poor countries in P

Type of trade (71, K) (71, ZA) (71, U) (71, CO)
Food items (0.3,0.2,0.2) | (0.3,0.1,01) | (0.3,0.1,0.1) | (0.2, 0.1, 0.1)
Chemicals (0.3,0.3, 0.2) | (0.2,0.4,0.3) | (0.3,0.2,0.2) | (0.2,0.1,0.2)

0il (0.1, 0.3,0.3) | (0.1,0.4,0.4) | (0.3,0.2,0.1) | (0.3, 0.1, 0.1)

Raw minerals (0.3, 0.1, 0.2) | (0.3,0.2,0.1) | (0.3,0.2,0.3) | (0.2,0.3,0.1)

Textile products (0.2,0.2,0.2) | (0.2,0.4,0.3) | (0.2,0.3,0.3) | (0.2,0.3,0.1)
Gold and diamonds | (0.3, 0.3, 0.1) | (0.3, 0.2, 0.1) | (0.3, 0.2, 0.2) | (0.3, 0.2, 0.1)

Table 8: SVINS set of different types of trade between Zambia and other poor countries in P

Type of trade (ZA, CO) (ZA, L) (ZA, B) (ZA, K)
Food items (0.3,0.1,0.2) | (0.3,0.1,0.2) | (0.4,0.2,01) | (0.3,0.1,0.3)
Chemicals (0.2,0.2,0.2) | (0.2,0.2,0.1) | (0.3,0.2,0.2) | (0.3,0.1,0.1)

oil (0.4,0.1,0.1) | (0.2,0.1,0.1) | (0.3,0.2,0.1) | (0.3,0.2,0.2)

Raw minerals (0.3, 0.1, 0.1) | (0.4, 0.1, 0.1) | (0.4,0.2,0.2) | (0.4, 0.1, 0.1)

Textile products (0.2,0.2,0.2) | (0.2,0.2,0.3) | (0.2,0.3,0.2) | (0.3,0.1,0.2)
Gold and diamonds | (0.1, 0.2, 0.4) | (0.4, 0.3, 0.2) | (0.2, 0.3, 0.2) | (0.3, 0.2, 0.1)

Many relations can be defined on the set P, we define following relations on set P as:

P, = Food items, P, = Chemicals, P; = Oil, P, = Raw minerals, P; = Textile products, P = Gold

and diamonds, such that (P, P1, Ps, Ps, Py, P5s, Ps) is a GRS. Any element of a relation demonstrates a
particular trade between those two poor countries. As (P, P1, P», Ps, Py, Ps, Ps) is GRS, that’s why any
element can appear in only one relation. Therefore, any element will be considered in that relation, whose

value of T is high, and values of I, F are comparatively low, using data of above tables.

Write down T, I and F values of the elements in relations according to above data, such that Oy, O3, Os,

Oy, O3, Og are SVINS sets on relations Py, P», P, Py, Ps, Ps, respectively.

Let P, = {(Burundi, Congo), (SierraLeone, Congo), (Burundi, Zambia)}, P, = {(Kenya, Congo)},

Ps = {(Congo, Zambia), (Congo, Tanzania), (Zimbabwe, Congo)}, Py = {(Congo, Uganda), (SierraLeone, K enya),
(Zambia, Kenya)}, Ps = {(Burundi, Zimbabwe), (Tanzania, Burundi)}, Ps = {(SierraLeone, Liberia),
(Uganda, SierraLeone), (Zimbabwe, SierraLeone)}.

Let O, = {((B,C0),0.4,0.2,0.1), ((SL,C0),0.5,0.1,0.1), ((B, ZA),0.4,0.2,0.1)}, O2 = {((K,C0),0.5,0.1,0.1) },
03 ={((C0, ZA),0.4,0.1,0.1), ((CO,T),0.5,0.1,0.2), ((ZI,C0O),0.3,0.1,0.1)},04 = {((CO,U),0.4,0.1,0.2),
((SL,K),0.5,0.2,0.1), (ZA, K),0.4,0.1,0.1)}, Os = {((B, ZI),0.3,0.2,0.1), (T, B),0.3,0.1,0.1)},

O = {((SL, L),0.4,0.1,0.1), (U, SL),0.4,0.2,0.1), ((ZI,SL),0.3,0.1,0.1)}.

Obviously, (O, O1, Oz, O3, O4, Os, Og) is a SVINSGS as shown in Fig. 3.1.
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Figure 3.1: SVINSGS indicating eminent trade between any two poor countries

Every edge of this SVINSGS demonstrates the prominent trade between two poor countries, for example
prominent trade between Congo and Zambia is Oil, its T, F and I values are 0.4, 0.1 and 0.1, respectively.
According to these values, despite of poverty, circumstances of Congo and Zambia are 40% favorable for
oil trade, 10% are unfavorable, and 10% are uncertain, that is, sometimes they may be favorable and
sometimes unfavorable. We can observe that Congo is vertex with highest vertex degree for relation oil
and Sierra Leone is vertex with highest vertex degree for relation gold and diamonds. That is, among
these nine poor countries, Congo is most favorable for oil trade, and Sierra Leone is most favorable for
trade of gold and diamonds. This SVINSGS will be useful for those investors, who are interested to
invest in these nine poor countries. For example an investor can invest in oil in Congo. And if some-
one wants to invest in gold and diamonds, this SVINSGS will help him that Sierra Leone is most favorable.

A big advantage of this SVINSGS is that United Nations, IMF, World Bank, and rich countries can be
aware of the fact that in which fields of trade, these poor countries are trying to be better and can be
helped to make their economic conditions better. Moreover, SVINSGS of poor countries can be very
beneficial for them, it may increase trade as well as foreign aid and economic help from the World, and
can present their better aspects before the World.

We now explain general procedure of this application by following algorithm.
Algorithm:

Step 1. Input a vertex set P = {C1,Cs,...,C,} and a SVINS set O defined on set P.
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Step 2. Input SVINS set of trade of any vertex with all other vertices and calculate T, F', and
I of each pair of vertices using, T'(C;C;) < min(T'(C;),T(Cj)), F(C;C;) < max(F(C;), F(Cj)),

Step 3. Repeat Step 2 for each vertex in set P.
Step 4. Define relations Py, Ps, ..., P, on the set P such that, (P, Py, Py, ..., P,) is a GRS.

Step 5. Consider an element of that relation, for which its value of T" is comparatively high, and its
values of F' and I are low than other relations.

Step 6. Write down all elements in relations with 7', F' and I values, corresponding relations O1, O, ..., O,
are SVINS sets on Py, Py, Ps, ..., P,, respectively and (O, 01,02, ...,0,) is a SVINSGS.

4 Conclusions

Fuzzy graphical models are highly utilized in applications of computer science. Especially in database
theory, cluster analysis, image capturing, data mining, control theory, neural networks, expert systems
and artificial intelligence. In this research paper, we have introduced certain operations on single-valued
intuitionistic neutrosophic graph structures. We have discussed a novel and worthwhile real-life applica-
tion of single-valued intuitionistic neutrosophic graph structure in decision-making. We have intensions
to generalize our concepts to (1) Applications of SVINS soft GRSs in decision-making (2) Applications
of SVINS rough fuzzy GRSs in decision-making, (3) Applications of SVINS fuzzy soft GRSs in decision-
making, and (4) Applications of SVINS rough fuzzy soft GRSs in decision-making.
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