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a b s t r a c t 

For decades practitioners have been using the center-based partitional clustering algo- 

rithms like Fuzzy C Means (FCM), which rely on minimizing an objective function, com- 

prising of an appropriately weighted sum of distances of each data point from the cluster 

representatives. Numerous generalizations in terms of choice of the distance function have 

been introduced for FCM since its inception. In a stark contrast to this fact, to the best 

of our knowledge, there has not been any significant effort to address the issue of conver- 

gence of the algorithm under the structured generalization of the weighting function. Here, 

by generalization we mean replacing the conventional weighting function u ij 
m (where u ij 

indicates the membership of data x i to cluster C j and m is the real-valued fuzzifier with 

1 ≤ m < ∞ ) with a more general function g ( u ij ) which can assume a wide variety of forms 

under some mild assumptions. In this article, for the first time, we present a novel ax- 

iomatic development of the general weighting function based on the membership degrees. 

We formulate the fuzzy clustering problem along with the intuitive justification of the 

technicalities behind the axiomatic approach. We develop an Alternative Optimization (AO) 

procedure to solve the main clustering problem by solving the partial optimization prob- 

lems in an iterative way. The novelty of the article lies in the development of an axiomatic 

generalization of the weighting function of FCM, formulation of an AO algorithm for the 

fuzzy clustering problem with the extension to this general class of weighting functions, 

and a detailed convergence analysis of the proposed algorithm. 

© 2017 Elsevier Inc. All rights reserved. 

 

 

 

 

 

 

1. Introduction 

Clustering is the unsupervised grouping or partitioning of a collection of patterns based on some similarity or dissimi-

larity measure and without any prior knowledge of the class labels. Each pattern or data point is represented as a vector

of measurements or a point in some multi-dimensional space. Most often the unlabeled patterns are classified in such a

way, that the patterns belonging to the same cluster (same label) are more similar to each other than they are to the pat-

terns belonging to the other clusters [47] . A clustering algorithm is expected to learn the correct labels of the patterns for

well-defined subgroups in the data. The absence of any kind of training dataset makes this method different from that of
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supervised learning. Clustering has been extensively studied across varied disciplines like decision-making, exploratory data 

analysis, taxonomy, data mining, information retrieval, social network analysis, and image interpretation [26,27] . 

Data clustering algorithms come in two primary categories: hierarchical and partitional [27] . This paper focuses on the

partitional clustering algorithms which directly organize the data into a set of clusters by optimizing some criterion func-

tion(e.g. a squared-error function indicating the intra-cluster spread). Both the local and global structures in the data can

be reflected by the criterion function. The local structures may be emphasized by assigning clusters to the weighted mean

of the data points. On the other hand, the global criteria usually involve minimizing some measure of dissimilarity in the

objects within each cluster while maximizing the dissimilarity across different clusters. Partitional clustering algorithms can

be either hard or fuzzy. In fuzzy clustering, clusters are treated as fuzzy sets and each pattern has a membership (in [0, 1])

of belonging to each cluster, rather than completely belonging to any one cluster as is the case for hard clustering. A cluster

is represented by a vector prototype or quantizer, also commonly known as a cluster representative in the literature. Each

data point is assigned a membership degree in each cluster, based on their similarity with the corresponding cluster repre-

sentatives. FCM and its variants try to shift the representatives towards the actual centers of the regions (clusters) with a

high aggregation of data points by minimizing the appropriately defined cost functions [46] . 

The formulation of the objective function of a fuzzy clustering algorithm consists of two parts. First one is the choice

of the distance function, i.e. a way of measuring the level of dissimilarity between a pair of points. The second one is the

weight or the importance of the dissimilarity between the i th point and the cluster representative of the jth cluster in the

objective function. This weight or importance is expressed in terms of a suitable weighting function of the membership

degree of the i th data point to the jth cluster; the higher the membership, higher is the weight. 

Fuzzy C-Means (FCM) is the most representative fuzzy partitional clustering algorithm till date. It was first introduced

by Dunn [14] and subsequently generalized by Bezdek [6] by generalizing the fuzzifier value in the range [1, ∞ ). Due to

its natural ability to handle overlapping clusters, a lot of research efforts have been put into FCM and similar clustering

algorithms. There have been a plethora of literature on the generalization of the conventional FCM algorithm in terms of

the dissimilarity measure or the distance function used [4,9,22,30,34,35,42,45] . Convergence properties of the Alternative

Optimization (AO) of FCM [7] and its variants have been extensively investigated for various distance functions including the

conventional Euclidean distance. Some notable works in this direction can be found in [19,21,23] . Recently Fazendeiro and de

Oliveira [15] reported the convergence analysis of an FCM variant (called FCM with the focal point) for an observer-biased

clustering framework which aims at generating a reasonable set of clusters corresponding to different levels of granularity in

different regions of the data space. Chaomurilige et al. [11] analytically investigated the optimal parameter selection of the

GK (Gustafson Kessel) clustering algorithm, which is a variant of FCM derived by replacing the Euclidean distance with the

Mahalanobis distance. Several cluster validity functions have also been investigated in conjunction with FCM to estimate the

number of clusters, see, for example, recent works like [31,44] . Recently Saha and Das [41] reformulated the FCM algorithm

with a separable geometric distance measure and theoretically demonstrated the robustness of the same towards noise

feature perturbations. 

In contrast to the volume of analytical studies on the properties of FCM with various distance functions, there exists very

few articles addressing the generalization of the membership degree weighting function. Generalization, in this context,

essentially means using a more flexible function g ( u ij ) of the membership degree u ij of the i th data point x i to belong

to the j th cluster C j . The weighting function g ( u ij ) is used to find out the weight of the distance of data point x i from

cluster prototype z j in the objective function of FCM. We will present this notion more formally in Section 2 . Note that

the conventional form of FCM assumes g(u i j ) = u i j 
m , where m is the so-called fuzzifier and 1 ≤ m < ∞ . m determines the

degree of overlap among the clusters and also helps in convexifying the objective function. There are some works proposing

and justifying a few intuitive variations of the membership degree weighting function in FCM [28,29] , but as far as our

knowledge is concerned, no convergence analysis is available for those variations of FCM. Yu et al. [49] took an analytical

approach to select the proper fuzzifier m for conventional FCM by exploiting a relation between the fixed points of FCM

and the dataset itself. Ganguly et al. [18] used a multi-dimensional membership vector for each data point replacing the

traditional, scalar membership value defined in the original FCM. However, they preserved the conventional form of the

membership degree weighting function. 

Thus, while use of the generalized dissimilarity measures in FCM and the corresponding convergence analyses attracted

so much attention in recent past, why is it exactly the opposite case, regarding the weighting function? What might be the

possible reasons behind the fact that, after Bezdek [6] proposed a generalization of [14] in terms of the fuzzifier, there does

not exist any significant literature regarding further generalization of the weighing function while preserving the conver-

gence properties of FCM? We point out a couple of reasons, that may provide some insight into the matter: 

1. First, development of various distance measures (between two points in a space or between two probability measures),

is a question of independent interest and has a plethora of literature of its own [10,12,13,33] . Hence, a generalization

of clustering process in terms of dissimilarity measure is always backed by the theory behind the development of that

distance measure in the first place. On the other hand, there exists no such literature regarding the generalization of the

weighting function, because, this is an issue, only relevant for the fuzzy clustering problems. Hence, there does not exist

axiomatic approach towards the development of generalized membership degree weighting functions. 

2. As far as the convergence analysis is concerned, there is a major road block in the generalization of a fuzzy clustering

algorithm in terms of the weighting function. Whenever a new distance function is developed, development of its center
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or population minimizer [39] i.e. the minimizer of the weighted sum of a group of points from a particular point, is an

intrinsic part of it [3,5,37,38] . This plays a pivotal role in the convergence analysis of fuzzy clustering algorithms with

general distance measures. For the reason mentioned above, there is no such existing literature regarding the weighting

function, as the optimization problem is not even defined in any framework, other than fuzzy clustering. 

In this work, we analytically investigate the use other permissible forms of the membership degree weighting function

so that the algorithm may possess some additional degrees of freedom (in terms of choosing this function) besides enjoying

the strong local convergence properties of FCM. The contributions of the article can be summarized in the following way: 

1. We develop an axiomatic approach of generalization of the membership degree weighting function for FCM. We provide

intuitive justification of the axiomatic development. We also discuss some common examples of this general class of

weighting functions, which includes the common function ( u m 

i j 
) already existing in the literature. 

2. We propose a general class of fuzzy clustering problems with the extension of the generalized weighting functions and

present an AO based clustering algorithm for the clustering purpose. Here, we also demonstrate that the previous at-

tempts of intuitive generalization of this function [28,29] can be derived as special cases of the proposed generalization.

3. We discuss the issues like the existence and the uniqueness of solutions of the optimization problems underlying the

AO algorithm and carry out a full-fledged convergence analysis to obtain a similar convergence property as that of the

conventional FCM. 

Organization of the paper is in order. In Section 2 , we develop an axiomatic approach of extension of the weighting

function, along with the motivation of such generalization. We provide some generic examples of the generalized member-

ship degree weight functions. We also formulate the clustering problem along with intuitive justification of the axiomatic

development of the general class of weighting functions and develop an AO algorithm to solve it. In Section 3 , we carry out

a full-fledged convergence analysis of the proposed algorithm. In Section 4 , we conclude by presenting a brief summary of

the findings and discussing the probable future extensions of the development presented in this article. 

2. Clustering with generalized weighting function 

In this section, we present the motivation of the generalization and the fundamentals of the axiomatic approach. Next

we develop the fuzzy clustering procedure with the general class of membership degree weighting functions. 

2.1. Motivation for generalization 

The choice of distance measure in the FCM determines the shapes of the clusters that will be detected by the FCM

algorithm (e.g. squared Euclidean - spherical, Mahalanobis distance - elliptical etc.). In this paper, we are concerned with

the contribution of a specific data point to the objective function, given the membership degrees u ij . In the classical k -means

algorithm, when we optimize the objective function with respect to the membership matrix (keeping the cluster prototypes

fixed), we basically solve a locally defined optimization problem. Hence, the solutions are obtained at the boundary points

i.e. {0, 1}. In presence of ambiguous data and in-distinctive cluster boundaries, assignment of a data point completely to one

single cluster is not a very realistic choice to make. In that case, a point is assigned to one or more clusters with varying

degree of membership. In order to achieve that, the optimization task with respect to the membership matrix was turned

into a convex optimization problem by introducing the notion of a fuzzifier. Here, the contribution of a data point (with

membership u ij ) in the objective function, was related to the membership degree, through the function u ij → u ij 
m , m > 1. 

Here, to the best of our knowledge, no justification was provided for the choice of u ij 
m as the weighting function to make

the optimization problem convex, when it was first proposed [6,14] . A detailed exploration of the significance of fuzzifier

and its implications was carried out in [28,29] . The authors established a relationship between the value of the fuzzifier m

and the smoothness of transition from a high membership degree in one cluster to the other. Higher the fuzzifier, smoother

the transition i.e. as m → 1, we obtain crispier partition and as m → ∞ , we get equal membership degrees to all clusters

with all cluster representatives or centers converging to the global mean of the data set. 

From the membership update scheme of the conventional FCM algorithm, it is clearly evident that a data point has

non-zero membership in all clusters, unless a data point actually coincides with one of the cluster representatives. This

implication produces somehow counter-intuitive results, as this will indicate that, no matter how far a data is from a cluster

representative and how well it is represented by other clusters, it will have non-zero membership in all the clusters (except

for the rare case, where the data point actually coincides with a cluster representative) [29] . The disadvantages of such

membership allocation can lead to the following undesired results: 

1. In the case of clustering a data where clusters have unequal data densities, the cluster(s) with the higher data den-

sity attracts the cluster representative(s) of the other cluster(s) with lower data density. This leads to counter-intuitive

clustering performances in the conventional FCM framework. In Fig. 1 , it is demonstrated that in the aforementioned

scenario, the representative of the cluster with lower data density is attracted towards the representative of the cluster

with higher density, which leads to dubious results. 
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Fig. 1. (a) Original Dataset, (b) Clustering performance with u m 
i j 

as the membership degree weighting function. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2. We consider a situation, where, we have already clustered a data set. Now we add an outlier in the data and recluster

the extended data set with one more cluster as the original dataset. In an ideal scenario, the outlier should be clustered

separately in the new cluster, and the earlier cluster structure should have remained as it was. But this is not the actual

scenario, that takes place in case of clustering with conventional FCM [29] . 

Hence, the choice of u ij 
m as the weighting function does fail in certain cases, the aforementioned two being the most

prominent of them. 

With the exploration of the shortcomings of the conventional fuzzifier based FCM, there were some attempts to address

the problem by proposing some specific weighting functions [28,29] . This approach had the following problems: 

1. To the best of our knowledge, no convergence analysis corresponding to the proposed membership degree weighting

functions, are available in the literature. 

2. Though some justifications were provided to chalk out the basic properties (increasing and convex) of any such function,

but the choice was one single function, that satisfied the necessary condition. It hardly represented the class of all

possible weighting functions. 

In the modern day of huge data influx, where, the existence of outliers in the data or unevenly distributed data is more of

a norm than an exception, it can be effective to generalize the notion of the weighting function in an axiomatic approach as

well as to investigate the corresponding convergence properties. The present article attempts to make a humble contribution

in this context. 

2.2. Generalized membership-degree weighting function 

We define a general class of weighting functions, based on which we will develop the fuzzy clustering algorithm. We

call this general class of functions as Consistent Membership-degree Weighting Function (CMWF). For the sake of notational

clarity, we will denote the membership of any i th data point to cluster C j or u ij simply by a subscript-free scalar variable u .

The CMWF class of functions can be formally defined in the following way. 

Definition 1. A function g : (0, 1) → [0, 1] is called a consistent membership degree weighting function, if it satisfies the

following criteria: 

1. g is strictly increasing on (0, 1). 

2. 

lim 

u → 0 + 
g(u ) = 0 (1a) 

lim 

u → 1 −
g(u ) = 1 (1b) 

3. g is strictly convex function on (0, 1). 
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4. g is differentiable on (0, 1). 

The significance and intuitions behind the technical conditions on CMWF, will be discussed in detail in Section 2.5 . As a

brief summary of the motivation, it can be said, the first condition arises from the fundamental notion of the weight func-

tion, whereas the second condition is necessary for the sake of a well-defined clustering problem, maintaining consistency

with the general notion of weighting functions. The third condition also arises from the basic notion but is instrumental in

convergence analysis. Here, we emphasis that the first assumption implies that, g is differentiable almost on everywhere on

(0, 1) (i.e. non-differentiable at almost countably many points). The fourth condition strengthens the differentiability prop-

erty of g by making it everywhere differentiable on (0, 1), which plays a pivotal role in the development of the convergence

analysis. 

2.3. Generic examples of CMWF 

In this subsection, we discuss some generic examples of members of interest in the CMWF family. 

Example 1. The first example and the corresponding clustering algorithm (will be defined in Section 2.5 ) was first proposed

in [14] with the weight function u → u 2 . Later [6] generalized the weighting function by using the mapping u → u m ; m > 1,

where the m is conventionally called the fuzzifier. To the best of our knowledge, the class of weighting functions generated

by varying the value of m is the only such class available in literature and used for fuzzy clustering till date. Recently,

a theoretical approach towards the choice of fuzzifier m for a particular dataset under consideration was developed in

literature [24] . This general class of weighting functions is generated by the following member of CMWF: 

g 1 ,m 

(u ) = u 

m , m > 1 . 

Now, we will show that this belongs to the class of CMWFs. First, this is a strictly increasing, strictly convex function, which

is obvious from considering the first ( g ′ (u ) = mu m −1 > 0 ; ∀ u ∈ (0 , 1) ) and the second derivative ( g ′′ (u ) = m (m − 1) u m −2 >

0 ; ∀ u ∈ (0 , 1) ). Now, the second condition is also trivially satisfied, as lim u → 0 + u 
m = 0 and lim u → 1 − u m = 1 

Example 2. A second generic example of CMWF is given by the following function: 

g 2 (u ) = 

e u − 1 

e − 1 

. 

The aforementioned function is strictly increasing, strictly convex function from the properties of exponential function

(the first derivative is positive and second derivative is always positive). The second condition also follows trivially as

lim u → 0 + e 
u = 1 and lim u → 1 − e u = e . 

Example 3. Another generic example of CMWF is given by the following function: 

g 3 ,m 

(u ) = 

e u 
m − 1 

e − 1 

, m > 1 . 

The aforementioned function is strictly increasing, strictly convex function from the fact that composition of two strictly

increasing strictly convex functions is again strictly convex and strictly increasing ( g 3 ,m 

= g 2 ◦ g 1 ,m 

). The second condition

also follows trivially as lim x → 0 + e 
u m = 1 and lim u → 1 − e u 

m = e . 

As far as kernel functions are concerned, they are generally centered around the origin. From the fundamental nature of

kernel functions, they are usually decreasing in [0, 1]. Moreover, the kernel functions are not strictly convex, if we consider

their respective whole domains. Nonetheless, we can derive a CMWF from kernel functions or shift them to make it strictly

increasing and strictly convex in [0, 1]. We present an example of each of the cases in the perspective of the Gaussian kernel

functions : 

Example 4. First of all, we look at the following function : 

g 4 (u ) = 

e 
u 2 

2 − 1 

e 
1 
2 − 1 

. 

In the aforementioned function, e 
u 2 

2 plays the functional part (which is obtained from the inverse of the functional part of

a standard Gaussian density function), while the other constants are used for normalization. By construction, g 4 is differen-

tiable on (0, 1) and satisfies the limit conditions. We also check that, 

g ′ 4 (u ) = 

ue 
u 2 

2 

e 
1 
2 − 1 

, ⇒ g ′ 4 (u ) > 0 ; ∀ u ∈ (0 , 1) . 

This proves that the function is strictly increasing on (0, 1). 

g ′′ 4 (u ) = 

e 
u 2 

2 + u 

2 e 
u 2 

2 

e 
1 
2 − 1 

, ⇒ g ′′ 4 (u ) > 0 ; ∀ u ∈ (0 , 1) . 
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This proves that the function is strictly convex on (0, 1), which also concludes the proof of the fact that the function under

consideration is a valid CMWF. 

Example 5. On the other hand, we can obtain a CMWF from the Gaussian kernel, just by making a location shift as follows: 

g 5 (u ) = 

e −
(u −2) 2 

2 − e −2 

e −
1 
2 − e −2 

. 

In the aforementioned function, e −
(u −2) 2 

2 plays the functional part (which is obtained from the inverse of the functional

part of a standard Gaussian density function), while the other constants are used for normalization. By construction, g 5 is

differentiable on (0, 1) and satisfies the limit conditions. We also check that, 

g ′ 5 (u ) = 

−(u − 2) e 
(u −2) 2 

2 

e −
1 
2 − e −2 

, ⇒ g ′ 5 ( u ) > 0 ; ∀ u ∈ ( 0 , 1) . 

This proves that the function is strictly increasing on (0, 1). 

g ′′ 5 (u ) = 

−e 
(u −2) 2 

2 + (u − 2) 2 e 
(u −2) 2 

2 

e −
1 
2 − e −2 

, ⇒ g ′′ 5 (u ) > 0 ∀ u ∈ (0 , 1) . 

The positivity of g ′′ 
5 
(u ) follows from the fact that (u − 2) 2 − 1 > 0 , ∀ u ∈ (0 , 1) . This proves that the function is strictly convex

on (0, 1), which also concludes the proof of the fact that the function under consideration is a valid CMWF. 

2.4. Relationship with the existing generalized weighting functions 

Here, we demonstrate that the previous attempts of intuitive generalization of the membership degree weighting func-

tion, can be obtained as a special case of the proposed CMWF family . 

1. The weighting function proposed in [29] can be obtained as a special case of the CMWF family, with the following choice

of the weighting function 

g 6 ,β (u ) = 

1 − β

1 + β
u 

2 + 

2 β

1 + β
u, β > 0 . 

Now, we show that g 6, β is in CMWF. First, this is a strictly increasing, strictly convex function, which is obvious from con-

sidering the first ( g ′ 
6 ,β

(u ) = 2 1 −β
1+ β u + 

2 β
1+ β > 0 ; ∀ u ∈ (0 , 1) ) and the second derivative ( g ′′ 

6 ,β
(u ) = 2 1 −β

1+ β > 0 ; ∀ u ∈ (0 , 1) ).

Now, the second condition is also trivially satisfied, as lim u → 0 + g 6 ,β (u ) = 0 and lim u → 1 − g 6 ,β (u ) = 

1 −β
1+ β + 

2 β
1+ β = 1 

2. The weighting function proposed in [28] can be obtained as a special case of the CMWF family, with the following choice

of the function 

g 7 ,β (u ) = 

e βu − 1 

e β − 1 

, β > 0 

Now, we show that g 7, β is in CMWF. First, this is a strictly increasing, strictly convex function, which is obvious from

considering the first ( g ′ 
7 ,β

(u ) = β e βu −1 

e β−1 
> 0 ; ∀ u ∈ (0 , 1) ) and the second derivative ( g ′′ 

7 ,β
(u ) = β2 e βu −1 

e β−1 
> 0 ; ∀ u ∈ (0 , 1) ).

Now, the second condition is also trivially satisfied, as lim u → 0 + g 7 ,β (u ) = 0 and lim u → 1 − g 7 ,β (u ) = 1 . 

2.5. Clustering problem formulation and algorithm development 

In this section, we present the general class of clustering problems with CMWF. We first formulate the problem, next by

means of the iterative sequence of solutions of several optimization problems, we develop an AO algorithm for solving the

clustering problem. 

2.5.1. Problem formulation 

Let X = { x 1 , x 2 , · · · , x n } , x i ∈ R 

d , ∀ i = 1 , 2 , · · · , n be the given set of patterns, which we want to partition into c (prefixed)

clusters with 2 ≤ c ≤ n . Let B ⊂ R 

d be the convex hull of X . The general clustering problem with any member of CMWF

can be formulated as follows: 

P : minimize f g (U , Z) = 

n ∑ 

i =1 

c ∑ 

j=1 

˜ g (u i j ) d(z j , x i ) , (2)

where 

d(z j , x i ) = 

d ∑ 

l=1 

(z j,l − x i,l ) 
2 , (3) 
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˜ g (u ) = 

{ 

g(u ) if u ∈ (0 , 1) , 
0 , if u = 0 , 

1 , otherwise, 
(4)

subject to 

c ∑ 

j=1 

u i j = 1 , ∀ i = 1 , 2 , · · · , n, (5a)

0 < 

n ∑ 

i =1 

u i j < n, ∀ j = 1 , 2 , · · · , c, (5b)

u i j ∈ [0 , 1] , ∀ i = 1 , 2 , · · · , n ; ∀ j = 1 , 2 , · · · , c, (5c)

Z = { z 1 , z 2 , · · · , z c } , z j ∈ B ⊆ R 

d , ∀ j = 1 , 2 , · · · , c;Z ∈ B 

c . (5d)

Here, the first three restrictions (5a) –(5c) are conventional restrictions on the membership matrix. The fourth one (5d) re-

stricts the optimization to the convex hull of the patterns, which we will later show is equivalent to optimizing in the whole

R 

d corresponding to each z j . The distance function under consideration (3) is squared Euclidean distance. ˜ g (u ) in (4) is just

the canonical extension of g from (0, 1) to [0, 1], such that ˜ g is continuous at 0 and 1. 

We impose four restrictions (strictly increasing, existence of limits at boundary points, strictly convex, and differentiable)

on the weighting function. In what follows, we explain in detail, why these conditions can be obtained from intuitive notion

of the weighting function. We present the mathematical and intuitive justification of them as follows: 

1. Increasing function: Here, h ( u ij ) denotes the weight of contribution of the distance between the i th data point and the

cluster representative corresponding to the jth cluster. Quite naturally the higher the membership of a data point in a

particular cluster, higher should be its contribution. In order to express this mathematically, we consider the problem of

optimizing the objective function with respect to the membership matrix, with fixed cluster representatives. Now, if g is

non increasing, in order to minimize the objective function, we will assign highest membership in the furthest cluster,

which is completely counter-intuitive. Hence, we need g to be an increasing function. 

2. Convexity: For a particular point and a specific cluster with high membership degree for the concerned point, change of

weight of the corresponding distance due to a small change in membership degree, should be higher than that cor-

responding to a cluster, in which, the point has lower membership degree. This justifies the condition of convexity

of the membership degree weighting function . In order to mathematically observe this, we consider the problem of

optimizing the objective function with respect to the membership matrix, with fixed cluster representatives. We start

from the membership allocation given by u i (denoting the i th row of the membership matrix), where u i j 0 
� u i j , if

d i, j 0 
� d i, j , ∀ j = 1 , 2 , · · · , c; and d i, j is the distance between i th data point and representative of the j th cluster. In order

to further reduce the objective function value, let us assume that we decrease the u i, j 0 
value by ε and increase another

u ij by the same amount. In that case, the change in the objective function will be, 

 = (g(u i j + ε) − g(u i j )) d i, j − (g(u i j 0 ) − g(u i j 0 − ε)) d i, j 0 

Since, d i, j 0 
� d i, j , a necessary condition under which the objective function will decrease is given by, 

g(u i j + ε) − g(u i j ) < g(u i j 0 ) − g(u i j 0 − ε) . 

Dividing both sides by ε will imply that the slope is increasing and this will lead to the convexity of the weighting

function. This strictly convex property of the weighting function will also play pivotal role in the convergence analysis of

the proposed algorithm. 

3. Existence of limits at boundary points: As the membership value tends to zero, the weight of the corresponding dis-

tance should tend to zero, which is ensured by (1a) . On the other hand, if the membership approaches its highest value

(i.e. 1), the weight of the corresponding distance in objective function should approach the maximum value, i.e. 1. The

existence of these two limits are technical assumptions, needed to extend g to the closed interval [0, 1], which makes

g (0), g (1) well defined and the extended function ˜ g continuous on [0, 1]. 

4. Differentiability: g being convex, it is differentiable almost everywhere on (0, 1) (i.e. non-differentiable at countably

many points). The technical assumption of everywhere differentiability plays pivotal role in convergence analysis. 

2.5.2. The AO based algorithm development 

In this section, we develop an AO based optimization procedure for the proposed clustering problem. We start with a

prefixed permissible fractional error and an initial estimate of the cluster representatives. We then optimize the objective

function (2) with respect to membership matrix, such that it satisfies the conditions (5a) –(5c) . For the sake of notational

simplicity, we define the class of the membership matrices as follows: 

U c,n = { U | U is an n × c real matrix and satisfies ( 5 a ) − ( 5 c ) } , 
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Next, we optimize the objective function (2) with respect to cluster representatives such that the restriction (5d) is main-

tained. We perform this iterative process, until the difference between the values of the objective function corresponding to

two consecutive iterations become smaller than the permissible fractional error. Algorithm 1 describes the fuzzy clustering

ALGORITHM 1: Clustering with CMWF. 

Data : Data points, number of clusters, permissible fractional error, choice of CMWF, i.e. g. 

Result : Membership matrix of objects in clusters, cluster representatives. 

initialization; 

c ← number of clusters ; 

ε ← permissible fractional error ; 

Z 

(0) ← initial clusters satisfying (5d) ; 

t ← 0 ; 

while f g (U 

(t−1) , Z 

(t−1) ) − f g (U 

(t) , Z 

(t) ) � ε f g (U 

(t−1) , Z 

(t−1) ) do 

U 

(t+1) = argmin U ∈U c,n f g (U , Z 

(t) ) ; 

Z 

(t+1) = argmin Z j ∈B c f g (U 

(t+1) , Z) ; 

t ← t + 1 ; 

end 

with CMWF. 

3. Convergence analysis of clustering with CMWF 

We carry out a complete convergence analysis of the fuzzy clustering with CMWF, proposed in Algorithm 1 . We first

address the existence and uniqueness of the solutions of partial optimization problems with respect to the membership

matrix and cluster representatives. Next we develop the convergence properties of the proposed algorithm. 

3.1. Existence and uniqueness of the solutions of partial optimization problems 

We address the partial optimization problems in the proposed algorithm ( Algorithm 1 ) starting with the following theo-

rem. 

Theorem 1. For fixed U 

∗ ∈ U c,n , the problem P 1 : minimize f g (U 

∗, Z) , Z ∈ B 

c , has a unique solution. 

Proof. The function to be minimized in problem P 1 is a strictly convex function with respect to Z (from the fact that the

squared Euclidean distance d ( y, x ) is a strictly convex function, with respect to y ) and the optimization task is carried out

on a convex set, hence, there exists at most one solution. 

Now, the function under consideration is also a continuous function with respect to Z (from the fact that the squared

Euclidean distance d ( y, x ) is a continuous function, with respect to y ), hence, attains its maxima and minima in a com-

pact set, which is indeed the case here ( B being the convex hull of X , is closed and bounded, i.e. compact). Hence, the

minimization task under consideration, has atleast one solution in the feasible region. 

Employing the two aforementioned statements, we guarantee the existence of unique solution of the optimization task

P 1 in the feasible region. �

Theorem 2. Let J 1 : B 

c → R , J 1 (Z) = f g (U 

∗, Z) ; z j ∈ B, ∀ j = 1 , 2 , · · · , c, where U 

∗ ∈ U c,n is fixed. Then Z 

∗ is a global minimum

of J 1 if and only if z ∗
j 

is given by: 

z ∗j = 

[ 

n ∑ 

i =1 

˜ g (u i j ) x i 

] 

/ 

[ 

n ∑ 

i =1 

˜ g (u i j ) 

] 

; j = 1 , 2 , · · · , c. (6) 

Proof. The condition in the theorem is derived as a first order necessary condition by setting the partial derivative of the

objective function with respect to z j equal to zero. From the strict convexity of the objective function with respect to z j , it

follows that those conditions are also sufficient conditions to uniquely determine the minimizer. �

Theorem 3. For fixed Z 

∗ = { z ∗1 , z ∗2 , · · · , z c } , z ∗j ∈ B 

c , the problem P 2 : minimize f g (U , Z 

∗) , U ∈ U c,n , has a unique solution under

the assumption �∗
i 

= { j | d(z ∗
j 
, x i ) = 0 } = φ; ∀ i = 1 , 2 , · · · , n. 

Proof. Under the assumption, the function to be minimized in problem P 2 is a strictly convex function with respect to U

(from the first condition of CMWF) and the optimization task is carried out on a convex set ( U c,n is a convex set), there

exists at most one solution. 

Now, the function under consideration is also a continuous function with respect to U (from the fact that being strictly

increasing and strictly convex, g is continuous on (0, 1), so is ˜ g ; moreover, from the way it is defined (4) , ˜ g is continuous
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at 0 and 1). Hence, it attains its maxima and minima in a compact set, which is indeed the case here ( ̄U c,n = U c,n , hence,

U c,n is closed. Being a bounded set, it is also compact). Thus, the minimization task under consideration, has at least one

solution in the feasible region. 

Employing the two aforementioned statements, we guarantee the existence of unique solution of the optimization task

P 2 in the feasible region. �

Theorem 4. Let J 2 : U c,n → R , J 2 (U ) = f g (U , Z 

∗) ; U 

∗ ∈ U c,n , where z ∗
j 
∈ B; ∀ j = 1 , 2 , · · · , c is fixed. Then U 

∗ is a global minimum

of J 2 if and only if U 

∗ satisfies the following equations, ∀ i = 1 , 2 , · · · , n ;

�∗
i = 

{
j | d(z ∗j , x i ) = 0 

}
;

if �∗
i 

= φ, 

u 

∗
i j = v ∗i j 

2 
, (7a)

˜ g ′ ( v ∗i j 
2 ) d(z ∗j , x i ) = 

˜ g ′ ( v ∗i j ′ 
2 ) d(z ∗j ′ , x i ) ; ∀ j � = j ′ ∈ 

{
1 , 2 , · · · , c 

}
, (7b)

c ∑ 

j=1 

v ∗i j 
2 = 1 . (7c)

If �∗
i 

� = φ

u 

∗
i j = 

⎧ ⎨ 

⎩ 

� 0 with 

∑ 

z ∗
k 
= x i 

u 

∗
ik = 1 i f j ∈ �∗

i 
, 

0 otherwise. 

(7d)

Proof. Minimization of J 2 over U c,n is a Kuhn–Tucker problem with cn + c many inequality constraints given by (5a) and

(5c) as well as n many equality constraints given by (5b) . We can merge (5a) and (5c) by making the substitution, u i j = v 2 
i j 
,

and in that case, we have the following optimization task at hand: 

RP 2 : minimize RJ 2 (V ) = 

n ∑ 

i =1 

c ∑ 

j=1 

˜ g (v 2 i j ) d(z ∗j , x i ) , 

such that 

c ∑ 

j=1 

v 2 i j = 1 i = 1 , 2 , · · · , n. 

Let λ = (λ1 , λ2 , · · · , λn ) be the vector of Lagrange multipliers corresponding to the n equality constraints. Now, the La-

grangian can be written in the following way: 

LJ 2 (V , λ) = RJ 2 (V ) + 

n ∑ 

i =1 

λi 

[ 

c ∑ 

j=1 

v 2 i j − 1 

] 

. 

First, from the strict convexity of ˜ g (x ) on (0, 1), it follows that under the linear constraints of (5b) on U , for some fixed i ,

u ∗
i j 

= 0 for some j , if and only if | �∗
i 
| � = φ. Hence, under the assumption | �∗

i 
| = φ, we get the desired conditions by setting

the first order condition equal to 0 and by employing Theorem 3 . 

If �∗
i 

� = φ, (i.e. the data point under consideration actually coincides with a cluster representative) with the membership

assignment in (7d) , the contribution of the i th point in the objective function will be 0. It can be trivially seen that, any

other membership assignment will lead to a positive contribution, contradicting its candidature for an optimizer of the

objective function. 

Now, we will show that the optimizer thus obtained, actually satisfies the inequality constraints given in (5b) . Assume

∃ j 0 ∈ {1, 2, ���, c }, such that 
∑ n 

i =1 u 
∗
i j 0 

= 0 , i.e. u i j 0 
= 0 ; i = 1 , 2 , · · · , n, i.e. �∗

i 
� = φ; ∀ i and j 0 / ∈ ∪ 

n 
i =1 

�∗
i 

. Hence, | ∪ 

n 
i =1 

�∗
i 
| �

c − 1 < n, but �∗
i 

∩ �∗
j 

= φ, ∀ i � = j (if �∗
i 

∩ �∗
j 

� = φ, then d(x i , x j ) = 0 , a contradiction!). Hence | ∪ 

n 
i =1 

�∗
i 
| = 

∑ n 
i =1 | �∗

i 
| � n,

which is a contradiction. Hence, there does not exist such j 0 , which completes the proof of the theorem. �

3.2. Convergence properties of CMWF based clustering 

In this section, we use Zangwill’s global convergence theorem [50] to derive the convergence results regarding the AO

based clustering with CMWF, proposed in Algorithm 1 . In order to update the membership matrix and cluster representa-

tives, we define the following operators: 
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Definition 2. T memb : B 

c → U c,n , T memb (Z) = U = [ u i j ] , where, u ij is given by the following rule ( Theorem 4 ): 

�i = 

{ 

j | d(z j , x i ) = 0 

} 

;

if �i = φ, 

u i j = v i j 
2 , (8a) 

g ′ ( v i j 
2 ) d(z j , x i ) = g ′ ( v i j ′ 

2 ) d(z j ′ , x i ) ; ∀ j � = j ′ ∈ 

{
1 , 2 , · · · , c 

}
, (8b)

c ∑ 

j=1 

v i j 
2 = 1 . (8c) 

If � i � = φ

u i j = 

{ 

� 0 with 

∑ 

z k = x i 
u ik = 1 if j ∈ �i , 

0 otherwise. 
(8d) 

Definition 3. 

T cent : U c,n → B 

c , T cent (U ) = Z = (z 1 , z 2 , · · · , z c ) , 

where the vectors (z 1 , z 2 , · · · , z c ) , z j ∈ B, j = 1 , 2 , · · · , c are calculated as: 

z j = 

[ 

n ∑ 

i =1 

˜ g (u i j ) x i 

] /[ 

n ∑ 

i =1 

˜ g (u i j ) 

] 

. (9) 

We first define the clustering operator in the following way: 

Definition 4. 

J : (U c,n × B 

c ) → (U c,n × B 

c ) , J = O cent ◦ O memb , 

where 

O memb : U c,n × B 

c → U c,n ; O memb (U , Z ) = T memb (Z ) , 

O cent : B 

c → U c,n × B 

c ; O cent (U ) = (U , T cent (U )) , 

J(U , Z) = ( T memb (Z) , T cent ( T memb ( Z ) ) ) . 

Lemma 1. U c,n × B 

c is compact. 

Proof. U c,n and B 

c were proved to be compact in Theorems 1 and 3 respectively. Hence, the lemma follows. �

Definition 5. We define a subset T of optimal points in U c,n × B 

c as follows 

T = 

{
(U 

∗, Z 

∗) ∈ U c,n × B 

c | 
f g (U 

∗, Z 

∗) � f g (U , Z 

∗) , ∀ U ∈ U c,n , U � = U 

∗, 
f g (U 

∗, Z 

∗) < f g (U 

∗, Z) , ∀Z ∈ B 

c , Z � = Z 

∗. 

} (10) 

Lemma 2. The set defined in (10) satisfies the following two conditions: 

1. If h / ∈ T , then f g (h 

∗) < f g (h ) , ∀ h 

∗ ∈ J(h ) , h , h 

∗ ∈ U c,n × B 

c . 

2. If h ∈ T , then f g (h 

∗) � f g (h ) , ∀ h 

∗ ∈ J(h ) , h , h 

∗ ∈ U c,n × B 

c . 

Proof. For any (U ∗, Z∗) ∈ U c,n × B 

c , the following chain of inequalities hold true: 

f g (J(U 

∗, Z 

∗)) = f g (T memb (Z 

∗) , T cent (T memb (Z 

∗))) 
� f g (T memb (Z 

∗) , Z 

∗) � f g (U 

∗, Z 

∗) . 

Equality holds if and only if, 
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U 

∗ ∈ T memb (Z 

∗) ;
and Z 

∗ = T cent ( U 

∗) , 

which implies that (U 

∗, Z 

∗) is in T . �

Lemma 3. Under the assumption, �i = φ, ∀ i = 1 , 2 , · · · , n ; the map, T memb is a point-to-point continuous map. 

Proof. Theorem 3 implies that the map under consideration is a point-to-point map. In order to address the issue of conti-

nuity, we proceed as follows. 

We define the following set of functions: 

B i, j 1 , j 2 : B 

c × U c,n → R ;

B i, j 1 , j 2 (Z, U ) = 

˜ g ′ (u i j 1 ) d(z j 1 , x i ) − ˜ g ′ (u i j 2 ) d(z j 2 , x i ) ; (11a)

D i : B 

c × U c,n → R ;

D i (Z, U ) = 

c ∑ 

j=1 

u i j − 1 , i = 1 , 2 , · · · , n. (11b)

Let us define the kernel of a function f : X → R as follows: 

φ( f ) = 

{
x ∈ X | f (x ) = 0 

}
. 

Now, B i, j 1 , j 2 
(∀ i = 1 , 2 , · · · n ; j 1 , j 2 ∈ 

{
1 , 2 , · · · , c;

}
, j 1 � = j 2 ) is a continuous function ( ̃ g being convex and differentiable, is also

continuously differentiable, hence ˜ g ′ is continuous), hence, their kernel is closed. D i (∀ i = 1 , 2 , · · · , n ) is also continuous,

hence has a closed kernel. Being intersection of closed sets, the set given by: 

S = 

{ 

∩ 

n 
i =1 ∩ 

c−1 
j 1 =1 

∩ 

c 
j 2 = j 1 +1 φ(B i, j 1 , j 2 ) 

} 

∩ 

{ 

∩ 

n 
i =1 φ(D i ) 

} 

is also closed. 

Now, by definition, S ⊆ B 

c × U c,n . From the very definition of T memb , we can rewrite R as follows: 

R = 

{ 

Z , T memb (Z ) | Z ∈ B 

c 
} 

Hence R is also the graph of the function T memb . Now, we apply the closed graph theorem to prove the continuity of T memb .

Closed graph theorem: ( [36] , p. 171) The function from a topological space to a compact Hausdorff space is continuous,

if and only if the graph of the function (the graph of T : P → Y is the set { ((x, y ) ∈ P × Y | T (x ) = y ) } ) is closed. 

Using the fact that U c,n is a compact set and S is a closed set, from the closed graph theorem it follows that T memb is

continuous. �

Lemma 4. The map T memb is closed at Z 

R ∗
1 if (U , Z 

R ∗
1 ) / ∈ T for some U ∈ U c,n . 

Proof. We have to prove the following: for all sequences {Z 

R 
(t) 
1 } ∞ 

t=0 
(Z 

R 
(t) 
1 ∈ B 

c ) converging to Z 

R ∗
1 and { U 

R 
(t) 
1 } ∞ 

t=0

[ ∈ T memb (Z 

R 
(t) 
1 )] converging to U 

R ∗
1 ; we have that, U 

R ∗
1 ∈ T memb (Z 

R ∗
1 ) . 

We shall show that the closedness property holds true individually for membership vector corresponding to each of the

patterns x i , ∀ i = 1 , 2 , · · · , n . In order to show that, we define the following: 

�(t) 
i 

= { j | d(z 
R (t) 

1 

j 
, x i ) = 0 }; �∗

i = { j | d(z 
R ∗1 
j 

, x i ) = 0 } . 
If | �∗

i 
| = 0 , using the convergence of { z R 

(t) 
1 

j 
} ∞ 

t=0 
to z 

R ∗
1 

j 
and the continuity of dissimilarity measure, we can find M fuzz 1 such

that, ∀ t > M fuzz 1 , | �(t) 
i 

| = 0 , implying the lemma from Lemma 3 . If | �∗
i 
| > 0 , ∀ c > 1 , we can find ∀ c ( > 0) M fuzz 2 such that

∀ t > M fuzz 2 , max j∈ �∗
i 

d(z 
R 
(t) 
1 

j 
, x i ) < c min j / ∈ �∗

i 
dist g (z 

R 
(t) 
1 

j 
, x i ) , which implies the lemma. �

Lemma 5. The map J is closed at (U 

R 2 , Z 

R 2 ) if (U 

R 2 , Z 

R 2 ) / ∈ T . 

Proof. Lemma 4 and the continuity of T cent implies this. �

Theorem 5. ∀ Z 

(0) ∈ B 

c , the sequence, { J(T memb (Z 

(0) ) , Z 

(0) ) } ∞ 

t=1 either terminates at a point in T (as defined in (10) ) or has a

subsequence that converges to a point in T . 

Proof. We first restate below the Zangwill’s global convergence theorem which is used to prove Theorem 5 . 

Zangwill’s global convergence theorem [50] : Let R be a set of minimizers of a continuous objective function � on H.

Let A : H → H be a point-to-set map which determines an algorithm that given a point s 0 ∈ H, generates a sequence { s t } ∞ 

t=0
through the iteration s t+1 ∈ A (s t ) . We further assume 
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Fig. 2. Clustering performance of the FCM with CMWF of Example 3 ( Section 2.3 ) as the weighting function. 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. The sequence { s t } ∞ 

t=0 
∈ C ⊆ H, where C is a compact set. 

2. The continuous objective function � on H satisfies the following: 

(a) If s / ∈ R , then �(s ′ ) < �(s ) , ∀ s ′ ∈ A (H) , 

(b) If s ∈ R , then �(s ′ ) � �(s ) , ∀ s ′ ∈ A (H) . 

3. The map A is closed at s if s / ∈ R (if A is actually a point-to-point map instead of a point-to-set map, the condition (c) of

the theorem turns out to be simply the continuity of A .) 

Then the limit of any convergent subsequence of { s t } ∞ 

t=0 is in R . 

We take A to be J , H to be U c,n × B 

c ; s 0 to be (U 

(0) , Z 

(0) ) ; C to be the whole of H (compactness of H is guaranteed

by Lemma 1 ); � to be f g (being the sum of continuous functions, f g is a continuous function), R to be T (10) ( Lemma 2

justifies the choice). By Lemma 5 , J is closed on this particular choice of H. Thus, from Zangwill’s convergence theorem,

the limit of any convergent subsequence of { U 

(t) , Z 

(t) } ∞ 

t=0 
has a limit in T . Next ∀ (Z 

(0) ) ∈ B 

c , we consider the sequence

{ J (t) (T memb (Z 

(0) ) , Z 

(0) } ∞ 

t=0 which is contained in the compact set given by H. Hence by Bolzano–Weierstrass theorem [16] it

has a convergent subsequence. These statements imply that the sequence given by { J (t) (T memb (Z 

(0) ) , Z 

(0) ) } ∞ 

t=0 
, ∀Z 

(0) ∈ B 

c 

either terminates at a point in T given by (10) or has a subsequence that converges to a point in T . �

This provides us a complete convergence analysis of the proposed general class of algorithms with CMWF. 

The developed convergence property is exactly same as that corresponding to the classical FCM with squared Euclidean

distance. With the choice of the CMWF, that generates the conventional FCM weighting function (discussed in Example

1, Section 2 ), we obtain the convergence result corresponding to classical FCM [6,8] . Hence, this article presents a novel

generalization (with respect to the weighting functions) of the classical FCm along with its convergence properties. 

4. Experimental results 

In this section, we present a sample performance comparison (on several simulated and real life datasets) of a specific

member of the proposed generalized algorithm with the classical FCM, just to highlight the usefulness of the proposed

CMWF family. Before discussing the main comparative study, we illustrate a simple proof of concept result with the dataset

shown in Fig. 1 (a). Fig. 2 shows the clustering obtained by FCM with the weighting function of Example 3 in Section 2.3 . It

is evident that the dataset is perfectly clustered with the choice of this CMWF. 
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Table 1 

Summary of the used datasets (here, n , d and c stand for the no. of data 

points, no. of features, and actual clusters respectively). 

Data n d c 

Spherical 5_2 [1] 250 2 5 

Spherical 6_2 [1] 300 2 6 

st900 [2] 900 2 9 

elliptical_10_2 [2] 500 2 10 

R15 [43] 50 0 0 2 15 

S1 [17] 50 0 0 2 15 

S3 [17] 50 0 0 2 15 

Iris Data [32] 150 4 3 

Seed Data [32] 210 8 3 

Wine Data [32] 178 13 3 

Wisconsin Breast Cancer Data [32] 699 10 2 

Wisconsin Diagnostic Breast Cancer Data [32] 569 32 2 

Table 2 

Comparison of ARI values. Best total and mean values are marked in boldface. 

Data FCM with CMWF Classical FCM 

Spherical 5_2 0.922 0.877 (0.012) 

Spherical 6_2 0.962 0.8898 (0.01) 

st900 0.839 0.839 (1) 

elliptical_10_2 0.903 0.841 (0.001) 

R15 0.933 0.8906 (0.15) 

S1 0.962 0.925 (0.05) 

S3 0.701 0.691 (0.45) 

Iris Data 0.801 0.729 (0.001) 

Seed Data 0.716 0.716 (1) 

Wine Data 0.4136 0.3539 (0.172) 

Wisconsin Breast Cancer Data 0.863 0.79 (0.05) 

Wisconsin Diagnostic Breast Cancer Data 0.55 0.491 (0.001) 

Total 9.575 9.0313 

Mean 0.798 0.753 

 

 

 

 

 

 

 

 

 

 

4.1. Benchmark dataset 

Here, we consider a total of 12 datasets of which 7 are synthetic and 5 from real world. Summary of the datasets along

with the relevant citations are provided in Table 1 . Description of the synthetic datasets can be found in the respective

references. In particular, the datasets R15, S1, and S3 can be downloaded from http://cs.joensuu.fi/sipu/datasets/ . Each of S1

and S3 contain 15 Gaussian clusters with different degrees of overlap among the clusters. The dataset R15 was generated

using 15 similar two-dimensional Gaussian distributions. 

4.2. Performance measure 

Here we employ hard partition based validity functions. In order to achieve hard partition from soft partition, we assign

the point to the cluster with the highest membership. In case of a tie, it is assigned to any cluster with each candidate

having equal probability. 

Let T = 

{
t 1 , t 2 , · · · , t R 

}
and S = 

{
s 1 , s 2 , · · · , s c 

}
be two valid partitions of the given data. Let T be the actual partition and

S be the obtained partition in some clustering algorithm, Now, we wish to evaluate the goodness of S . n ij is the number

of objects present in both cluster t i and s j ; n i . is the number of objects present in cluster t i ; n . j is the number of objects

present in cluster s j . 

In order to compare the clustering performance of the different algorithms, we use a well accepted measure called

Adjusted Rand Index (ARI) [25,48] . ARI can be formally expressed in the following way: 

ARI(T , S) = 

∑ 

i, j 

(
n i j 

2 

)
−

[ ∑ 

i 

(
n i. 
2 

)∑ 

j 

(
n . j 

2 

)] 
/ 
(

n 
2 

)
1 
2 

[ ∑ 

i 

(
n i. 
2 

)
+ 

∑ 

j 

(
n . j 

2 

)] 
−

[ ∑ 

i 

(
n i. 
2 

)∑ 

j 

(
n . j 

2 

)] 
/ 
(
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4.3. Computational protocols 

The computational protocols that we followed throughout the simulations are in order. 

http://cs.joensuu.fi/sipu/datasets/
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Fig. 3. The best clustering performance of our algorithm on (a) Spherical 5_2, (b) Spherical 6_2, (c) st900, (d) elliptical_10_2, (e) R15, (f) S1. (For interpre- 

tation of the references to colour in the text, the reader is referred to the web version of this article.) 
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Fig. 4. The best clustering performance of our algorithm on (a) S3, (b) Iris, (c) Seed, (d) Wine, (e) Wisconsin Breast Cancer, (f) Wisconsin Diagnostic Breast 

Cancer Data. (For interpretation of the references to colour in the text, the reader is referred to the web version of this article.) 
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Choice of CMWF : From the very definition of CMWF, it is obvious that mathematically, there are infinitely many can-

didates for them. Due to the impossibility of demonstration of a complete performance comparison among all possible

CMWFs, we choose and fix g 4 ( Example 4, Section 2.3 ) as our choice of CMWF. We again draw readers’ attention to the fact

that, a performance comparison among different choices of CMWF is not the focus or the purpose of the present theoretical

article. This can be taken as an interesting future research topic. 

Algorithms under consideration : Proposed FCM with the specific choice of CMWF (A1), FCM with the conventional

weighting function (A2). Both the algorithms used the conventional squared Euclidean distance function. 

4.4. Results and statistical comparison 

For each of the 12 datasets under consideration, we carry out the Wilcoxon’s rank sum test (paired) between the per-

formance by the algorithms (over 30 independent runs) under consideration, to see if we have a statistically significant

improvement in our algorithm from the others. Here best performance is reported, based on mean ARI value achieved in

30 runs. For each run, algorithms A1 and A2 started with the same initial cluster representatives so that any performance

difference between them may be attributed to their internal operators only. 

For a specific dataset R , let the median of the difference of the ARI corresponding to algorithms ([ARI of A1 - ARI of

A2]; corresponding to each of the 30 runs) A1 and A2 be denoted by m . We perform paired Wilcoxon’s rank-sum test on

the following hypothesis testing setup: 

H 0 : m = 0 vs. H 1 : m > 0 

In Table 2 , we report the best performance, based upon mean value in 30 runs. In parenthesis, we report the correspond-

ing P-values in parenthesis in the column corresponding to Classical FCM. 

From Table 2 , we observe that our algorithm achieved best average ARI value in all the datasets, which give us some

experimental evidence on the practical usefulness of the proposed algorithm. 

We graphically present the best clustering performances ( Figs. 3 and 4 ) corresponding to our proposed generalized algo-

rithms. In case of 2D simulated datasets, different color along with a different sign is used to identify different clusters in

the scatter plot. In case of the real world datasets, with more than two features, we present the parallel coordinate plot of

the clustered datasets, where each cluster is denoted by a different color. 

From the P -values obtained in Table 2 , we see that 7 out of the 12 tests have a P -value less than or equal to 0.05. Hence,

there is enough statistically significant evidence (significance level 0.05) in the data to conclude that the ARI obtained using

FCM with CMWF is bigger than that obtained with classical FCM. In the rest of the cases, the average value of the obtained

ARI using FCM with CMWF is better than that corresponding to the classical FCM . 

5. Conclusion 

Starting with a general class of membership-based weighting functions, in this article we presented a novel class of

the generalized FCM algorithms. We undertook a detailed analysis of the mathematical properties of the sub-optimization

problems involved in the FCM formulation and also investigated the convergence properties (corresponding to a suitable set

of optimal points) of the proposed clustering algorithm. It is evident that the CMWF-based clustering scheme can also be

generalized to any FCM variant with other distance measures. 

After the classical FCM algorithm [6] was introduced in literature, to the best of our knowledge, this is the first time, an

article has directly addressed the issue of structured axiomatic generalization of the weighting function and has established

its convergence properties which are comparable to that of the classical FCM [6] . The theoretical development of the new

generalized CMWF based clustering algorithm provides us with a flexible class of weighting functions which can be used

for the development of data-specific clustering algorithms with improved performances. Members from the CMWF class can

be integrated with other advanced variants of FCM like the neutrosophic c-means clustering algorithm [20] , interval type-2

FCM [40] etc. 

What is the best way to choose an appropriate weighting function given the data? How can we approximate the up-

dating rule corresponding to the weighting function, when a closed form expression is not readily available? Even partial

answers to such theoretical questions would have a significant practical impact and deserve further investigations. We wish

to continue our research work in this direction. 
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