
I.J. Image, Graphics and Signal Processing, 2019, 6, 35-44 
Published Online June 2019 in MECS (http://www.mecs-press.org/) 

DOI: 10.5815/ijigsp.2019.06.05 

Copyright © 2019 MECS                                                        I.J. Image, Graphics and Signal Processing, 2019, 6, 35-44 

Improving Facial Image Recognition based 

Neutrosophy and DWT Using Fully Center 

Symmetric Dual Cross Pattern 
 

Turker Tuncer 
Digital Forensics Engineering, Technology Faculty, Firat University, Elazig, Turkey  

Email: turkertuncer@firat.edu.tr 

 

Sengul Dogan 
Digital Forensics Engineering, Technology Faculty, Firat University, Elazig, Turkey  

Email: sdogan@firat.edu.tr 

 

Received: 25 February 2019; Accepted: 21 March 2019; Published: 08 June 2019 

 

 

Abstract—Face recognition is one of the most commonly 

used biometric features in the identification of people. In 

this article, a novel facial image recognition architecture 

is proposed with a novel image descriptor which is called 

as fully center symmetric dual cross pattern (FCSDCP) 

The proposed architecture consists of preprocessing, 

feature extraction and classification phases. In the 

preprocessing phase, discrete wavelet transform (DWT) 

and Neutrosophy are used together to calculate 

coefficients of the face images. The proposed FCSDCP 

extracts features. LDA, QDA, SVM and KNN are utilized 

as classifiers. 4 datasets were chosen to obtain 

experiments and the results of the proposed method were 

compared to other state of art image descriptor based 

methods and the results clearly shows that the proposed 

method is a successful method for face classification. 

 

Index Terms—Fully Center Symmetric Dual Cross 

Pattern; Neutrosophy; DWT; Facial Image Recognition. 

 

I.  INTRODUCTION 

Biometrics systems aim to identify using physical or 

behavioral characteristics of people [1-3]. Today, many 

security priority systems use a variety of biometric 

systems. Because there is no need for an additional card 

or device in the identification of people in these systems 

[4]. Biometric systems have many application areas such 

as digital forensics, medicine and controlled passing [4-7]. 

The biometric systems are divided into physical 

(fingerprint, iris, face, retina, palm, palm-vein, ear) and 

behavioral (signature, gait recognition). One of the 

widely used physical biometric systems is the face 

recognition because facial data is public and researchers 

can create facial images datasets easily. Face recognition 

systems are developed for the identification of a company 

in accordance with the security procedure and 

applications for a criminal/person identification. Every 

individual who will use automatic face recognition 

systems should apply the standard face matching 

procedure. The samples in this system are updated at 

certain intervals. In addition, the progress of the 

technology has led to the rapid development and 

widespread use of these devices in hardware and software 

[3-6]. In order to solve face recognition and classification 

problems, several methods have been proposed in the 

literature [7,8]. Image descriptors based facial image 

recognition methods have been achieved satisfactory 

results. Therefore, these methods have been generally 

used to solve these problems [9-12]. 

In this study, a novel descriptor is proposed. The 

proposed descriptor is compared to LBP, DCP, LQPAT 

descriptors. These descriptors are widely used in the 

literature. Therefore, we chose them. A Neutrosophy and 

DWT based method is proposed to improve the 

performance and robustness of the proposed descriptor 

when used in facial image recognition applications. 

Accuracy is used as the performance parameter in the 

study and the results obtained are examined. 

The major contributions of the proposed method are 

given as below  

 

- DCP is a new generation image descriptor for face 

recognition but DCP doesn’t use all of the pixels 

in a 5 x 5 size of blocks. Therefore, a novel image 

descriptor is presented to improve feature 

extraction capability of the DCP and this image 

descriptor is called as fully center symmetric dual 

cross pattern (FCSDCP). 

- Neutrosophy and DWT are well transformations 

and have been widely used for face classification. 

In this study, a hybrid transformation is proposed 

using Neutrosophy and DWT to directly use the 

advantages of these transformations. The 

experiments prove success of the proposed hybrid 

transformations.  

- 4 classifiers are used to test success of the 

proposed transformation and the proposed 

descriptors.
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- The proposed methods are compared to previously 

presented methods and the comparisons clearly 

demonstrated that the proposed methods have 

higher classification abilities than the others. 

 

A novel descriptor based on Neutrosophy and DWT is 

proposed for facial image recognition. The related works 

are given in Section 2. In Section 3, Neutrosophic Sets 

and DWT are presented. At the same time, the feature 

extraction process of the LBP, DCP, and LQPAT 

descriptors is elaborated. The proposed descriptor is 

described in Section 4. The proposed Neutrosophy and 

DWT based facial image recognition method is presented 

in Section 5. The experimental results are given in 

Section 6. In Section 7, conclusions and future works are 

mentioned. 

 

II.  BACKGROUND  

A.  Neutrosophic Sets  

Neutrosophy is one of the most used methods among 

fuzzy-based transformations. The theory of neutrosophy 

analyses an A proposal as A (True), Anti-A (False) and 

Non-A together. Mathematical description of the 

Neutrosophy is given in Eq. (1) [13].  

 
[𝑇 𝐼 𝐹] = 𝑁𝑒𝑢𝑡(𝐴)                          (1) 

 

where T is true, F is false and I is indetermined. T, I and 

F consist of neutrosophic sets 𝑁𝑒𝑢𝑡 (. ) defines function 

of the neutrosophy. These sets are obtained using Eq. (2) 

-(7). 

𝑇(𝑖, 𝑗) = 1 −
ā𝑚𝑎𝑥−ā

ā𝑚𝑎𝑥−ā𝑚𝑖𝑛
                        (2) 

 

𝐼(𝑖, 𝑗) = 1 −
𝑑𝑖𝑓𝑓𝑚𝑎𝑥−𝑑𝑖𝑓𝑓(𝑖,𝑗)

𝑑𝑖𝑓𝑓𝑚𝑎𝑥−𝑑𝑖𝑓𝑓𝑚𝑖𝑛
                    (3) 

 

𝑑𝑖𝑓𝑓(𝑖, 𝑗) = |𝑎(𝑖, 𝑗) − ā(𝑖, 𝑗)|                   (4) 

 

𝑑𝑖𝑓𝑓𝑚𝑎𝑥 = 𝑚𝑎𝑥{𝑑𝑖𝑓𝑓(𝑖, 𝑗| 𝑖 ∈   P, j ∈  Q}         (5) 

 

𝑑𝑖𝑓𝑓𝑚𝑖𝑛 = 𝑚𝑖𝑛{𝑑𝑖𝑓𝑓(𝑖, 𝑗| 𝑖 ∈   P, j ∈  Q}         (6) 

 

𝐹(𝑖, 𝑗) = 1 − 𝑇(𝑖, 𝑗)                       (7) 

 

where a is input image, ā is constructed by mean values 

of the each m x m sized overlapping blocks and it 

represents mean image, 𝑚 > 1. ā(𝑖, 𝑗) defines mean value 

of each block.  

ā𝑚𝑎𝑥 is the maximum values of ā(𝑖, 𝑗)∀ I ∈ P, ∀j ∈ Q 

ā𝑚𝑖𝑛 is the minimum values of ā(𝑖, 𝑗)∀ i ∈ P, ∀ j ∈ Q 

𝑑𝑖𝑓𝑓(𝑖, 𝑗)  is the absolute value of difference between 

element 𝑎(𝑖, 𝑗) in local mean value ā(𝑖, 𝑗) 

Neutrosophy has been used in many different areas for 

instance noise reduction, thresholding, segmentation in 

image processing. Neutrosophy can extract salient 

features from the face image [14-17]. 

 

B.  Discrete Wavelet Transform (DWT) 

DWT is widely used method for obtaining 

transformation coefficients. DWT separates an image two 

types of coefficients. These coefficients are called as 

approximate wavelet and detail wavelet coefficients. 

Approximation wavelet coefficients represent low 

frequency components (LL), while detail wavelet 

coefficients include high frequency components (LH, HL, 

HH) [18, 19]. The DWT equation is given below. 

 
[𝐿𝐿 𝐿𝐻 𝐻𝐿 𝐻𝐻] = 𝐷𝑊𝑇2(𝐼𝑚𝑎𝑔𝑒, ′𝐻𝑎𝑎𝑟′)   (8) 

 

DWT is widely used in image processing. Because the 

human vision system is less sensitive against the noise 

generated by the processes on bands obtained from DWT. 

The represented of DWT is shown Fig. 1 [20]. 

 

 

Fig.1. The represented of DWT 

The LL band is approximately bands and is robust 

against JPEG compression. LH, HL and HH sub-bands 

include detail and textural features of the images. LH 

band expresses horizontal details. The HL band is a 

vertical detail band. The HH band represents diagonal 

detail [18]. The LH, HL and HH sub-bands are generally 

used for textural feature extraction [19]. 

C.  Local Binary Pattern (LBP) 

Local binary pattern (LBP) was developed by Ojala in 

1996 [28]. The main attributes of the LBP are given as 

follows. LBP is a fast feature extractor and it can be 

extract distinctive features with a short time. It is simple 

and has basic mathematical structure [14,15,21]. The 

representation of LBP is shown in Fig.2. 

 

Feature 
Set

 

Fig.2. The represented of LBP 

The success of the LBP allows for the development of 

different descriptors. The feature extraction process of the 

LBP method is given in Fig.3. In LBP, the image is 

divided into 3 x 3 sizes overlapping blocks. The binary 

features are extracted using signum function and 

masthem.

2D-DWT

LL LH HL HH
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I4 I3 I2

I5 I0 I1

I6 I7 I8

 

Fig.3. Template of the LBP operator 

In the LBP method, the following equations are used to 

obtain the feature set [22]. 

 

𝐴𝑖,𝑗
1 = 𝑆(𝐼1, 𝐼0)𝑥 27 + 𝑆(𝐼2, 𝐼0)𝑥 26          (9) 

 

𝐴𝑖,𝑗
2 =  𝑆(𝐼3, 𝐼0)𝑥 25 +  𝑆(𝐼4, 𝐼0)𝑥24        (10) 

 

𝐴𝑖,𝑗
3 = 𝑆(𝐼5, 𝐼0)𝑥 23 + 𝑆(𝐼6, 𝐼0)𝑥 22        (11) 

 

𝐴𝑖,𝑗
4 = 𝑆(𝐼7, 𝐼0)𝑥21 + 𝑆(𝐼8, 𝐼0)𝑥20         (12) 

 

𝐴 = 𝐴𝑖,𝑗
1 + 𝐴𝑖,𝑗

2  + 𝐴𝑖,𝑗
3 + 𝐴𝑖,𝑗

4              (13) 

 

𝑆(𝑥, 𝑦) = {
0, 𝑥 < 𝑦

1,         𝑥 ≥ 𝑦
                 (14) 

 

𝐿𝐵𝑃 = 𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝐴                     (15) 

 

where 𝑆 (. )  is a signum function and this function is 

utilized as binary feature extraction function. 

D.  Dual Cross Pattern (DCP) 

DCP divides into 5 x 5 blocks. As shown in Fig. 4, the 

DCP method obtains a common histogram by evaluating 

the [I1-I8] pixels and the [I9-I16] pixels separately 

[23,24]. 

I16 I9 I10

I8 I1 I2

I15 I7 Ic I3 I11

I6 I5 I4

I14 I13 I12

 

Fig.4. Template of the DCP operator 

DCP obtains a feature set of image using the following 

equations. 
𝐴𝑖,𝑗

1 = 𝑆(𝐼1, 𝐼𝑐) x 2 + 𝑆(𝐼9, 𝐼1)      (16) 

 

𝐴𝑖,𝑗
2 =  𝑆(𝐼2, 𝐼𝑐) x 2 +  𝑆(𝐼10, 𝐼2)        (17) 

 

 

𝐴𝑖,𝑗
3 = 𝑆(𝐼3, 𝐼𝑐)𝑥 2 + 𝑆(𝐼11, 𝐼3)                (18) 

 

𝐴𝑖,𝑗
4 =  𝑆(𝐼4, 𝐼𝑐) x 2 +  𝑆(𝐼12, 𝐼4)              (19) 

 

𝐴𝑖,𝑗
5 = 𝑆(𝐼5, 𝐼𝑐) x 2 + 𝑆(𝐼13, 𝐼5)                (20) 

 

𝐴𝑖,𝑗
6 =  𝑆(𝐼6, 𝐼𝑐) x 2 +  𝑆(𝐼13, 𝐼5)               (21) 

 

𝐴𝑖,𝑗
7 = 𝑆(𝐼7, 𝐼𝑐) x 2 + 𝑆(𝐼14, 𝐼7)               (22) 

 

𝐴𝑖,𝑗
8 =  𝑆(𝐼8, 𝐼𝑐) x 2 + 𝑆(𝐼16, 𝐼8)              (23) 

 

𝐴1 = 𝐴𝑖,𝑗
1 ∗ 43 + 𝐴𝑖,𝑗

3 ∗ 42 + 𝐴𝑖,𝑗
5 ∗ 41+𝐴𝑖,𝑗

7 ∗ 40    (24) 

 

𝐴2 = 𝐴𝑖,𝑗
2 ∗ 43 + 𝐴𝑖,𝑗

4 ∗ 42 + 𝐴𝑖,𝑗
6 ∗ 41+𝐴𝑖,𝑗

8 ∗ 40      (25) 

 

𝑓𝑒𝑎𝑡𝑢𝑟𝑒_𝑠𝑒𝑡 = 𝑐𝑜𝑛𝑐(𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝐴1
, 𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝐴2

)  

(26) 
where 𝑐𝑜𝑛𝑐(. )   is feature concatenation function. Two 

feature images are constructed using DCP. In the image 

descriptors, histograms of the feature images are utilized 

as feature set. Therefore, 𝑐𝑜𝑛𝑐(. )  function is used to 

combine histograms of the feature images. 

E.  Local Quadruple Pattern (LQPAT) 

The Local Quadruple Pattern (LQPAT) is a descriptor 

used for face recognition. As shown in Fig. 5, in LQPAT, 

the image is divided into 4 x 4 blocks and this matrix is 

evaluated as the lower 4 blocks for feature extraction 

[25,26]. 

 

I0 I1 I4

I2 I3 I6

I8 I9 I12

I5

I7

I13

I10 I11 I14 I15

 

Fig.5. Template of the LQPAT operator 

The equations used by the LQPAT method for feature 

extraction are given below. 

 

𝐴𝑖,𝑗
1 = 𝑆(𝐼0, 𝐼4)𝑥 27 + 𝑆(𝐼1, 𝐼5)𝑥 26          (27) 

 

𝐴𝑖,𝑗
2 =  𝑆(𝐼2, 𝐼6)𝑥 25 +  𝑆(𝐼3, 𝐼7)𝑥24         (28) 

 

𝐴𝑖,𝑗
3 = 𝑆(𝐼4, 𝐼12)𝑥 23 + 𝑆(𝐼5, 𝐼13)𝑥 22       (29) 

 

𝐴𝑖,𝑗
4 =  𝑆(𝐼6, 𝐼14)𝑥 21 +  𝑆(𝐼7, 𝐼15)𝑥20      (30) 

 

𝐴 = 𝐴𝑖,𝑗
1 + 𝐴𝑖,𝑗

2  + 𝐴𝑖,𝑗
3 + 𝐴𝑖,𝑗

4             (31) 
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𝐵𝑖,𝑗
1 = 𝑆(𝐼12, 𝐼8)𝑥 27 + 𝑆(𝐼13, 𝐼9)𝑥 26        (32) 

 

𝐵𝑖,𝑗
2 =  𝑆(𝐼14, 𝐼10)𝑥 25 +  𝑆(𝐼15, 𝐼11)𝑥24      (33) 

 

𝐵𝑖,𝑗
3 = 𝑆(𝐼8, 𝐼0)𝑥 23 + 𝑆(𝐼9, 𝐼1)𝑥 22        (34) 

 

𝐵𝑖,𝑗
4 =  𝑆(𝐼10, 𝐼2)𝑥 21 +  𝑆(𝐼11, 𝐼3)𝑥20       (35) 

 

𝐵 = 𝐵𝑖,𝑗
1 + 𝐵𝑖,𝑗

2  + 𝐵𝑖,𝑗
3 + 𝐵𝑖,𝑗

4                 (36) 

 

𝐿𝑄𝑃𝐴𝑇 = {𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝐴, 𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝐵}         (37) 

 

III.  THE PROPOSED DESCRIPTOR: FULLY CENTER 

SYMMETRIC DUAL CROSS PATTERN (FCSDCP) 

DCP doesn’t use all of the pixels in the block with size 

of 5 x 5. Therefore, an improved version of the DCP 

which uses all of the pixels is presented in this study and 

it is called as fully center symmetric dual cross pattern 

(FCSDCP). The main aim of this descriptor is to extract 

distinctive and deep feature from images. In the FCSDCP, 

block pixels are divided into two groups as shown in Fig. 

6.  

 

- DCP pixels 

- In the DCP, there are 8 unused pixels and we 

called them as Knight pixels. Because center pixel 

reaches the unusual pixels using knight moves in 

the chess. 

 

I9 I18 I10 I19 I11

I17 I1 I2 I3 I20

I16 I8 Ic I4 I12

I24 I7 I6 I5 I21

I15 I23 I14 I22 I13

 
(a) 

 

I9 I10 I11

I1 I2 I3

I16 I8 Ic I4 I12

I7 I6 I5

I15 I14 I13

 
(b) 

 

 

 

 

 

 

I18 I19

I17 I20

Ic

I24 I21

I23 I22

 
(c) 

Fig.6. Template showing the proposed descriptor (a) 5 x 5 block of face 

image (b) Center symmetric DCP pixels (c) Knight pixels 

In this method, as shown in Fig. 6 (c), the effect of all 

the pixels is transferred to the feature set with knight 

movements in the chess from center to other pixels. 

 

𝐴𝑖,𝑗
1 = 𝑆(𝐼1, 𝐼5)x 27 + 𝑆(𝐼2, 𝐼6)x 26           (38) 

 

𝐴𝑖,𝑗
2 =  𝑆(𝐼3, 𝐼7)x 25 +  𝑆(𝐼4, 𝐼8)x24          (39) 

 

𝐴𝑖,𝑗
3 = 𝑆(𝐼9, 𝐼13)x 23 + 𝑆(𝐼10, 𝐼14)x 22        (40) 

 

𝐴𝑖,𝑗
4 =  𝑆(𝐼11, 𝐼15)x 21 +  𝑆(𝐼12, 𝐼16)x20       (41) 

 

𝐴 = 𝐴𝑖,𝑗
1 + 𝐴𝑖,𝑗

2  + 𝐴𝑖,𝑗
3 + 𝐴𝑖,𝑗

4               (42) 

 

𝐵𝑖,𝑗
1 = 𝑆(𝐼17, 𝐼𝑐)x 27 + 𝑆(𝐼18, 𝐼𝑐)x 26        (43) 

 

𝐵𝑖,𝑗
2 =  𝑆(𝐼19, 𝐼𝑐)x 25 +  𝑆(𝐼20, 𝐼𝑐)x24        (44) 

 

𝐵𝑖,𝑗
3 = 𝑆(𝐼21, 𝐼𝑐)x 23 + 𝑆(𝐼22, 𝐼𝑐)x 22        (45) 

 

𝐵𝑖,𝑗
4 =  𝑆(𝐼23, 𝐼𝑐)x 21 +  𝑆(𝐼24, 𝐼𝑐)x20        (46) 

 

𝐵 = 𝐵𝑖,𝑗
1 + 𝐵𝑖,𝑗

2  + 𝐵𝑖,𝑗
3 + 𝐵𝑖,𝑗

4                (47) 

 

𝑓𝑒𝑎𝑡𝑢𝑟𝑒_𝑠𝑒𝑡 = 𝑐𝑜𝑛𝑐(𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝐴, 𝐻𝑖𝑠𝑡𝑜𝑔𝑟𝑎𝑚𝐵)  (48) 

 

IV.  THE PROPOSED METHOD FOR FACIAL IMAGE 

RECOGNITION  

This method consists of pre-processing, feature 

extraction and classification phases. The face image is 

segmented in the pre-processing phase. DWT and 

Neutrosophy are used to obtain transformation 

coefficients. LL, LH, HL and HH sub-bands are 

calculated using DWT. T, I, F set of the LH, HL and HH 

sub-bands are calculated using Neutrosophy. The 

proposed local descriptor (FCSDCP) is applied to T and I 

set for obtaining feature set. KNN [27], SVM [28], LDA 

[29] and QDA [30] are considered as classifiers in this 

method because these classifiers are widely used in the 

literature. The block diagram of the proposed method is 

given at Fig.7. 
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Image

Preprocessing

2D-DWT

LL LH HL HH

Neutrosophy Neutrosophy Neutrosophy

TLH ILH
THL IHL THH IHH

Descriptor

Histogram Extraction

H T
LH H I

LH
H T

HL H I
HL H T

HH H I
HH

Histrogram Concatenation

Feature Set
 

Fig.7. The general block diagram of the proposed method 

 

The steps of the proposed DWT and Neutrosophy 

based method are given as below.  

Step 1:  Load image.  

Step 2: Segment the face image. This step describes 

pre-processing. 

Step 3: Calculated LL, LH, HL, HH bands of the 

segmented facial image using 2D DWT. 

 
[𝐿𝐿 𝐿𝐻 𝐻𝐿 𝐻𝐻] = 𝐷𝑊𝑇2(𝑠𝑒𝑔𝑖𝑚, 𝑓𝑖𝑙𝑡𝑒𝑟)     (49) 

 

Step 4: Create T and I set by applying neutrosophy to 

the LH, HL and HH bands. We didn’t use F set because 

𝐹 = 1 − 𝑇. 

 

[𝑇𝐿𝐻𝐼𝐿𝐻] = 𝑁eutrosophy (𝐿𝐻)            (50) 

 

[𝑇𝐻𝐿𝐼𝐻𝐿] = 𝑁eutrosophy (𝐻𝐿)            (51) 

 

[𝑇𝐻𝐻𝐼𝐻𝐻] = 𝑁eutrosophy (𝐻𝐻)           (52) 

 

Step 5: Apply the proposed FCSDCP to 𝑇𝐿𝐻, 𝑇𝐻𝐿, 𝑇𝐻𝐻,
𝐼𝐿𝐻, 𝐼𝐻𝐿 and 𝐼𝐻𝐻 images respectively to calculate texture 

images using Eq. (53)-(58). 

 

𝑇1 = 𝑓𝑐𝑠𝑑𝑐𝑝(𝑇𝐿𝐻)                     (53) 

 

𝑇2 = 𝑓𝑐𝑠𝑑𝑐𝑝(𝑇𝐻𝐿)                     (54) 

 

𝑇3 = 𝑓𝑐𝑠𝑑𝑐𝑝(𝑇𝐻𝐻)                     (55) 

 

𝐼1 = 𝑓𝑐𝑠𝑑𝑐𝑝(𝐼𝐿𝐻)                      (56) 

 

𝐼2 = 𝑓𝑐𝑠𝑑𝑐𝑝(𝐼𝐻𝐿)                      (57) 

 

𝐼3 = 𝑓𝑐𝑠𝑑𝑐𝑝(𝐼𝐻𝐻)                     (58) 

 

Step 6: Extract histogram of the textural images. 

Step 7: Concatenate extracted histograms to obtain 

final feature set. 

Step 8: Classify the extracted features using LDA, 

QDA, SVM and KNN. 

 

The properties of the classifiers used in the proposed 

method are given in Table 1. 

Table 1. The used properties for classification 

Method ATTRIBUTES Value 

QDA Regularization Diagonal Covariance 

LDA Regularization Diagonal Covariance 

SVM 

Kernel function Quadratic 

Manuel kernel scale 1 

Box constraint level 1 

Kernel scale mode Auto 

Standardize data True 

PCA Disable 

Multiclass method One-vs-One 

KNN 

Number of neighbors 1 

Distance weight Equal 

Distance metric Euclidean 

PCA Disable 

Standardize data True 

 

V.  DATASET  

In order to evaluate performance of the proposed 

method. 4 facial image datasets are used. CIE [31], AR 

[32,33], Face94 [34] and AT&T [35] databases are used 

in this study. The sample images of these databases are 

shown in Fig.8. 

 

    

(a) 

 

    

(b) 

 

    

(c) 

 

    

(d) 

Fig.8. Databases used in the proposed method (a) CIE (b) AR (c) 

Face94 (d) AT&T
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The attributes of these databases used for obtaining 

experimental results are given in Table 2. 

Table 2. The attributes of the facial databases for performance 

evaluation 

Database Samples per 

Class 

Class

es 

Sample 

Resolution 

Total 

Samples 

Image 

Format 

      

AT&T 10 30 512x512 300 pgm→jpg 

CIE 10 30 512x512 300 jpg 

Face94 10 30 512x512 300 jpg 

AR 10 30 512x512 300 raw→jpg 

 

The performance properties of the PC which the study 

is performed used to simulation are listed in Table 3. 

 

VI.  PERFORMANCE ANALYSIS AND DISCUSSIONS 

The simulations and application of the proposed 

method is programmed using MATLAB 2016a and 

obtained results are given in this chapter and the 

attributes of the used PC are listed in Table 3. 

Table 3. The properties of the PC 

Operating System Windows 10 

Programming Tool MATLAB 2016a 

CPU Intel Core i7-7700 

CPU Frequency 3.60 GHz and 4.20 GHz with Turbo boost 

RAM 16 GB 

Buffer 8M 

HDD 1 TB 

Operating System Windows 10 

Programming Tool MATLAB 2016a 

 

LBP is widely used descriptor in the literature and 

DCP, LQPAT are new generation image descriptors. 

Therefore, DCP, LBP and LQPAT were used together 

IFIR to better understand performance of the proposed 

FCSDCP. The feature dimensions of the IFIR-DCP, 

IFIR-LBP, IFIR-LQPAT and IFIR-FCSDCP are 3072, 

1536, 3072 and 3072 respectively. These features are 

utilized as input of the classifiers. To comprehensively 

analysis performance of this methods, 4 classifiers were 

used and these classifiers have been widely used 

classification methods for facial image recognition. In 

this study, the performance of the proposed method for 

CIE, AR, Face94 and AT & T databases is measured 

according to the accuracy rate. Accuracy equation is 

given below [36]. Accuracy, commonly used in 

classification, gives the ratio of correct estimates to all 

estimates. 

 

𝐴𝑐𝑐(%) =
#𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+#𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

#𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑚𝑎𝑔𝑒
 x 100    (59) 

 

where 𝐴𝑐𝑐 is accuracy value. 

 

- Performance Analysis on CIE Database: The first 

experimental results in the study are obtained for the CIE 

database, which is widely used in the literature. The 

experimental results are given in Table 4. 

Table 4. The experimental results for CIE database 

CIE Database 

Classifications IFIR-DCP IFIR-LBP IFIR-LQPAT IFIR-FCSDCP 

LDA 96.0 94.0 93.7 94.3 

QDA 98.3 95.3 95.3 96.3 

SVM 98.7 91.0 94.7 97.7 

KNN 98.0 88.3 94.7 98.3 

 

When the experimental results are analyzed, the 

average accuracy values of the descriptors for the 

selected classifiers are calculated as DCP-97.8, LBP-92.1 

LQPAT-94.6 and FCSDCP-96.7. 

 

- Performance Analysis on AR Database: The images in 

AR databased are initially converted from raw format to 

jpg format. The experimental results are presented in 

Table 5. 

Table 5. The experimental results for AR database 

AR Database 

Classifications IFIR-DCP IFIR-LBP IFIR-LQPAT IFIR-FCSDCP 

LDA 90.0 84.4 80.6 91.3 

QDA 91.0 89.0 84.5 91.3 

SVM 93.2 84.2 90.0 92.6 

KNN 98.7 90.0 94.2 98.7 

KNN 98.7 90.0 94.2 98.7 

 

The average accuracy values of the descriptors for the 

selected classifiers are DCP 97.8, LBP 92.1 LQPAT 94.6 

and 96.7 for the proposed method. The average accuracy 

ratios of the descriptors are 93.2, 86.9, 87.3 and 93.5 for 

DCP, LBP, LQPAT and FCSDCP, respectively. 

 

- Performance Analysis on Face94 Database: The 

experimental results obtained using Face 94 are presented 

in Table 6. 

Table 6. The experimental results for Face94 database 

Face94 Database 

Classifications IFIR-DCP IFIR-LBP IFIR-LQPAT IFIR-FCSDCP 

LDA 98.0 98.7 98.3 99.0 

QDA 96.7 96.7 97.3 97.0 

SVM 96.7 98.7 97.3 97.7 

KNN 98.0 96.7 97.3 98.3 

The results obtained with the Face94 database are 

calculated as DCP 97.3, LBP 97.7 LQPAT 97.6 and 

FCSDCP 98.0. 

Table 7. The experimental results for AT&T database 

AT&T Database 

Classifications IFIR-DCP IFIR-LBP IFIR-LQPAT IFIR-FCSDCP 

LDA 77.3 73.0 72.7 78.0 

QDA 79.7 75.7 75.7 83.3 

SVM 83.7 71.3 80.3 84.0 

KNN 90.3 79.0 84.7 87.7 

 

- Performance Analysis on AT&T Database: In order to 

use the images in AT&T database, images are converted 
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from pgm to jpg format. The experimental results are 

given in Table 7. 

According to the Table 7, DCP 82.8, LBP 74.8, 

LQPAT 78.4 and FCSDCP 83.3 are calculated. The 

performance comparisons for CIE, AR, Face94 and 

AT&T of IFIR-based descriptors are presented in Fig. 9. 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

Fig.9. Performance comparison (a) CIE, (b) AR, (c) Face94 (d) AT&T 

databases 

According to results, we proposed a successful image 

descriptor using novel space and a novel image descriptor. 

Also, 4 classifiers have been used and performances of 

these classifiers are compared. 4 datasets have been used 

to obtain numerical results. Discussions of this work are 

given as below. 

 

- In this article, a novel transformation space is 

proposed. DWT and Neutrosophy are used together 

to propose this space and it is called as IFIR. 

- The performance of the proposed descriptor differs 

according to the number of samples, image 

structure in database like the other commonly used 

descriptors in the literature.  

- The experimental results showed that the proposed 

method can be used successfully in facial image 

recognition. At the same time, the IFIR-based 

FCSDCP descriptor is evaluated to have a higher 

recognition rate than other descriptors evaluated in 

the study. 

- 4 classifiers were used in this work. The obtained 

accuracies illustrated that KNN and SVM 

classifiers generally resulted more successful than 

LDA and QDA. 

- Best accuracy values of the proposed IFIR-

FCSDCP method are 98.3, 98.7, 99.0 and 87.7 for 

CIE, AR, Face94 and AT&T datasets respectively. 

- The proposed method was also compared with 

Kagawade and Angadi’ s method. The Kagawade 

and Angadi’ s method uses AR database and the 

best score of it was equal to 98.21%. The proposed 

IFIR DCP and IFIR-FSCDCP are achieved 98.7%. 

These results are proved the success of the 

proposed method [37].  
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- Also, the proposed method is compared to the other 

descriptors using AR database. The comparison 

results are listed in Table 5 [37]. The descriptors 

used for comparisons are Adjacent Evaluation 

Local Ternary Pattern (AELTP), Adaptive Local 

Ternary Pattern (ALTP), Binary Gradient Contours 

(1) (BGC-1), Binary Gradient Contours (2) (BGC-

2), Binary Gradient Contours (3) (BGC3), 

Improved Local Ternary Pattern (ILTP), Local 

Concave-and-Convex Micro-Structure Patterns 

(LCCMSP), Linear Directional Binary Pattern 

(LDBP), Local Directional Number Pattern (LDN), 

Local Extreme Complete Trio Pattern (LECTP), 

eXtended Center-Symmetric Local Binary Pattern 

(XCS-LBP), Quad Binary Pattern (QBP), Mixed 

Neighbourhood Topology Cross Decoded Patterns 

(MNTCDP). 

Table 8. Comparison results using AR dataset. 

Descriptors Classification 

Accuracy 

AELTP [38] 94.15% 

ALTP [39] 93.91% 

BGC-1 [40] 96.15% 

BGC-2 [40] 96.47% 

BGC-3 [40] 95.88% 

ILTP [41] 93.32% 

LCCMSP [42] 87.21% 

LDBP [43] 96.66% 

LDN [44] 97.0% 

LECTP [45] 86.84% 

XCS-LBP [46] 90.84% 

QBP [47] 90.32% 

MNTCDP [37] 97.37% 

The proposed IFIR-LBP 90.0% 

The proposed IFIR-LQPAT 94.2% 

The proposed IFIR-DCP 98.7% 

The proposed IFIR-FCSDCP 98.7% 

 

According to Table 8, the proposed IFIR-DCP and 

FSDCP have the best accuracy rates among the all 

descriptors for AR dataset. 

 

VII.  CONCLUSION 

In this study, a novel descriptor based on IFIR is 

proposed for facial image recognition. In the proposed 

method, DWT and Neutrosophy are used to extract more 

distinctive features. The performance of the proposed 

method is compared to LBP, DCP and LQPAT based 

methods. Recognition rates were presented using LDA, 

QDA, SVM and KNN classifiers. CIE, AR, Face94 and 

AT&T databases are used to evaluate results. The IFIR-

based method is performed successfully with LBP, DCP, 

LQPAT descriptors. 

The performance of the proposed descriptor like other 

descriptors depends on image structure, database and 

number of samples. In addition, the high accuracy rates 

obtained prove success of the proposed method. 
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