Multiple Attribute Group Decision Making Based on 2-Tuple Linguistic Neutrosophic Dombi Power Heronian Mean Operators

Peide Liu¹, Qaisar Khan², Tahir Mahmood², Florentin Smarandache³ and Ying Li¹,*

¹,* School of Management Science and Engineering, Shandong University of Finance and Economics, Jinan Shandong 250014, China. Tel.: +86 53182222188.
², Department of Mathematics and Statistics International Islamic University Islamabad Pakistan
³Department of Mathematics and Sciences University of New Mexico, 705 Gurly Ave, Gallup NM-87301, USA
*Corresponding author: Lijing@mail.sdufe.edu.cn

This paper is supported by the National Natural Science Foundation of China (Nos. 71771140 and 71471172), the Special Funds of Taishan Scholars Project of Shandong Province (No. ts201511045).

ABSTRACT As an expansion of 2-tuple linguistic intuitionistic fuzzy set, the newly developed 2-tuple linguistic neutrosophic set (2-TLNS) is more satisfactory to define decision maker’s assessment information in decision making problems. 2-TLN aggregation operators are of great significance in multiple attribute group decision making (MAGDM) problems with a 2-tuple linguistic environment. Therefore, in this article our main contribution is to develop novel 2-TLN power Heronian aggregation (2-TLNPHM) operators. Firstly, we develop new operational laws established on Dombi T-norm (DTN) and Dombi T-conorm (DTCN). Secondly, Taking full advantages of the power average (PA) operator and Heronian mean (HM) operator, we develop some new novel power Heronian mean operator and discuss its related properties and special cases. The main advantages of developed aggregation operators are that not only remove the effect of awkward data which may be too high or too low, but also have a good capacity to model the extensive correlation between attributes, making them more worthy for successfully solving more and more complicated MAGDM problems. Thus, we develop a new algorithm to handle MAGDM based on the developed aggregation operators. Lastly, we apply the proposed method and algorithm to risk assessment for construction of engineering projects to show the efficiency of the developed method and algorithm. The dominant novelties of this contribution are triplex. Firstly, new operational laws are proposed for 2-TLNNs. Secondly, novel 2-TLNPHM operators are developed. Thirdly, a new approach for 2-tuple linguistic neutrosophic MAGDM is developed.

INDEX TERMS 2-TLNS, Dombi T-norm, Dombi T-conorm, PA operator, Heronian mean, MAGDM.

I. INTRODUCTION In actual life, multiple attribute group decision making (MAGDM) problems are the vital part of decision theory in which we select the optimal one from the group of finite alternatives based on the overall information. Conventionally, it has been accepted that the information concerning acquiring the alternatives is taken in the form of real number. But in our daily life, it is hard for a decision maker to give his evaluations regarding the object in crisp values due to vagueness and insufficient information. Rather, it has been enhance acceptable that these evaluations are given by fuzzy set (FS) or its extended form. Intuitionistic fuzzy set (IFS) [1] is the vigorous augmentation of FS [2] to deal with vagueness by including an identical falsity-membership into the analysis. A lot of studies by different researchers were conducted on IFS in different fields. IFSs have good capability to explain and articulate decision maker’s (DMs) fuzzy decision information in MAGDM problems. However, IFS still have shortcomings and there exist relatively a few situations in which it is inappropriate to employ IFS to articulate DMs preference information. The key motive is that the hesitancy/indeterminacy degree is dependent of membership degree and non-membership degree in IFSs, for example when a DM utilizes an IFN (0.6, 0.2) to...
represent his/her assessment on a certain attribute. Then, the indeterminacy/hesitancy degree of the DM is \(1 - 0.6 = 0.2\). In simple words, once the truth-membership and falsity-membership degrees are determined, the degree of indeterminacy is determined automatically. Some other generalizations FS are proposed by some scholars such as Pythagorean fuzzy sets [3], hesitant Pythagorean fuzzy sets [4]. However, these are rather different from real MAGDM problems. In real MAGDM, the indeterminacy/hesitancy degrees should not be determined automatically and should be provided by DMs. For example, if a DM thinks the membership degree is 0.6, the membership degree is 0.4, and the degree that he/she is not sure about the result is 0.2, then the DMs evaluation value can be denoted as (0.6, 0.4, 0.2), which cannot be represented by IFSs. In order to deal with this case, Smarandache [5, 6] initially developed the concept of neutrosophic set (NS), which has the capacity of dealing inconsistent and indeterminate information. In the NS, its degree of membership \(\tau_{r}(a)\), degree of indeterminacy \(\bar{\tau}_{I}(a)\) and degree of falsity \(\bar{\tau}_{F}(a)\) are expressed independently, which lie real standard or non-standard subsets of \([0,1]\). That is \(\tau_{r}(a)\): \(U \rightarrow [0,1]\), \(\bar{\tau}_{I}(a)\): \(U \rightarrow [0,1]\) and \(\bar{\tau}_{F}(a): U \rightarrow [0,1]\), such that \(0 \leq \tau_{r}(a) + \bar{\tau}_{I}(a) + \bar{\tau}_{F}(a) \leq 3\). Thus, the use of nonstandard interval \([0,1]\) may verdict some difficulty in real applications. To utilize NS easily in real application Wang et al. [7] proposed the concept of single valued neutrosophic set (SVNS) by changing the non-standard unit interval into the standard unit interval \([0,1]\). Further, Wang et al. [8] proposed the concept of interval neutrosophic set (INS). Ye [9] developed simplified neutrosophic set (SNS), which consist of both concepts of SVNS and INS. Some researcher developed improved operational laws for these sets [10,11].

In recent time, information aggregation operators [12-15] have enticed comprehensive recognitions of researchers and have become a vital part of MAAGDM. Generally, for aggregating a group of data, it is mandatory to assess the functions and the operations of aggregation operators. For the functions, the conventional aggregation operator developed Xu, Xu and Yager [16, 17] only can aggregate a group of real values into a single real value. In the past few years, some expanded aggregation operators have been developed by different researchers. For example, Sun et al. [18] developed some Choquet integral operator for INS. Liu and Tang, Peng et al. [19, 20] extended the power average (PA) operator developed by Yager [21] to interval neutrosophic and multi-valued neutrosophic environment, which has the capacity of removing the bad impact of awkward data. Wu et al [22] developed cross entropy and prioritized aggregation operators for SNNs, which take the priorities of criterion by priority weights. Besides, some aggregation operators can consider interrelationship among aggregated arguments. That is Bonferroni mean (BM) operator developed by Bonferroni [23], Heronian mean (HM) operator developed by Sykora [24].

All the above aggregation operators are capable to deal with information available in the form of real numbers. However, in various actual situations, mostly for various actual MAGDM problems, the assessment information associated with every alternatives are normally unpredictable or vague, due to the increasing complexity such as lack of time, lack of knowledge and various other limitations. Therefore, it is often hard for DMs to represent the assessment information about alternatives in the form of numeric values. Hence, to deal with such type of situations, Zadeh [25] initially proposed the concept of linguistic variable. It has also been generalized to various linguistic environments such as 2-tuple linguistic representation model [26-30], intuitionistic 2-tuple linguistic model [31] and so on [32, 33]. These developed concepts have also the same limitations to that of FS and IFS have. To overcome these limitations, Wang et al. [34] developed the concept of 2-tuple linguistic neutrosophic set (2-TLNS) based on the SVNS and 2-tuple linguistic information model, which is the generalization of several concepts such as 2-tuple linguistic set, 2-tuple linguistic fuzzy set and 2-tuple linguistic intuitionistic fuzzy set [35]. They described some operational laws for 2-tuple linguistic neutrosophic number (2-TLNN), proposed some aggregation operators and apply these aggregation operators to solve MADM problems. Wang et al. [36, 37] further developed MAGDM method based TODIM and Muirhead mean operators to deal with 2-tuple linguistic environment. Wu et al. [38] proposed some 2-tuple linguistic neutrosophic Hamy mean (2-TLHM) operators. Wu et al. [39] proposed the idea of SVN 2-tuple linguistic set (SVN2TLS), SVN 2 tuple linguistic number (SVN2TN), basic operational laws based on Hamacher triangular norm and conorm. Then based on these operational laws propose some aggregation operators and apply these aggregation operator to deal with MAGDM problem under SVN2TL information.

The Dombi t-norm (DTN) and Dombi t-conorm (DTCN) proposed by Dombi [40] have general parameter, which makes the information aggregation process more flexible. In the past few years, some researchers proposed Dombi operational laws for various sets and based on these Dombi operational laws they developed different aggregation operators [41-56].

Due to the increasing complexity in real decision making problems day by day, we have to look at the following questions, when selecting the best alternative. (1) In various situations, the assessment values of the attributes presented by the DMs may be too high or too low, have a negative effect on the final ranking results. The PA operator is a useful aggregation operator that authorizes the assessed values to equally supported and improved. Therefore, we may utilize the PA operator to vanish such bad effect by choosing different weights constructed by the support measure. (2) In various practical decision making problems the assessment values of attribute are dependent. Therefore,
the interrelationship among the values of the attributes should be scrutinized. The HM operator can gain this function. However, HM operator has some advantages over BM. From the existing literature, we can notice that there is a need to combine PA operator with HM operator to deal with 2-TLN environment and achieved the above advantages.

Therefore, the main aim of this article is to propose some Dombi operational laws for 2-TLNNs, combine PA operator with HM operator, and extend the idea to 2-TLN environment, and develop some new aggregation operators such as 2-TLN power HM (2-TLNMHM) operator, its weighted form, 2-LN power geometric HM (2-TLNNHM) operator, its weighted form and discussed some special cases of the developed aggregation operator and apply them to MAGDM to achieve the two requirements discussed above.

To do so, the rest of the article is organized as follows.

In section 1, some basic definitions about SVNS, 2-TLNS, PA operator, HM operator and related properties are discussed. In section 3, we developed some operational laws for 2-TLNNs. In section 4, based on these operational laws we developed some 2-tuple linguistic Dombi power Heronian mean operators, related properties and special cases are discussed. In section 5, MAGDM method is developed based on these newly developed aggregation operators and a numerical example is given to show the effectiveness of the proposed MAGDM approach. In section 6, comparison of the developed approach and some existing approaches are given. At the end Conclusion, future work and references are given.

II. Preliminaries

In this part, we gave some basic definitions and results about 2-TLNSs, PA operator and HM operator.

A. 2-TLNSs and their operations

Definition 1 [7]. Let $\Theta$ be a space of points (objects), with a common component in $\Theta$ denoted by $\eta$. A SVNS $\tilde{S}$ in $\Theta$ is expressed by,

$$\tilde{S}V = \{(\eta, \xi_{SV}(\eta), \psi_{SV}(\eta), \xi_{SV}(\eta)) | \eta \in \Theta\}$$

(1)

Where $\xi_{SV}(\eta), \psi_{SV}(\eta)$ respectively denote the TMD, IMD and FMD of the element $\eta \in \Theta$ to the set $\tilde{S}V$. For each point $\eta \in \Theta$, we have $\xi_{SV}(\eta) + \psi_{SV}(\eta) = 1$, and $0 \leq \xi_{SV}(\eta) + \psi_{SV}(\eta) \leq 3$.

Definition 2 [34]. Suppose that $\Gamma = \{\Gamma_1, \Gamma_2, ..., \Gamma_p\}$ is a 2-TLSs with $p + 1$ cardinality. That is the order of 2-TLSs is odd. If $\Gamma = \{(s, \Xi), (s, \Psi), (s, \Upsilon)\}$ is described for $(s, \Xi), (s, \Psi), (s, \Upsilon) \in \Gamma$ and $\Xi, \Psi, \Upsilon \in [0, p]$, where $(s, \Xi), (s, \Psi)$ and $(s, \Upsilon)$ respectively, represent the truth-membership degree, indeterminacy-membership degree and falsity-membership degree by 2-TLNSs, then the 2-TLNSs is described as follows:

$$\Gamma_\xi = \{(s, \Xi_\xi), (s, \Psi_\xi), (s, \Upsilon_\xi)\}$$

(2)

where, $0 \leq \Delta^{-1}(s, \Xi) \leq p, \Delta^{-1}(s, \Psi) \leq p, 0 \leq \Delta^{-1}(s, \Upsilon) \leq p$ such that $0 \leq \Delta^{-1}(s, \Xi) + \Delta^{-1}(s, \Psi) + \Delta^{-1}(s, \Upsilon) \leq 3p$.

Definition 3 [34]. Let $\Gamma = \{(s, \Xi), (s, \Psi), (s, \Upsilon)\}$ be a 2-TLNN. Then, the score and accuracy functions are described as follows:

$$\overline{SR}(\Gamma) = \Delta \left[ \left| \sum_{i=1}^{p} 2n^{-1} \right| \right], \overline{AC}(\Gamma) = \Delta \left[ \left| \sum_{i=1}^{p} 2n^{-1} \right| \right].$$

(3)

(4)

Definition 4 [34]. Let $\Gamma_1 = \{(s, \Xi_1), (s, \Psi_1), (s, \Upsilon_1)\}$ and $\Gamma_2 = \{(s, \Xi_2), (s, \Psi_2), (s, \Upsilon_2)\}$ be any two arbitrary 2-TLNNs. Then, the comparison rules are described as follows:

1. If $\overline{SR}(\Gamma_1) > \overline{SR}(\Gamma_2)$, then $\Gamma_1 > \Gamma_2$;
2. If $\overline{AC}(\Gamma_1) = \overline{AC}(\Gamma_2)$, then $\Gamma_1 > \Gamma_2$;
3. If $\overline{AC}(\Gamma_1) > \overline{AC}(\Gamma_2)$, then $\Gamma_1 > \Gamma_2$.

Definition 5 [36]. Let $\Gamma_1 = \{(s, \Xi_1), (s, \Psi_1), (s, \Upsilon_1)\}$ and $\Gamma_2 = \{(s, \Xi_2), (s, \Psi_2), (s, \Upsilon_2)\}$ be any two arbitrary 2-TLNNs. Then, the normalized Hamming distance is described as follows:

$$\overline{DH}(\Gamma_1, \Gamma_2) = \frac{1}{3p} \left( \left| \sum_{i=1}^{p} 2n^{-1} \right| \right) + \frac{1}{3p} \left( \left| \sum_{i=1}^{p} 2n^{-1} \right| \right)$$

(5)

B. The PA operator

Yager [21] was the first one who presented the concept of the PA which is one of the important aggregation operators. The PA operator diminishes some negative effects of unnecessarily high or unnecessarily low arguments given by experts. The conventional PA operator can only deal with crisp numbers, and is defined as follows.

Definition 6 [21]. Let $b(i=1,2,...,m)$ be a group of non-negative crisp numbers, the PA is a function defined by

$$PA(b_1, b_2, ..., b_m) = \frac{\sum_{i=1}^{m} (1 + T(b_i)) b_i}{\sum_{i=1}^{m} (1 + T(b_i))}$$

(6)

Where $T(b_i) = \sum_{i=1}^{m} Sup(b_i, b_j)$ and $Sup(b, c)$ is the support degree for $b$ from $c$, which satisfies some axioms. 1) $Sup(b, c) \in [0,1] ;$ 2) $Sup(b, c) = Sup(c, b) ;$ 3) $Sup(b, c) \geq Sup(d, e)$, if $|b - c| < |d - e|$. 
C. HM operator

HM [24] is also an important tool, which can represent the interrelationships of the input values, and it is defined as follows:

**Definition 7 [24].** Let \( I = [0,1], x,y \geq 0, H^{x,y} : I^2 \rightarrow I, \) if \( H^{x,y} \)

Then, the 2-TLNDPHM operator is described as

\[
H^{x,y} (b_1,b_2,\ldots,b_n) = \left( \frac{2}{m + m \sum_{i=1}^{n} b_i b_i'}, \frac{2}{m + m \sum_{i=1}^{n} b_i b_i'} \right)
\tag{7}
\]

Then the mapping \( H^{x,y} \) is said to be HM operator with parameters. The HM satisfies the properties of idempotency, boundedness and monotonicity.

**III. Dombi operational laws for 2-TLNNs**

A. Dombi TN and TCN

Dombi operations consist of the Dombi sum and Dombi product.

**Definition 8 [40].** Let \( \alpha \) and \( \beta \) be any two real number. Then, the DTN and DTCN among \( \alpha \) and \( \beta \) are explain as follows:

\[
T_{\alpha\beta}(\alpha,\beta) = \frac{1}{1 + \left( \frac{1-\alpha^3}{\alpha} + \frac{1-\beta^3}{\beta} \right) \frac{3}{5}}
\tag{8}
\]

\[
T_{\alpha\beta}'(\alpha,\beta) = 1 - \frac{1}{1 + \left( \frac{\alpha^2}{1-\alpha^3} + \frac{\beta^2}{1-\beta^3} \right) \frac{3}{5}}
\tag{9}
\]

Where \( \forall \geq 1, \) and \( (\alpha,\beta) \in [0,1] \times [0,1]. \)

According to the DTN and DTCN, we develop few operational rules for 2-TLNNs.

**Definition 9.** Let \( \Gamma_1 = \left( \langle s_1, \Xi_1 \rangle, \langle s_2, \Psi_1 \rangle, \langle s_3, \Upsilon_1 \rangle \right) \) and \( \Gamma_2 = \left( \langle s_1, \Xi_2 \rangle, \langle s_2, \Psi_2 \rangle, \langle s_3, \Upsilon_2 \rangle \right) \) be an arbitrary 2-TLNNs and \( \forall \geq 0, \) for simplicity, we assume that

\[
\Delta^{-1}\left( s_{g}, \Xi_h \right) = f_{x}, \quad \Delta^{-1}\left( s_{g}, \Psi_h \right) = f_{y}, \quad \Delta^{-1}\left( s_{g}, \Upsilon_h \right) = f_{z}
\]

for \( g = 1,2. \)

Then, the operational laws can be described as follows:

\[
(1) \Delta H \otimes \Gamma_1 = \left( \Delta h \left( \frac{1}{1 + \left( \frac{1}{1-\frac{1}{f_h}} + \frac{1}{1-\frac{1}{f_h'}} \right) \frac{3}{5}} \right) \right)
\tag{10}
\]

\[
\Delta h \left( \frac{1}{1 + \left( \frac{1}{1-\frac{1}{f_h}} + \frac{1}{1-\frac{1}{f_h'}} \right) \frac{3}{5}} \right) \Delta h \left( \frac{1}{1 + \left( \frac{1}{1-\frac{1}{f_h}} + \frac{1}{1-\frac{1}{f_h'}} \right) \frac{3}{5}} \right)
\tag{11}
\]

**IV. The 2-tuple linguistic neutrosophic Dombi Heronian aggregation operators**

In this part, based on the Dombi operational laws for 2-TLNNs, we combine PA operator and HM operator to propose 2-TLNDPHM operator, 2-TLNDWPHM operator, 2-TLNDPGHM operator, 2-TLNDWPGHM operator and discuss some related properties.

A. The 2-LNDPHM and 2-LNDWPHM operators

**Definition 10.** Let \( \Gamma_g (g = 1,2,\ldots,\rho) \) be a group of 2-TLNNs, \( x,y \geq 0. \) Then, the 2-TLNNDPHM operator is described as follows:

\[
2-TLNDPHM^{x,y}(\Gamma_1,\Gamma_2,\ldots,\Gamma_\rho) = \frac{2}{\rho^2 + \rho \sum_{g=1}^{\rho} \left( \sum_{r=1}^{\rho} \frac{\rho(1+T(\Gamma_g))}{\sum_{r=1}^{\rho} \left( 1 + T(\Gamma_r) \right)} \right)^{\frac{1}{\rho}}}
\tag{14}
\]
Where $T(\Gamma_e) = \sum_{e \in G} Sup(\Gamma_e, \Gamma_e) Sup(\Gamma_e, \Gamma_e) \Delta D(\Gamma_e, \Gamma_e)$ is the support degree for $\Gamma_e$ from $\Gamma_e$, which satisfy the following conditions: (1) $Sup(\Gamma_e, \Gamma_e) \in [0, 1]$; (2) $Sup(\Gamma_e, \Gamma_e) = Supp(\Gamma_e, \Gamma_e)$; (3) $Sup(\Gamma_e, \Gamma_e) \geq Sup(\Gamma_e, \Gamma_e)$, if $D(\Gamma_e, \Gamma_e) < D(\Gamma_e, \Gamma_e)$, in which $D(\Gamma_e, \Gamma_e)$ is the distance measure between 2-TLNNs $\Gamma_e$ and $\Gamma_e$ defined in Definition (5).

In order, to represent Equation (14) in a simple form, we assume that

$$N_e = \frac{1 + T(\Gamma_e)}{\sum_{e = 1}^{p} T(\Gamma_e)} (15)$$

Therefore, Equation (14) takes the form

$$2 - TLNDPHM = \left(\Gamma_e, \Gamma_e, ..., \Gamma_e\right)$$

$$= \left(\frac{2}{p + p} \sum_{e = 1}^{p} (pN_e, \Gamma_e) \varphi \left(N_e, \Gamma_e\right) \right)^{\frac{1}{2}}.$$

Theorem 1. Let $x, y \geq 0$, and $x, y$ do not take the value 0 at the same time, $\Gamma_e \ (e = 1, 2, ..., p)$ be a group of 2-TLNNs and let

$$\Delta^e s_{1, 2} = \frac{\Delta^e s_{1, 2}}{h} \Delta^e s_{1, 2} = \frac{\Delta^e s_{1, 2}}{h} \Delta^e s_{1, 2} = \frac{\Delta^e s_{1, 2}}{h}.$$

Then, the aggregated value utilizing Equation (14), is still a 2-TLNN, and

$$2 - TLNPHM = \left(\Gamma_e, \Gamma_e, ..., \Gamma_e\right)$$

$$= \left(\frac{2}{p + p} \sum_{e = 1}^{p} (pN_e, \Gamma_e) \varphi \left(N_e, \Gamma_e\right) \right)^{\frac{1}{2}}.$$

Proof. According to operational laws, we have

$$pN_e = \left(\frac{1}{pN_e, \Gamma_e} \right)^{\frac{1}{2}}$$

and

$$pN_e \Gamma_e = \left(\frac{1}{pN_e, \Gamma_e} \right)^{\frac{1}{2}}$$

Let

$$a_e = \frac{1}{1 - 1_e} a_2 = \frac{1}{1 - 1_e} a_2 = \frac{1}{1 - 1_e} a_2 = \frac{1}{1 - 1_e} a_2 = \frac{1}{1 - 1_e} a_2 = \frac{1}{1 - 1_e} a_2 = \frac{1}{1 - 1_e} a_2 = \frac{1}{1 - 1_e} a_2 = \frac{1}{1 - 1_e} a_2 = \frac{1}{1 - 1_e} a_2.$$
So, we can have
\[
\frac{2}{p^2 + p \sum_{q \in g} \left( \rho N \Gamma_q \right)'} \oplus \left( \rho N \Gamma_g \right)'
\]

\[
= \Delta \left\{ \frac{1 - 1}{1} + \left[ \sum_{q \in g} \frac{1}{\rho N \Gamma_q} + \frac{1}{\rho N \Gamma_g} \right] \right\}
\]

\[
= \frac{1 - 1}{1} \left[ \sum_{q \in g} \frac{1}{\rho N \Gamma_q} + \frac{1}{\rho N \Gamma_g} \right]
\]

Then
\[
\frac{2}{p^2 + p \sum_{q \in g} \left( \rho N \Gamma_q \right)'} \oplus \left( \rho N \Gamma_g \right)'
\]

\[
= \Delta \left\{ \frac{1 - 1}{1} + \left[ \sum_{q \in g} \frac{1}{\rho N \Gamma_q} + \frac{1}{\rho N \Gamma_g} \right] \right\}
\]

Equation (18), we can have

This completes the proof of Theorem (1).

**Theorem 2 (Idempotency).** Let \( \Gamma_q (g = 1, 2, ... , p) \) be a group of 2-TLNNs, if all \( \Gamma_q (g = 1, 2, ... , p) \) are same, that is
\( \Gamma_e = \Gamma = \{ \langle x, \Xi \rangle, \langle x, \Psi \rangle, \langle x, \Upsilon \rangle \} (g = 1, 2, ..., p) \). Assume that
\[ \frac{\Delta^{-1}(s_e, \Xi)}{h} = \frac{\Delta^{-1}(s_e, \Psi)}{h} = \frac{\Delta^{-1}(s_e, \Upsilon)}{h} = f_e, \]
then
\[ 2 - \text{TLNPHM} (\Gamma_e, \Gamma_e, ..., \Gamma_e) = \Gamma. \quad (19) \]

\textbf{Proof.} Since all \( \Gamma_e = \Gamma = \{ \langle x, \Xi \rangle, \langle x, \Psi \rangle, \langle x, \Upsilon \rangle \} (g = 1, 2, ..., p) \), so we can have \( \sup (\Gamma_e, \Gamma_e) = 1 \), for all \( g, q = 1, 2, ..., p \), so
\[ N_e = \frac{1}{p}, \text{ for all } g = 1, 2, ..., p. \] Then
\[ 2 - \text{TLNPHM}^{\ast \ast} (\Gamma_e, \Gamma_e, ..., \Gamma_e) = 2 - \text{TLNPHM}^{\ast \ast} (\Gamma, \Gamma, ..., \Gamma) \]
\[ = \left( \Delta h \begin{pmatrix} 1 & 1 & \frac{p^2 + p}{2(x+y)} \sum_{i \neq j} 1 \times \frac{x + y}{h} \end{pmatrix} \right)^2, \]
\[ = \left( \Delta h \begin{pmatrix} 1 & 1 & \frac{p^2 + p}{2(x+y)} \sum_{i \neq j} 1 \times \frac{x + y}{h} \end{pmatrix} \right)^2. \]

\textbf{Theorem 3 (Boundedness).} Let \( \Gamma_e (g = 1, 2, ..., p) \) be a group of 2-TLNNs. If \( \underline{m} = \left\{ \min_{g} \langle x, \Xi \rangle, \max_{g} \langle x, \Psi \rangle, \max_{g} \langle x, \Upsilon \rangle \right\} \)
and \( \overline{m} = \left\{ \max_{g} \langle x, \Xi \rangle, \min_{g} \langle x, \Psi \rangle, \min_{g} \langle x, \Upsilon \rangle \right\} \), then
\[ \overline{m} \leq 2 - \text{TLNPHM}^{\ast \ast} (\Gamma, \Gamma, ..., \Gamma) \leq \underline{m}. \quad (20) \]

\textbf{Proof.} To prove this let us assume that,
\[ \frac{\Delta^{-1}(s_e, \Xi)}{h} = \frac{\Delta^{-1}(s_e, \Psi)}{h} = \frac{\Delta^{-1}(s_e, \Upsilon)}{h} = f_e, \]
\[ \frac{\Delta^{-1}(s_e, \Xi)}{h} = \frac{\Delta^{-1}(s_e, \Psi)}{h} = \frac{\Delta^{-1}(s_e, \Upsilon)}{h} = f_e, \]
\[ \frac{\Delta^{-1}(s_e, \Xi)}{h} = \frac{\Delta^{-1}(s_e, \Psi)}{h} = \frac{\Delta^{-1}(s_e, \Upsilon)}{h} = f_e. \]

Since \( \underline{m} = \left\{ \min_{g} \langle x, \Xi \rangle, \max_{g} \langle x, \Psi \rangle, \max_{g} \langle x, \Upsilon \rangle \right\} \) and 
\[ \overline{m} = \left\{ \min_{g} \langle x, \Xi \rangle, \max_{g} \langle x, \Psi \rangle, \min_{g} \langle x, \Upsilon \rangle \right\} \). Then, there are 
\[ \underline{m} = \langle x, \Xi \rangle, \max_{g} \langle x, \Psi \rangle, \max_{g} \langle x, \Upsilon \rangle \} , \]
\[ \overline{m} = \langle x, \Xi \rangle, \max_{g} \langle x, \Psi \rangle, \min_{g} \langle x, \Upsilon \rangle \} . \] Then, there are 
\[ t \leq t(\Gamma_e) \leq t, i \leq i(\Gamma_e) \leq i, f \leq f(\Gamma_e) \leq f \quad \text{for all } \]
g = 1, 2, ..., p. So, we have
If we have the score function \(\xi - \Delta \eta - \Delta \zeta\), then we have the score function \(\xi - \Delta \eta - \Delta \zeta\). If \(\Delta h > \Delta\), then \(\left|\left<\xi - \Delta \eta - \Delta \zeta\right>\right| < 2 - TLNPHM_{\text{up}}(\Gamma_1, \Gamma_2, \ldots, \Gamma_p)\),

So, we have \(\frac{m}{\gamma} < 2 - TLNPHM_{\text{up}}(\Gamma_1, \Gamma_2, \ldots, \Gamma_p)\).

In a similar way, we can show that \(2 - TLNPHM_{\text{up}}(\Gamma_0, \Gamma_1, \ldots, \Gamma_p) < \frac{m}{\gamma}\).

Hence we have \(\frac{m}{\gamma} < 2 - TLNPHM_{\text{up}}(\Gamma_1, \Gamma_2, \ldots, \Gamma_p) < \frac{m}{\gamma}\).

In the following, we shall discuss some special cases with respect to the parameter parameters \(x\) and \(y\).

(1) When \(y \to 0, 3 > 0\), we can have

\[
2 - TLNDPHM_{\text{up}}(\Gamma_1, \Gamma_2, \ldots, \Gamma_p)
\]

That is, the 2-TLDPHM operator degenerates into the 2-tuple linguistic neutrosophic ascending Dombi power average operator.

(2) When \(x \to 0, 3 > 0\), we can have

\[
2 - TLNDPHM_{\text{up}}(\Gamma_1, \Gamma_2, \ldots, \Gamma_p)
\]

That is, the 2-TLDPHM operator degenerates into the 2-tuple linguistic neutrosophic ascending Dombi power average operator.
When \( y \to 0, 3 > 0 \), and \( \text{Sup}(\Gamma_x, \Gamma_y) = \beta(\beta \in [0,1]) \) for all \( g \neq q \), then we can have

\[
2 - \text{TLNDPHM}^{\beta, \gamma}(\Gamma_x, \Gamma_y) \geq \frac{2}{p^2 + p \sum_{i \neq q} \sum_{i \neq j} \frac{p(1 + T(\Gamma_i))}{\sum_{i \neq j} (1 + T(\Gamma_i))}} \left( \frac{p(1 + T(\Gamma_q))}{\sum_{i \neq j} (1 + T(\Gamma_q))} \right)^{\gamma}.
\]

That is, the 2-TLDPHM operator degenerates into the 2-tuple linguistic neutrosophic linear descending Dombi weighted average operator. Certainly, the weight vector of \( \Gamma_y \) is \( (p, p-1, \ldots, 1) \).

When \( x \to 0, 3 > 0 \), and \( \text{Sup}(\Gamma_x, \Gamma_y) = \beta(\beta \in [0,1]) \) for all \( g \neq q \), then we can have

\[
2 - \text{TLNDPHM}^{\beta, \gamma}(\Gamma_x, \Gamma_y) = \left( \frac{2}{p^2 + p \sum_{i \neq q} \sum_{i \neq j} \frac{p(1 + T(\Gamma_i))}{\sum_{i \neq j} (1 + T(\Gamma_i))}} \left( \frac{p(1 + T(\Gamma_q))}{\sum_{i \neq j} (1 + T(\Gamma_q))} \right)^{\gamma} \right)^{\frac{1}{\gamma}}.
\]

That is, the 2-TLDPHM operator degenerates into the 2-tuple linguistic neutrosophic linear descending Dombi weighted average operator.

When \( x = y = 1, 3 > 0 \), and \( \text{Sup}(\Gamma_x, \Gamma_y) = \beta(\beta \in [0,1]) \) for all \( g \neq q \), then we can have

\[
2 - \text{TLNDPHM}^{\beta, \gamma}(\Gamma_x, \Gamma_y) = \left( \frac{2}{p^2 + p \sum_{i \neq q} \sum_{i \neq j} \frac{p(1 + T(\Gamma_i))}{\sum_{i \neq j} (1 + T(\Gamma_i))}} \left( \frac{p(1 + T(\Gamma_q))}{\sum_{i \neq j} (1 + T(\Gamma_q))} \right)^{\gamma} \right)^{\frac{1}{\gamma}}.
\]

That is, the 2-TLDPHM operator degenerates into the 2-tuple linguistic neutrosophic linear Dombi Heronian mean operator.

In the above developed 2-TLNDPHM operator, only power weight vector and the correlation between input arguments are taken under consideration and are not to consider the weight vector of the input arguments. Therefore, to remove this deficiency, we will propose it weighted form, that is 2-TPLNDPHM operator.

**Definition 11.** Let \( \Gamma,g = 1,2, \ldots, p \) be a group of 2-TLNNs, \( x, y \geq 0, \text{\overline{\overrightarrow{W}}} = (\overrightarrow{w}_1, \overrightarrow{w}_2, \ldots, \overrightarrow{w}_p)^T \) be the weight vector such that \( \overrightarrow{w}_x \in [0,1] \) and \( \sum_{i=1}^{p} \overrightarrow{w}_i = 1 \). Then, the 2-TLNNNDWPHM operator is described as follows:

\[
2 - \text{TLNDWPHM}^{\beta, \gamma}(\Gamma_x, \Gamma_y) = 2 - \text{TLNDWPHM}^{\beta, \gamma}(\Gamma_x, \Gamma_y)
\]

\[
= \left( \frac{2}{p^2 + p \sum_{i \neq q} \sum_{i \neq j} \frac{p(1 + T(\Gamma_i))}{\sum_{i \neq j} (1 + T(\Gamma_i))}} \left( \frac{p(1 + T(\Gamma_q))}{\sum_{i \neq j} (1 + T(\Gamma_q))} \right)^{\gamma} \right)^{\frac{1}{\gamma}}.
\]

Where \( T(\Gamma_q) = \sum_{i \neq q} \text{Sup}(\Gamma_q, \Gamma_i), \text{Sup}(\Gamma_q, \Gamma_i) = 1 - D(\Gamma_q, \Gamma_i) \) is the support degree for \( \Gamma_q \) from \( \Gamma_i \), which satisfies the following conditions:

1. \( \text{Sup}(\Gamma_q, \Gamma_i) = \text{Supp}(\Gamma_q, \Gamma_i) \);
2. \( \text{Sup}(\Gamma_q, \Gamma_i) = \text{Supp}(\Gamma_q, \Gamma_i) \);
3. \( \text{Sup}(\Gamma_q, \Gamma_i) \geq \text{Sup}(\Gamma_q, \Gamma_i) \), if \( D(\Gamma_q, \Gamma_i) < D(\Gamma_q, \Gamma_i) \), in which \( D(\Gamma_q, \Gamma_i) \) is the distance measure between 2-TLNNs \( \Gamma_q \) and \( \Gamma_i \) defined in Definition (5).

In order, to represent Equation (21) in a simple form, we assume that

\[
\Theta_g = \overrightarrow{w}_q \frac{(1 + T(\Gamma_q))}{\sum_{i \neq q} (1 + T(\Gamma_i))}.
\]

Therefore, Equation (21) takes the form

\[
2 - \text{TLNDWPHM}^{\beta, \gamma}(\Gamma_x, \Gamma_y) = \left( \frac{2}{p^2 + p \sum_{i \neq q} \sum_{i \neq j} \left( p\Theta_i \Gamma_q \right) \left( \Theta_i \Gamma_q \right)^{\gamma}} \right)^{\frac{1}{\gamma}}.
\]

**Theorem 4.** Let \( x, y \geq 0 \), and \( x, y \) do not take the value 0 at the same time, \( \Gamma_g = 1,2, \ldots, p \) be a group of 2-TLNNs and let

\[
\Delta^1(\overrightarrow{s}_g, \overrightarrow{\Xi}_g) = \frac{1}{h} \Delta^1(\overrightarrow{s}_g, \overrightarrow{\Psi}_g) = \frac{1}{h} \Delta^1(\overrightarrow{s}_g, \overrightarrow{Y}_g) - \overrightarrow{f}_g \].

Then, the aggregated value utilizing Equation (21), is still a 2-TLNN, and

\[
2 - \text{TLNDWPHM}(\Gamma_x, \Gamma_y)
\]

\[
= \left( \frac{2}{p^2 + p \sum_{i \neq q} \sum_{i \neq j} \left( p\Theta_i \Gamma_q \right) \left( \Theta_i \Gamma_q \right)^{\gamma}} \right)^{\frac{1}{\gamma}} \left( \frac{1}{h} \Delta^1(\overrightarrow{s}_g, \overrightarrow{\Xi}_g) \right)^{\frac{1}{\gamma}}
\]

(24)
Proof. Same is Theorem 1.
It is worthy to note that the 2-TLNDWPHM operator has only the property of boundedness and does not have the properties of idempotency and monotonicity.

B. The 2-TLNDPGHM Operator and 2-TLNDWPFGHM operator

Definition 12. Let \( \Gamma = \{ 0, 1, \ldots, \rho \} \) be a group of 2-TLNNs, \( x, y \geq 0 \). Then, the 2-TLNDPGHM operator is described as follows:

\[
2 - \text{TLNDPGHM}^\alpha (\Gamma, \Gamma, \ldots, \Gamma) = \frac{1}{x+y} \prod_{i=1}^{\rho} \left( x(\Gamma_i) \oplus y(\Gamma_i)^\alpha \right)^{\frac{2}{p-\alpha}}.
\]  

(25)

Where \( T(\Gamma) = \sum_{q=3}^{\rho} \text{Sup}(\Gamma_q, \Gamma_q), \text{Sup}(\Gamma_q, \Gamma_q) = 1 - \overline{D}(\Gamma_q, \Gamma_q) \) is the support degree for \( \Gamma_q \) from \( \Gamma_q \), which satisfy the following conditions: (1) \( \text{Sup}(\Gamma_q, \Gamma_q) \in [0, 1] \); (2) \( \text{Sup}(\Gamma_q, \Gamma_q) = \text{Sup}(\Gamma_q, \Gamma_q) \); (3) \( \text{Sup}(\Gamma_q, \Gamma_q) \geq \text{Sup}(\Gamma_q, \Gamma_q) \), if \( \overline{D}(\Gamma_q, \Gamma_q) < \overline{D}(\Gamma_q, \Gamma_q) \), in which \( \overline{D}(\Gamma_q, \Gamma_q) \) is the distance measure between 2-TLNNs \( \Gamma_q \) and \( \Gamma_q \) defined in Definition (5).

In order, to represent Equation (25) in a simple form, we assume that

\[
\text{N}_q = \frac{1 + T(\Gamma_q)}{1 + T(\Gamma_q)}
\]

(26)

Therefore, Equation (25) takes the form

\[
2 - \text{TLNDPGHM}^\alpha (\Gamma, \Gamma, \ldots, \Gamma) = \frac{1}{x+y} \prod_{i=1}^{\rho} \left( x(\Gamma_i)^{\text{N}_q} \oplus y(\Gamma_i)^{\text{N}_q} \right)^{\frac{2}{p-\alpha}}.
\]

(27)

Theorem 5. Let \( x, y \geq 0 \), and \( x, y \) do not take the value 0 at the same time, \( \Gamma = \{ 0, 1, \ldots, \rho \} \) be a group of 2-TLNNs and let

\[
\Delta^1(\frac{x_i}{h}), \Delta^1(\frac{y_i}{h}) = \frac{1}{h} \times h
\]

Then, the aggregated value utilizing Equation (25), is still a 2-TLNN, and

\[
2 - \text{TLNDWPGHM}(\Gamma, \Gamma, \ldots, \Gamma) = \frac{1}{x+y} \prod_{i=1}^{\rho} \left( x(\Gamma_i)^{\text{N}_q} \oplus y(\Gamma_i)^{\text{N}_q} \right)^{\frac{2}{p-\alpha}}.
\]

(28)

Proof. According to operational laws, we have

\[
\Gamma^\alpha = \left\{ \Delta_h \left\{ \Gamma \left\{ 1 + \left( \rho \text{N} \right) \right\} \right\} \right\}
\]

and

\[
\Gamma^\alpha = \left\{ \Delta_h \left\{ \Gamma \left\{ 1 + \left( \rho \text{N} \right) \right\} \right\} \right\}
\]

Let

\[
\bar{a} = \frac{1}{t_{\rho}}, \bar{b} = \frac{1}{t_{\rho}}, \bar{c} = \frac{1}{t_{\rho}}, \bar{d} = \frac{1}{t_{\rho}}, \bar{e} = \frac{1}{t_{\rho}}, \bar{f} = \frac{1}{t_{\rho}}
\]

Then, we can obtain

\[
\Gamma^\alpha = \left\{ \Delta_h \left\{ 1 + \left( \rho \text{N} \right) \right\} \right\}
\]

and

\[
\Gamma^\alpha = \left\{ \Delta_h \left\{ 1 + \left( \rho \text{N} \right) \right\} \right\}
\]
Furthermore, we can have
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be a group, then we can have

\[ \Gamma = \bigoplus_{(i,j)} \left( \left( \frac{1}{x+y} \right)^{p_{i,j}} \right) \]

This completes the proof of Theorem.

**Theorem 6 (Idempotency).** Let \( \Gamma_g (g=1,2,...,p) \) be a group of 2-TLNNs, if all \( \Gamma_g (g=1,2,...,p) \) are same, that is \( \Gamma_g = \Gamma = (s, \Xi, \Gamma, (s, \Psi, \Gamma, (s, \gamma, \Gamma)) (g=1,2,...,p) \). Assume that

\[ \Delta^{-1} \left( s_i, \Xi_g \right) = \Delta^{-1} \left( s_i, \Psi_g \right) = \Delta^{-1} \left( s_i, \gamma_g \right) = f_g \]

then

\[ 2 - TLNDPGHM (\Gamma, \Gamma, ..., \Gamma) = \Gamma. \] (30)

**Theorem 7 (Boundedness).** Let \( \Gamma_g (g=1,2,...,p) \) be a group of 2-TLNNs. If \( \overline{m} = \text{max} \left( s_i, \Xi_g \right), \overline{m} \left( s_i, \Psi_g \right), \overline{m} \left( s_i, \gamma_g \right) \) and

\[ \underline{m} = \text{min} \left( s_i, \Xi_g \right), \text{min} \left( s_i, \Psi_g \right), \text{min} \left( s_i, \gamma_g \right) \]

then

\[ \underline{m} \leq 2 - TLNDPHM^{+\beta} (\Gamma, \Gamma, ..., \Gamma) \leq \overline{m}. \] (31)

By specifying different values to the parameters \( x \) and \( y \), some particular cases of the 2-TLNDPGHM operator are described below:

1. If \( y \rightarrow 0, 3 > 0 \), then we can have

\[ 2 - TLNDPGHM^{+\beta} (\Gamma, \Gamma, ..., \Gamma) \]

\[ = \frac{1}{x+y} \left( \prod_{g=1}^{p} \left( x(\Gamma_g) \oplus y(\Gamma_g) \right) \right)^{\frac{2}{p+\beta}} \]

That is, the 2-TLNDPGHM operator degenerates into the 2-tuple linguistic neutrosophic Dombi ascending geometric average operator.

2. If \( x \rightarrow 0, 3 > 0 \), then we can have

\[ 2 - TLNDPHM^{+\beta} (\Gamma, \Gamma, ..., \Gamma) \]

\[ = \frac{1}{x+y} \left( \prod_{g=1}^{p} \left( x(\Gamma_g) \oplus y(\Gamma_g) \right) \right)^{\frac{2}{p+\beta}} \]

That is, the 2-TLNDPGHM operator degenerates into a weighted geometric average operator.

3. If \( y \rightarrow 0, 3 > 0 \), and \( \text{Sup}(\Gamma_g, \Gamma_g) = \beta(\beta \in [0,1]) \) for all \( g \neq q \). Then, we can have

\[ 2 - TLNDPGHM^{+\beta} (\Gamma, \Gamma, ..., \Gamma) \]

\[ = \frac{1}{x+y} \left( \prod_{g=1}^{p} \left( x(\Gamma_g) \oplus y(\Gamma_g) \right) \right)^{\frac{2}{p+\beta}} \]

That is, the 2-TLNDPGHM operator degenerates into a weighted geometric average operator.

4. If \( x \rightarrow 0, 3 > 0 \), and \( \text{Sup}(\Gamma_g, \Gamma_g) = \beta(\beta \in [0,1]) \) for all \( g \neq q \). Then, we can have

\[ 2 - TLNDPGHM^{+\beta} (\Gamma, \Gamma, ..., \Gamma) \]

\[ = \frac{1}{x+y} \left( \prod_{g=1}^{p} \left( x(\Gamma_g) \oplus y(\Gamma_g) \right) \right)^{\frac{2}{p+\beta}} \]

That is, the 2-TLNDPGHM operator degenerates into a weighted geometric average operator.

Similar to 2-TLNDPHM operator, the 2-TLNDPGHM operator have only power weight vector and the correlation between input arguments are taken under consideration and are not to consider the weight vector of the input arguments. Therefore, to remove this deficiency, we will propose its weighted form, that is 2-TPLNDWPGHM operator.
Definition 13. Let \( \Gamma_g (g=1,2,\ldots,p) \) be a group of 2-TLNNs, \( x, y \geq 0 \). Then, the 2-TLNDWPGHM operator is described as follows:

\[
2-\text{TLNDWPGHM}^{\prec,\prec} (\Gamma_g, \Gamma_g) = \frac{1}{x+y} \left( \prod_{g=1}^{p} \left[ x(\Gamma_g) + y(\Gamma_g) \right] \right)^{\frac{1}{x+y}}.
\] (32)

Where \( T(\Gamma_g) = \sum_{g=\gamma} \text{Sup}(\Gamma_g, \Gamma_g) \text{Sup}(\Gamma_g, \Gamma_g) = 1 - \overline{D}(\Gamma_g, \Gamma_g) \) is the support degree for \( \Gamma_g \) from \( \Gamma_g \), which satisfy the following conditions: (1) \( \text{Sup}(\Gamma_g, \Gamma_g) \in [0,1] \); (2) \( \text{Sup}(\Gamma_g, \Gamma_g) = \text{Sup}(\Gamma_g, \Gamma_g) \); (3) \( \text{Sup}(\Gamma_g, \Gamma_g) \geq \text{Sup}(\Gamma_g, \Gamma_g) \), if \( \overline{D}(\Gamma_g, \Gamma_g) < \overline{D}(\Gamma_g, \Gamma_g) \), in which \( \overline{D}(\Gamma_g, \Gamma_g) \) is the distance measure between 2-TLNNs \( \Gamma_g \) and \( \Gamma_g \) defined in Definition (5).

In order, to represent Equation (32) in a simple form, we assume that

\[
\Theta_g = \frac{\overline{w}_g (1+T(\Gamma_g))}{\sum_{g=\gamma} \overline{w}_g (1+T(\Gamma_g))}.
\] (33)

Therefore, Equation (32) takes the form

\[
2-\text{TLNDWPGHM}^{\prec,\prec} (\Gamma_g, \Gamma_g) = \frac{1}{x+y} \left( \prod_{g=\gamma} \left[ x(\Gamma_g)^{\Theta_g} + y(\Gamma_g)^{\Theta_g} \right] \right)^{\frac{1}{x+y}}.
\] (34)

Theorem 8. Let \( x, y \geq 0 \), and \( x, y \) do not take the value 0 at the same time, \( \Gamma_g (g=1,2,\ldots,p) \) be a group of 2-TLNNs and let

\[
\Delta^{-1} \left( s \cdot s, \Xi \right) \cdot \Delta^{-1} \left( s \cdot s, \Xi \right) = \frac{\Xi}{h}.
\]

Then, the aggregated value utilizing Equation (32), is still a 2-TLNN, and

\[
2-\text{TLNDWPGHM}(\Gamma_g, \Gamma_g, \Gamma_g) = \frac{1+T(\Gamma_g)}{x+y} \left( \prod_{g=\gamma} \left[ x(\Gamma_g)^{\Theta_g} + y(\Gamma_g)^{\Theta_g} \right] \right)^{\frac{1}{x+y}}.
\] (35)

Similar to 2-TLNDWPHM, the 2-TLNDWPGHM operator has only the property of boundedness and does not have the properties of idempotency and monotonicity.

V. An application of 2-TLNDWPHM and 2-TLNDWPGHM operator to group decision making

In this section, we pertain the afore-presented Dombi power Heronian aggregation operators to establish constructive approach for MAGDM under 2-TLNN environments. Let \( \overline{AT} = \overline{AT_1, AT_2, \ldots, AT_n} \) be the set of discrete alternatives, the set of attributes is expressed by \( \overline{C} = \overline{C_1, C_2, \ldots, C_n} \), the weight vector of the attributes is represented by \( \overline{w} = \overline{w_1, w_2, \ldots, w_n} \) such that \( w_i \in [0,1], \sum_{i=1}^{n} w_i = 1 \), and \( \overline{DE} = \overline{d_1, d_2, \ldots, d_n} \) denote the set of a decision makers, with weight vector expressed by \( \overline{a} = \overline{a_1, a_2, \ldots, a_n} \) such that \( a_i \in [0,1], \sum_{i=1}^{n} a_i = 1 \). Assume that \( \overline{DT} = \overline{(D_{i\omega})_{m \times n}} \) is the decision matrix, where \( D_{i\omega} = \left( s_{i\omega} \cdot s_{\omega}\overline{g}, s_{\omega}\overline{g}, s_{i\omega}\overline{g}, s_{\omega}\overline{g}\right) \) takes the form of 2-TLNN, given by decision maker \( \overline{d_i} \) for alternative \( \overline{A_{\omega}} \) with respect to the attribute \( \overline{C_T} \).

Then, depending on real decision situations where the weight vector of both attributes and decision makers are completely known in advance. Therefore, in the following we present a MAGDM approach based on the developed 2-TLNDWPHM and 2-TLNDWPGHM operators. To do so, just follow the step below:

Step 1. Calculate the support degrees by the following formula:

\[
\text{Sup}(\Gamma_{i\omega}, \Gamma_{i\omega}) = 1 - \overline{D}(\Gamma_{i\omega}, \Gamma_{i\omega}), (b, l = 1,2,\ldots,a; c = 1,2,\ldots,m; e = 1,2,\ldots,n).
\] (36)

Which satisfy the axioms for support functions, \( \overline{D}(\Gamma_{i\omega}, \Gamma_{i\omega}) \) is the distance measure given in Definition (5).

Step 2. Determine the support degree \( T(\Gamma_{i\omega}) \) that IFN \( \Gamma_{i\omega} \) receives from other 2-TLNNs \( \Gamma_{i\omega} (l = 1,2,\ldots,a; l \neq b) \), where

\[
T(\Gamma_{i\omega}) = \sum_{l=1,l\neq b}^{a} \text{Sup}(\Gamma_{i\omega}, \Gamma_{i\omega}).
\] (37)

Step 3. Utilize weights \( a_i \) for decision makers \( \overline{d_i} \) to determine weights \( \overline{N_{i\omega}} \) associated with the 2-TLNN \( \Gamma_{i\omega} \).

\[
\overline{N_{i\omega}} = \frac{a_i (1+T(\Gamma_{i\omega}))}{\sum_{i=1}^{a} a_i (1+T(\Gamma_{i\omega}))}, (b = 1,2,\ldots,a).
\] (38)
Where $N_{ai}^b \geq 0$ and $\sum_{b=1}^{k} N_{ai}^b = 1$.

**Step 4.** Aggregate all the individual decision matrices $\bar{D}_i = (\Gamma_{ai}^b)_{j=1}^{m}$ into group decision matrix $\bar{D} = (\Gamma_{ai}^c)_{i=1}^{a}$ by utilizing 2-TLNDWPHM or 2-TLNDWPGHM operators, where $\Gamma_{ai}^c = 2-TLNDWPHM(\Gamma_{ai}^1, \Gamma_{ai}^2, ..., \Gamma_{ai}^m)$ (39)

Or $\Gamma_{ai}^c = 2-TLNDWPGHM(\Gamma_{ai}^1, \Gamma_{ai}^2, ..., \Gamma_{ai}^m)$ (40)

**Step 5.** Determine support degrees $Sup(\Gamma_{ai}^c, \Gamma_{ai}^c)$ by the following formula;

$$Sup(\Gamma_{ai}^c, \Gamma_{ai}^c) = 1 - \overline{D}_i(\Gamma_{ai}^c, \Gamma_{ai}^c);$$

where $\overline{D}_i(\Gamma_{ai}^c, \Gamma_{ai}^c)$ is distance measure given in Definition(5).

**Step 6.** Determine the support degree $T(\Gamma_{ai}^c)$ that 2-TLNNs $\Gamma_{ai}^c$ collects from other 2-TLNNs $\Gamma_{ai}^c (x = 1, 2, ..., n; e \neq x)$, where

$$T(\Gamma_{ai}^c) = \sum_{x=1}^{n} w_x Sup(\Gamma_{ai}^c, \Gamma_{ai}^c).$$

**Step 7.** Determine weighting vector $\Phi_{ai}^c (c = 1, 2, ..., m; e = 1, 2, ..., n)$ associated with $\Gamma_{ai}^c$.

$$\Phi_{ai}^c = \frac{w_c(1 + T(\Gamma_{ai}^c))}{\sum_{c=1}^{m} w_c(1 + T(\Gamma_{ai}^c))}.$$ (43)

**Step 8.** Utilize 2-TLNDWPHM or 2-TLNDWPGHM operators to aggregate all assessment values $\Gamma_{ai}^c (c = 1, 2, ..., m, e = 1, 2, ..., n)$ into overall assessment value $\Gamma_{ai}^c (e = 1, 2, ..., m)$ corresponding to the alternatives $AL_i (c = 1, 2, ..., m)$:

$$\Gamma_{ai}^c = 2-TLNDWPHM(\Gamma_{ai}^1, \Gamma_{ai}^2, ..., \Gamma_{ai}^m)$$ (44)

Or $\Gamma_{ai}^c = 2-TLNDWPGHM(\Gamma_{ai}^1, \Gamma_{ai}^2, ..., \Gamma_{ai}^m)$ (45)

**Step 9.** Determine the scores $\overline{S}\overline{C}(\overline{f}_j)$ for the overall IFN of the alternatives $AL_i (d = 1, 2, ..., g)$ by utilizing Definition (3).

**Step 10.** Rank all alternatives $AL_i (d = 1, 2, ..., g)$ and select the optimal one (s) with the ranking order $\Gamma_{ai}^c (d = 1, 2, ..., g)$.

**A. Numerical Examples and Comparative analysis**

The following example is adapted from [38], to show the validity and practicality of the developed aggregation operators.

**Example 1.** Let us assume that there are five potential construction engineering projects (alternatives) $AL_i (b = 1, 2, ..., 5)$ to be assess. These five potential alternatives are assessed by decision makers with respect to the following four attributes (1) the construction work environment denoted by $CT_1$; (2) the construction site safety protection measure denoted by $CT_2$; (3) The safety management ability of the engineering projects management denoted by $CT_3$ and (4) the safety production responsibility system denoted by $CT_4$, with weight vector $(0.2, 0.5, 0.3, 0.1)^T$ and expert weight vector is $(0.2, 0.5, 0.3, 0.1)^T$. The experts provide information in the form of 2-TLNNs, which are listed in Tables 1-3.

**Table.1 The 2-TLN decision matrix $D_T$**

<table>
<thead>
<tr>
<th></th>
<th>$CT_1$</th>
<th>$CT_2$</th>
<th>$CT_3$</th>
<th>$CT_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$AL_1$</td>
<td>$(s_1,0),(s_1,0)$</td>
<td>$(s_1,0),(s_1,0)$</td>
<td>$(s_1,0),(s_1,0)$</td>
<td>$(s_1,0),(s_1,0)$</td>
</tr>
<tr>
<td>$AL_2$</td>
<td>$(s_2,0),(s_2,0)$</td>
<td>$(s_2,0),(s_2,0)$</td>
<td>$(s_2,0),(s_2,0)$</td>
<td>$(s_2,0),(s_2,0)$</td>
</tr>
<tr>
<td>$AL_3$</td>
<td>$(s_3,0),(s_3,0)$</td>
<td>$(s_3,0),(s_3,0)$</td>
<td>$(s_3,0),(s_3,0)$</td>
<td>$(s_3,0),(s_3,0)$</td>
</tr>
<tr>
<td>$AL_4$</td>
<td>$(s_4,0),(s_4,0)$</td>
<td>$(s_4,0),(s_4,0)$</td>
<td>$(s_4,0),(s_4,0)$</td>
<td>$(s_4,0),(s_4,0)$</td>
</tr>
<tr>
<td>$AL_5$</td>
<td>$(s_5,0),(s_5,0)$</td>
<td>$(s_5,0),(s_5,0)$</td>
<td>$(s_5,0),(s_5,0)$</td>
<td>$(s_5,0),(s_5,0)$</td>
</tr>
</tbody>
</table>

**Table.2 The 2-TLN decision matrix $D_T^2$**

<table>
<thead>
<tr>
<th></th>
<th>$CT_1$</th>
<th>$CT_2$</th>
<th>$CT_3$</th>
<th>$CT_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$AL_1$</td>
<td>$(s_1,0),(s_1,0)$</td>
<td>$(s_1,0),(s_1,0)$</td>
<td>$(s_1,0),(s_1,0)$</td>
<td>$(s_1,0),(s_1,0)$</td>
</tr>
<tr>
<td>$AL_2$</td>
<td>$(s_2,0),(s_2,0)$</td>
<td>$(s_2,0),(s_2,0)$</td>
<td>$(s_2,0),(s_2,0)$</td>
<td>$(s_2,0),(s_2,0)$</td>
</tr>
<tr>
<td>$AL_3$</td>
<td>$(s_3,0),(s_3,0)$</td>
<td>$(s_3,0),(s_3,0)$</td>
<td>$(s_3,0),(s_3,0)$</td>
<td>$(s_3,0),(s_3,0)$</td>
</tr>
<tr>
<td>$AL_4$</td>
<td>$(s_4,0),(s_4,0)$</td>
<td>$(s_4,0),(s_4,0)$</td>
<td>$(s_4,0),(s_4,0)$</td>
<td>$(s_4,0),(s_4,0)$</td>
</tr>
<tr>
<td>$AL_5$</td>
<td>$(s_5,0),(s_5,0)$</td>
<td>$(s_5,0),(s_5,0)$</td>
<td>$(s_5,0),(s_5,0)$</td>
<td>$(s_5,0),(s_5,0)$</td>
</tr>
</tbody>
</table>

**Table.3 The 2-TLN decision matrix $D_T^3$**

<table>
<thead>
<tr>
<th></th>
<th>$CT_1$</th>
<th>$CT_2$</th>
<th>$CT_3$</th>
<th>$CT_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$AL_1$</td>
<td>$(s_1,0),(s_1,0)$</td>
<td>$(s_1,0),(s_1,0)$</td>
<td>$(s_1,0),(s_1,0)$</td>
<td>$(s_1,0),(s_1,0)$</td>
</tr>
<tr>
<td>$AL_2$</td>
<td>$(s_2,0),(s_2,0)$</td>
<td>$(s_2,0),(s_2,0)$</td>
<td>$(s_2,0),(s_2,0)$</td>
<td>$(s_2,0),(s_2,0)$</td>
</tr>
<tr>
<td>$AL_3$</td>
<td>$(s_3,0),(s_3,0)$</td>
<td>$(s_3,0),(s_3,0)$</td>
<td>$(s_3,0),(s_3,0)$</td>
<td>$(s_3,0),(s_3,0)$</td>
</tr>
<tr>
<td>$AL_4$</td>
<td>$(s_4,0),(s_4,0)$</td>
<td>$(s_4,0),(s_4,0)$</td>
<td>$(s_4,0),(s_4,0)$</td>
<td>$(s_4,0),(s_4,0)$</td>
</tr>
<tr>
<td>$AL_5$</td>
<td>$(s_5,0),(s_5,0)$</td>
<td>$(s_5,0),(s_5,0)$</td>
<td>$(s_5,0),(s_5,0)$</td>
<td>$(s_5,0),(s_5,0)$</td>
</tr>
</tbody>
</table>
Step 1. Calculate the support degrees by utilizing formula (36). For simplicity we shall denote 
\[ Sup(\Gamma_{a,b}^c, \Gamma_{a,b}') = S_{a,b,c}^l (b, l = 1, 2, 3; c = 1, ..., S; e = 1, ..., 4). \]

\[
S_{11} = 0.14, S_{12} = 0.14, S_{13} = 0.14, S_{14} = 0.14, S_{21} = 0.14, S_{22} = 0.14, S_{23} = 0.14, S_{24} = 0.14, S_{31} = 0.14, S_{32} = 0.14, S_{33} = 0.14, S_{34} = 0.14, S_{41} = 0.14, S_{42} = 0.14, S_{43} = 0.14, S_{44} = 0.14.
\]

Step 2. Determine the support degree \( T(\Gamma_{a,b}) \) by utilizing formula (37). For simplicity, we shall denote \( T(\Gamma_{a,b}) \) by \( T_{a,b} (b = 1, 2, 3; c = 1, ..., S; e = 1, ..., 4) \).

---

### Table 4. Overall decision matrix utilizing 2-TLNDWPHM operator

<table>
<thead>
<tr>
<th>( AL_1 )</th>
<th>( CT_1 )</th>
<th>( CT_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>((x_{1,0.3121},y_{1,0.4416}))</td>
<td>((x_{1,0.1659},y_{1,0.3613}))</td>
<td>((x_{1,0.2902}))</td>
</tr>
<tr>
<td>((x_{1,0.2546}))</td>
<td>((x_{1,0.2902}))</td>
<td>((x_{1,0.2902}))</td>
</tr>
<tr>
<td>((x_{2,0.2801},y_{2,0.3045}))</td>
<td>((x_{2,0.3597},y_{2,0.0893}))</td>
<td>((x_{2,0.0893}))</td>
</tr>
<tr>
<td>((x_{2,0.3296}))</td>
<td>((x_{2,0.3597},y_{2,0.0893}))</td>
<td>((x_{1,0.2406}))</td>
</tr>
<tr>
<td>((x_{3,0.2651},y_{3,0.0778}))</td>
<td>((x_{3,0.2822},y_{3,0.3239}))</td>
<td>((x_{3,0.2822},y_{3,0.3239}))</td>
</tr>
<tr>
<td>((x_{3,0.3501}))</td>
<td>((x_{3,0.2822},y_{3,0.3239}))</td>
<td>((x_{3,0.2822},y_{3,0.3239}))</td>
</tr>
<tr>
<td>((x_{4,0.3096},y_{4,0.4428}))</td>
<td>((x_{4,0.0301},y_{4,0.4330}))</td>
<td>((x_{4,0.3512}))</td>
</tr>
<tr>
<td>((x_{4,0.2318}))</td>
<td>((x_{4,0.3512}))</td>
<td>((x_{4,0.3512}))</td>
</tr>
</tbody>
</table>

---
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Table 4. Overall decision matrix utilizing 2-TLNDWPHM operator

<table>
<thead>
<tr>
<th></th>
<th>$CT_1$</th>
<th>$CT_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$AL_1$</td>
<td>$(x_{11} = 0.2654, x_{51} = 0.3807)$</td>
<td>$(x_{11} = 0.3613, x_{51} = 0.3211)$</td>
</tr>
<tr>
<td>$AL_2$</td>
<td>$(x_{12} = 0.2225)$</td>
<td>$(x_{12} = 0.4161)$</td>
</tr>
<tr>
<td>$AL_3$</td>
<td>$(x_{13} = 0.2434, x_{53} = 0.2657)$</td>
<td>$(x_{13} = 0.4152, x_{53} = 0.2068)$</td>
</tr>
<tr>
<td>$AL_4$</td>
<td>$(x_{14} = 0.3580, x_{54} = 0.0918)$</td>
<td>$(x_{14} = 0.2628, x_{54} = 0.2657)$</td>
</tr>
<tr>
<td>$AL_5$</td>
<td>$(x_{15} = 0.2587, x_{55} = 0.4168)$</td>
<td>$(x_{15} = 0.3359, x_{55} = 0.1742)$</td>
</tr>
</tbody>
</table>

Step 5. Calculate the support degrees of Table 4, by utilizing formula (41). For simplicity we shall denote $S_i^1 = S_{i1}^1 = 0.9261, S_{i2}^1 = 0.9754, S_{i3}^1 = 0.9175, S_{i4}^1 = 0.9393, S_{i5}^1 = 0.8444, S_{i6}^1 = 0.9051; S_i^2 = S_{i1}^2 = 0.8718, S_{i2}^2 = 0.8720, S_{i3}^2 = 0.9527, S_{i4}^2 = 0.8957, S_{i5}^2 = 0.8864, S_{i6}^2 = 0.9129; S_i^3 = S_{i1}^3 = 0.9138, S_{i2}^3 = 0.9177, S_{i3}^3 = 0.9168, S_{i4}^3 = 0.8314, S_{i5}^3 = 0.8858, S_{i6}^3 = 0.9456; S_i^4 = S_{i1}^4 = 0.9115, S_{i2}^4 = 0.6977, S_{i3}^4 = 0.9221, S_{i4}^4 = 0.7431, S_{i5}^4 = 0.8811, S_{i6}^4 = 0.7252; S_i^5 = S_{i1}^5 = 0.9052, S_{i2}^5 = 0.9089, S_{i3}^5 = 0.8794, S_{i4}^5 = 0.8827, S_{i5}^5 = 0.9185, S_{i6}^5 = 0.8455.

Step 6. Determine the support degree $T(\Gamma_\omega)$ by utilizing formula (42)

$T_{11} = 2.6567, T_{12} = 2.5797, T_{13} = 2.6934, T_{14} = 2.6368, T_{15} = 2.7015, T_{21} = 2.6698, T_{22} = 2.7456, T_{23} = 2.7601, T_{24} = 2.6840, T_{25} = 2.7520, T_{31} = 2.5971, T_{32} = 2.6721, T_{33} = 2.5844, T_{34} = 2.6845, T_{35} = 2.3653, T_{41} = 2.5491, T_{42} = 2.7138, T_{43} = 2.7358, T_{44} = 2.6146, T_{45} = 2.7042.

Step 7. Determine weighting vector $\Phi_\omega$ by utilizing formula (43),

$\Phi_1 = 0.5029, \Phi_2 = 0.2954, \Phi_3 = 0.1016, \Phi_4 = 0.1000, \Phi_5 = 0.4999, \Phi_6 = 0.2974, \Phi_7 = 0.1012, \Phi_8 = 0.1016; \Phi_9 = 0.4985, \Phi_{10} = 0.3047, \Phi_{11} = 0.0974, \Phi_{12} = 0.0994, \Phi_{13} = 0.5090, \Phi_{14} = 0.3059, \Phi_{15} = 0.0941, \Phi_{16} = 0.0992, \Phi_{17} = 0.5006, \Phi_{18} = 0.3021, \Phi_{19} = 0.0974, \Phi_{20} = 0.0999.

Or

Determine the support degree $T(\Gamma_\omega)$ by utilizing formula (42)

$T_{11} = 2.8189, T_{12} = 2.7097, T_{13} = 2.8197, T_{14} = 2.6669, T_{15} = 2.6965, T_{21} = 2.6539, T_{22} = 2.6806, T_{23} = 2.7521, T_{24} = 2.7482, T_{25} = 2.5313, T_{31} = 2.5357, T_{32} = 2.1660, T_{33} = 2.5284, T_{34} = 2.6936, T_{35} = 2.7064, T_{41} = 2.6372, T_{42} = 2.6434.

Step 8. Utilize 2-TLNDWPHM or 2-TLNDWPHGM operators given in formula (44) or formula (45) to aggregate all assessment values (assume $x = y = 1, \ldots, 5$)

$AL_1 = \{(x_{11} = 0.3978, x_{51} = 0.0053), (x_{12} = 0.1452); AL_2 = \{(x_{11} = 0.2250, x_{51} = 0.0835), (x_{12} = 0.3512);
\[ AL_1 = \{(s_1, 0.1907), (s_2, 0.2747), (s_3, 0.4501)\}; \\
AL_2 = \{(s_1, 0.3506), (s_2, -0.2546), (s_3, 0.2681)\}; \\
AL_3 = \{(s_1, -0.4224), (s_2, 0.4077), (s_3, -0.2722)\}. \]

or

\[ AL_1 = \{(s_1, -0.4206), (s_2, 0.3839), (s_3, 0.0258)\}; \\
AL_2 = \{(s_1, -0.2382), (s_2, 0.0972), (s_3, 0.3152)\}; \\
AL_3 = \{(s_1, -0.2307), (s_2, -0.1970), (s_3, -0.0111)\}; \\
AL_4 = \{(s_1, 0.2394), (s_2, 0.0406), (s_3, -0.3743)\}; \\
AL_5 = \{(s_1, 0.3430), (s_2, -0.4474), (s_3, -0.0295)\}. \]

Step 9. Calculate the score values utilizing Definition (3), we have

\[ \overline{SR}(\overline{AL}) = 0.6523, \overline{SR}(\overline{AL}_2) = 0.4634, \overline{SR}(\overline{AL}_3) = 0.5814, \]
\[ SR(\overline{AL}_4) = 0.6298, SR(\overline{AL}_5) = 0.6357. \]

Calculate the score values utilizing Definition (3), we have

\[ \overline{SR}(\overline{AL}_1) = 0.6205, \overline{SR}(\overline{AL}_2) = 0.4639, \overline{SR}(\overline{AL}_3) = 0.4987, \]
\[ \overline{SR}(\overline{AL}_4) = 0.5874, \overline{SR}(\overline{AL}_5) = 0.6011. \]

Step 10. Rank all the alternatives and select the best one according to their score values.

\[ AL_3 > AL_1 > AL_5 > AL_4 > AL_2. \]

or

\[ AL_1 > AL_2 > AL_4 > AL_3 > AL_5. \]

AL_1 is the best one while the worst one is AL_5.

### VI. Discussion

In the following, we will further analyze the effect of the parameters \( x, y \) and \( \mathcal{J} \) on the final ranking result of Example 1. Then we can adopt the different values of \( x \) and \( y \) in step 4 and step 8, while the value \( \mathcal{J} \) is fix. The results are given in Table 6 and Table 7. Moreover, the effect of general parameter \( \mathcal{J} \), is shown in Table 8 and Table 9, while the parameters \( x, y \) are fix.

From Table 6 and Table 7, we can notice that the ranking orders are different for different values of the parameters \( x, y \). However, the best alternative \( \overline{AL} \) or \( \overline{AL}_5 \). From Table 6 and Table 7, we can also notice that, when the values of the parameter \( x \) or \( y \) increases, the score values increases utilizing 2-TLNDWPHM operator, while the score values decreases utilizing 2-TLNDWPGHM operator. Generally, for computational simplicity one may select \( x = y = 1 \), or \( x = y = \frac{1}{2} \) according to the actual need of decision making problems.

### Table 6. Effect of parameter \( x \) and \( y \) on ranking result utilizing 2-TLNDWPHM operator

<table>
<thead>
<tr>
<th>Parameter values</th>
<th>Score values</th>
<th>Ranking orders</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x = 1, y = 2 ),</td>
<td>( \overline{SR}(\overline{AL}) = 0.6537, \overline{SR}(\overline{AL}_2) = 0.4574, \overline{SR}(\overline{AL}_3) = 0.5814, \overline{SR}(\overline{AL}_4) = 0.6273, \overline{SR}(\overline{AL}_5) = 0.6325. )</td>
<td>( \overline{AL}_3 &gt; \overline{AL}_5 &gt; \overline{AL}_4 &gt; \overline{AL}_2 &gt; \overline{AL}_1. )</td>
</tr>
<tr>
<td>( x = 3, y = 5 ),</td>
<td>( \overline{SR}(\overline{AL}) = 0.6530, \overline{SR}(\overline{AL}_2) = 0.4585, \overline{SR}(\overline{AL}_3) = 0.6275, \overline{SR}(\overline{AL}_4) = 0.6328. )</td>
<td>( \overline{AL}_3 &gt; \overline{AL}_5 &gt; \overline{AL}_4 &gt; \overline{AL}_2 &gt; \overline{AL}_1. )</td>
</tr>
<tr>
<td>( x = 6, y = 19 ),</td>
<td>( \overline{SR}(\overline{AL}) = 0.6563, \overline{SR}(\overline{AL}_2) = 0.4561, \overline{SR}(\overline{AL}_3) = 0.6280, \overline{SR}(\overline{AL}_4) = 0.6329. )</td>
<td>( \overline{AL}_3 &gt; \overline{AL}_5 &gt; \overline{AL}_4 &gt; \overline{AL}_2 &gt; \overline{AL}_1. )</td>
</tr>
<tr>
<td>( x = 14, y = 30 ),</td>
<td>( \overline{SR}(\overline{AL}) = 0.6540, \overline{SR}(\overline{AL}_2) = 0.4571, \overline{SR}(\overline{AL}_3) = 0.6273, \overline{SR}(\overline{AL}_4) = 0.6324. )</td>
<td>( \overline{AL}_3 &gt; \overline{AL}_5 &gt; \overline{AL}_4 &gt; \overline{AL}_2 &gt; \overline{AL}_1. )</td>
</tr>
<tr>
<td>( x = 2, y = 100 ),</td>
<td>( \overline{SR}(\overline{AL}) = 0.6754, \overline{SR}(\overline{AL}_2) = 0.4631, \overline{SR}(\overline{AL}_3) = 0.6476, \overline{SR}(\overline{AL}_4) = 0.6526. )</td>
<td>( \overline{AL}_3 &gt; \overline{AL}_5 &gt; \overline{AL}_4 &gt; \overline{AL}_2 &gt; \overline{AL}_1. )</td>
</tr>
<tr>
<td>( x = 50, y = 2 ),</td>
<td>( \overline{SR}(\overline{AL}) = 0.6897, \overline{SR}(\overline{AL}_2) = 0.5290, \overline{SR}(\overline{AL}_3) = 0.6745, \overline{SR}(\overline{AL}_4) = 0.6976. )</td>
<td>( \overline{AL}_3 &gt; \overline{AL}_5 &gt; \overline{AL}_4 &gt; \overline{AL}_2 &gt; \overline{AL}_1. )</td>
</tr>
<tr>
<td>( x = 35, y = 6 ),</td>
<td>( \overline{SR}(\overline{AL}) = 0.6685, \overline{SR}(\overline{AL}_2) = 0.4998, \overline{SR}(\overline{AL}_3) = 0.6142, \overline{SR}(\overline{AL}_4) = 0.6526, \overline{SR}(\overline{AL}_5) = 0.6669. )</td>
<td>( \overline{AL}_3 &gt; \overline{AL}_5 &gt; \overline{AL}_4 &gt; \overline{AL}_2 &gt; \overline{AL}_1. )</td>
</tr>
<tr>
<td>( x = 80, )</td>
<td>( \overline{SR}(\overline{AL}) = 0.6869, \overline{SR}(\overline{AL}_2) = 0.5256, \overline{SR}(\overline{AL}_3) = 0.6409, \overline{SR}(\overline{AL}_4) = 0.6713, \overline{SR}(\overline{AL}_5) = 0.6937. )</td>
<td>( \overline{AL}_3 &gt; \overline{AL}_5 &gt; \overline{AL}_4 &gt; \overline{AL}_2 &gt; \overline{AL}_1. )</td>
</tr>
</tbody>
</table>

### Table 7. Effect of parameter \( x \) and \( y \) on decision result utilizing 2-TLNDWPGHM operator

<table>
<thead>
<tr>
<th>Parameter values</th>
<th>Score values</th>
<th>Ranking orders</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x = 1, y = 2 ),</td>
<td>( \overline{SR}(\overline{AL}) = 0.6252, \overline{SR}(\overline{AL}_2) = 0.4663, \overline{SR}(\overline{AL}_3) = 0.5810, \overline{SR}(\overline{AL}_4) = 0.5998. )</td>
<td>( \overline{AL}_2 &gt; \overline{AL}_3 &gt; \overline{AL}_4 &gt; \overline{AL}_5. )</td>
</tr>
</tbody>
</table>
Table 9. Effect of parameter \( \Psi \) on decision result 2-TLNDWPHGM operator

<table>
<thead>
<tr>
<th>Parameter values</th>
<th>Score values</th>
<th>Ranking orders</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x = 1, y = 2 ), ( \Psi = 9 )</td>
<td>( 0.5940, 0.4411 )</td>
<td>( A_1 &lt; A_2 &lt; A_3 &lt; A_4 &lt; A_5 &lt; A_6 )</td>
</tr>
<tr>
<td>( x = 1, y = 2 ), ( \Psi = 30 )</td>
<td>( 0.5904, 0.4411 )</td>
<td>( A_1 &lt; A_2 &lt; A_3 &lt; A_4 &lt; A_5 &lt; A_6 )</td>
</tr>
</tbody>
</table>

Table 8. Effect of parameter \( \Psi \) on decision result 2-TLNDWPHGM operator

<table>
<thead>
<tr>
<th>Parameter values</th>
<th>Score values</th>
<th>Ranking orders</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x = 1, y = 2 ), ( \Psi = 3 )</td>
<td>( 0.6855, 0.5451 )</td>
<td>( A_1 &lt; A_2 &lt; A_3 &lt; A_4 &lt; A_5 &lt; A_6 )</td>
</tr>
<tr>
<td>( x = 1, y = 2 ), ( \Psi = 30 )</td>
<td>( 0.6456, 0.5451 )</td>
<td>( A_1 &lt; A_2 &lt; A_3 &lt; A_4 &lt; A_5 &lt; A_6 )</td>
</tr>
</tbody>
</table>
From Table 8 and Table 9, we can notice that the ranking orders are different for different values of the parameters \( J \). However, the best alternative \( \mathcal{A}_1 \) or \( \mathcal{A}_2 \). From Table 8 and Table 9, we can also notice that, when the values of the parameter \( J \) increases, the score values increases utilizing 2-TLNDWHM operator, while the score values decreases utilizing 2-TLNDWPHM operator. So, one may select the parameter value according to the actual need of decision making problem.

### A. Compare with existing methods

In order to confirm the efficacy of the developed approach and describe its advantages, we can compare our developed method with some existing methods.

### B. Validity of the developed method

In order to confirm the validity of the developed approach, we can utilize some existing methods to solve the same example. Since the developed approach is based on the combination of PA, HM operators and Dombi operations. So, we can utilize the methods in which the interrelationships between two input arguments are considered. Therefore, the reference methods of comparison are 2-TLNNWBM, 2-TLNNWGBM operators and 2-TLNHM, 2-TLNTHM operators. The score values and ranking orders of the above example by solving these two methods and the developed method as given in Table 10. From Table 10, we can notice that the ranking order obtained by the existing methods is the same as that obtained from the proposed approach. This shows the developed approach is valid.

### Table 10. The score values and ranking orders obtained from different methods

<table>
<thead>
<tr>
<th>Approach</th>
<th>Score values</th>
<th>Ranking order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-TLNNWBM ( p = q = 1 )</td>
<td>( \text{SR}(\mathcal{A}_1) = 0.6298, \text{SR}(\mathcal{A}_2) = 0.4648 ), ( \mathcal{A}_1 &gt; \mathcal{A}_2 &gt; \mathcal{A}_3 )</td>
<td></td>
</tr>
<tr>
<td>2-TLNWGBM ( p = q = 1 )</td>
<td>( \text{SR}(\mathcal{A}_1) = 0.6259, \text{SR}(\mathcal{A}_2) = 0.4606 ), ( \mathcal{A}_1 &gt; \mathcal{A}_2 &gt; \mathcal{A}_3 )</td>
<td></td>
</tr>
<tr>
<td>2-TLNWBM ( k = 2 )</td>
<td>( \text{SR}(\mathcal{A}_1) = 0.9013, \text{SR}(\mathcal{A}_2) = 0.8395 ), ( \mathcal{A}_1 &gt; \mathcal{A}_2 &gt; \mathcal{A}_3 )</td>
<td></td>
</tr>
<tr>
<td>2-TLNWDHM ( k = 2 )</td>
<td>( \text{SR}(\mathcal{A}_1) = 0.2062, \text{SR}(\mathcal{A}_2) = 0.1327 ), ( \mathcal{A}_1 &gt; \mathcal{A}_2 &gt; \mathcal{A}_3 )</td>
<td></td>
</tr>
</tbody>
</table>

From Table 10, we can see that the ranking order obtained from the proposed method based on developed aggregation operator and the methods developed Wang et al. [34], Wu et al. [38] are same. This shows the validity of the proposed method. Yet, it cannot manifest the advantages of the developed method due to same ranking results. Further, in the following we will show the advantages of the developed method.

### C. The advantages of the developed method

1. The developed method is based on the 2-TLNDWHM operator and the method presented by Wei [34] is based on 2-TLNWNWB operator. Both the methods have the characteristics of considering interrelationship among two input arguments and the only difference between them is that the developed aggregation operators also remove the effect of awkward data which may be too low or too high. In order to show this advantage, we give the following example.

#### Example 2.

We can only change some data in the Example 1. We slightly change the value of alternative \( \mathcal{A}_1 \) with respect to the attribute \( \mathcal{A}_3 \). That is the value \( \langle (s_1,0),(s_1,0),(s_1,0) \rangle \) is changed to \( \langle (s_1,0),(s_1,0),(s_1,0) \rangle \) and the score values and ranking order are given in Table 11.

### Table 11. The score values and ranking orders obtained from different methods

<table>
<thead>
<tr>
<th>Approach</th>
<th>Score values</th>
<th>Ranking order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-TLNWBMB ( p = q = 1 )</td>
<td>( \text{SR}(\mathcal{A}_1) = 0.6215, \text{SR}(\mathcal{A}_2) = 0.4648 ), ( \mathcal{A}_1 &gt; \mathcal{A}_2 &gt; \mathcal{A}_3 )</td>
<td></td>
</tr>
<tr>
<td>2-TLNWGBM ( p = q = 1 )</td>
<td>( \text{SR}(\mathcal{A}_1) = 0.6178, \text{SR}(\mathcal{A}_2) = 0.4606 ), ( \mathcal{A}_1 &gt; \mathcal{A}_2 &gt; \mathcal{A}_3 )</td>
<td></td>
</tr>
<tr>
<td>2-TLNWMH ( k = 2 )</td>
<td>( \text{SR}(\mathcal{A}_1) = 0.6392, \text{SR}(\mathcal{A}_2) = 0.4629 ), ( \mathcal{A}_1 &gt; \mathcal{A}_2 &gt; \mathcal{A}_3 )</td>
<td></td>
</tr>
<tr>
<td>2-TLNWDMH ( k = 2 )</td>
<td>( \text{SR}(\mathcal{A}_1) = 0.6392, \text{SR}(\mathcal{A}_2) = 0.4629 ), ( \mathcal{A}_1 &gt; \mathcal{A}_2 &gt; \mathcal{A}_3 )</td>
<td></td>
</tr>
</tbody>
</table>
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These four potential alternatives are (1) a car company denoted by $AL_1$; (2) the growth company denoted by $AL_2$; (3) The environmental impact denoted by $AL_3$; (4) a food company denoted by $AL_4$. The main reason behind these different ranking orders is that, the aggregation operators developed by Wang et al. [34] just only consider the interrelationship among input arguments and does not have the capacity of removing the bad impact of awkward data on final ranking result. While, the proposed approach is based on the proposed aggregation operators have the property of removing the effect of awkward data and consider the interrelationship among input arguments. The proposed aggregation operators are based on Dombi operational laws which have a general parameter, that makes the decision process more flexible. So the developed aggregation operator in this article is more general and practical to be used in solving MAGDM problems.

(2) Compare with the approach based on Hamy mean operator

To compare the developed approach with that of Hamy mean operator proposed by Wu et al. [38], we take another Example adapted from [12]. The Hamy mean operator proposed by Wu et al. [38] can also consider the interrelationship among input arguments.

**Example 3.** Let there is an investment company who wants to invest some money in the available four companies as a group of alternatives $AL_b (b = 1,2,...,4)$.

These four companies are respectively, a car company denoted by $AL_1$, a food company denoted by $AL_2$, a computer company denoted by $AL_3$ and an arm company denoted by $AL_4$. These four potential alternatives are assessed by decision makers with respect to the following three attributes (1) the risk denoted by $CT_1$; (2) the growth denoted by $CT_2$; and (3) The environmental impact denoted by $CT_3$ with weight vector $(0.4,0.2,0.4)^T$. The assessment information is provided in the form of 2-TLNNs and is given in Table 12.

Table 12. The 2-TLN decision matrix

<table>
<thead>
<tr>
<th>$CT_1$</th>
<th>$CT_2$</th>
<th>$CT_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SR(AL_1)$</td>
<td>$SR(AL_2)$</td>
<td>$SR(AL_3)$</td>
</tr>
<tr>
<td>$0.7337$</td>
<td>$0.8367$</td>
<td>$0.2695$</td>
</tr>
<tr>
<td>$0.8194$</td>
<td>$0.1694$</td>
<td>$0.8367$</td>
</tr>
<tr>
<td>$0.2695$</td>
<td>$0.8367$</td>
<td>$0.5228$</td>
</tr>
<tr>
<td>$0.6056$</td>
<td>$0.4639$</td>
<td>$0.4987$</td>
</tr>
</tbody>
</table>

From Table 11, we can notice that when we slightly change the value of the alternative $AL_1$ with respect to the attribute $CT_3$, in Table 2, then the ranking order obtained from the proposed method remain the same, while that acquired from the method developed by Wang et al.[34] is totally different. The best alternative remains the same in the proposed approach while utilizing the Wang et al. [34] approach based on 2-TLNNBWM and 2-TLNNGBWM, the best alternative is $AL_1$. The main reason behind these different ranking orders is that, the aggregation operators developed by Wang et al. [34] just only consider the interrelationship among input arguments and does not have the capacity of removing the bad impact of awkward data on final ranking result. While, the proposed approach is based on the proposed aggregation operators have the property of removing the effect of awkward data and consider the interrelationship among input arguments. The proposed aggregation operators are based on Dombi operational laws which have a general parameter, that makes the decision process more flexible. So the developed aggregation operator in this article is more general and practical to be used in solving MAGDM problems.

The score values and ranking results obtained by the proposed aggregation operators and the 2-TLNWHM operator, 2-TLNWDHM operator are given in Table 13. From Table 13, one can notice that the ranking order obtained from the developed aggregation operators and that of obtained by 2-TLNWHM operator, and 2-TLNWDHM operator are totally different. From the proposed aggregation operator the best alternative is $AL_1$, while the worst one is $AL_4$, and from the 2-TLNWHM operator or 2-TLNWDHM operator proposed in Wu et al. [38], the best alternative is $AL_4$, while the worst one remain the same. The main reason behind different ranking order is that the both the aggregation operators can consider the interrelationship between input arguments, but the developed aggregation operator have two more characteristics. It can remove the effect of awkward data and proposed aggregation operators are based on Dombi operational laws, which have a general parameter that makes the information aggregation process more flexible. Therefore the developed aggregation operators are more flexible and general to be used in solving MAGDM problems.

Table 13. The score values and ranking orders obtained from different methods

<table>
<thead>
<tr>
<th>Approach</th>
<th>Score values</th>
<th>Ranking order</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-TLNWHM [38]</td>
<td>$SR(AL_1) = 0.7337, SR(AL_2) = 0.7917, SR(AL_3) = 0.8406, SR(AL_4) = 0.8194$</td>
<td>$AL_1 &gt; AL_5 &gt; AL_4 &gt; AL_3 &gt; AL_2$</td>
</tr>
<tr>
<td>2-TLNWDHM [38]</td>
<td>$SR(AL_1) = 0.2695, SR(AL_2) = 0.2868, SR(AL_3) = 0.2082, SR(AL_4) = 0.1694$</td>
<td>$AL_1 &gt; AL_4 &gt; AL_3 &gt; AL_2$</td>
</tr>
<tr>
<td>Proposed Method 2-TLNDWPHM operator</td>
<td>$SR(AL_1) = 0.5228, SR(AL_2) = 0.5246, SR(AL_3) = 0.7052, SR(AL_4) = 0.7052$</td>
<td>$AL_1 &gt; AL_4 &gt; AL_3 &gt; AL_2$</td>
</tr>
</tbody>
</table>

VII CONCLUSION
In this article firstly, we proposed some new operational laws for 2-TLNNs based on Dombi T-norm and Dombi T-conorm. Secondly, we proposed some new aggregation operators on these operational laws such as 2-tuple linguistic neutrosophic Dombi power Heronian mean operator, 2-tuple linguistic neutrosophic Dombi weighted power Heronian mean operator, 2-tuple linguistic neutrosophic Dombi power geometric Heronian mean operator and 2-tuple linguistic neutrosophic Dombi weighted power geometric Heronian mean operator. We also discussed it properties and few special cases with respect to parameters. Furthermore, we developed an algorithm for solving MAGDM problems under 2-tuple linguistic neutrosophic environment. We also show the advantages of the developed MAGDM approaches by comparing with some existing MAGDM approaches. The main advantages of the developed aggregation operators are: The developed aggregation operators are based on Dombi operational laws, which consists of general parameter, that makes the information aggregation process more flexible. The developed aggregation operators have two characteristics at a time, firstly, it can vanish the effect of awkward data by taking the advantage of PA operator, Secondly, it can consider the interrelationship among the input arguments by taking the advantages of HM operator. For these reasons the developed MAGDM method based on these developed aggregation operator is more general and reasonable.

In future research, we will extend power Heronian mean operators to some new extension such as 2-tuple linguistic cubic neutrosophic, 2-tuple linguistic Double valued neutrosophic and so on. At the same time, we also research on some applications in energy and supply chain management.
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