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#### Abstract

Malignant melanoma is among the fastest increasing malignancies in many countries. Due to its propensity to metastasize and lack of effective therapies for most patients with advanced disease, early detection of melanoma is a clinical imperative. In non-Caucasian populations, melanomas are frequently located in acral volar areas and their dermoscopic appearance differs from the non-acral ones. Although lesion segmentation is a natural preliminary step towards its further analysis, so far virtually no acral skin lesion segmentation method has been proposed. Our goal was to develop an effective segmentation algorithm dedicated for acral lesions. We obtain a superpixel oversegmentation of a lesion image by performing clustering in a joint color-spatial 5 d space defined by coordinates of CIELAB color space and spatial coordinates of the image. We then construct a region adjacency graph based on this superpixel representation. We obtain the ultimate segmentation result by performing a hierarchical region merging. The proposed segmentation method has been tested on 134 color dermoscopic images of different types of acral melanocytic lesions (including melanoma) from various sources. It achieved an average Dice index value of 0.85 , accuracy 0.91 , precision 0.89 , sensitivity 0.87 , and specificity 0.88 . Experimental results suggest the effectiveness of the proposed method, which would help improve the accuracy of other diagnostic algorithms for acral melanoma detection. The results also suggest that the computational approach towards lesion segmentation yields more stable output than manual segmentation by dermatologists.
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## 1. Introduction

Human cutaneous melanoma is the deadliest type of skin cancer, characterized by a swiftly rising incidence rate [1]. It is among the most aggressive neoplasms, rapidly metastasizing to distant organs. When it progresses to a metastatic stage, it establishes powerful mechanisms to resist current medical therapies (such as chemo- and radiotherapy). However, when detected early, in almost all cases, it is possible to treat melanoma with a simple surgical excision [2].

The acral lentiginous melanoma (ALM) is a kind of lentiginous skin melanoma located mainly on soles and palms (Figure 1). Although ALM is rare among people with lighter skin types, in non-Caucasian populations, nearly half of melanomas are located in acral volar areas [3]. ALM has four patterns considering pigmentation: parallel-furrow, lattice-like, fibrillar, and parallel-ridge pattern [4]. Among these patterns, ALM lesions with the furrow and ridge patterns occurs most frequently [3]. In particular, the parallel ridge pattern shows $86 \%$ sensitivity and $99 \%$ specificity as a characteristic feature of melanoma [5]. The examination of pigmentation patterns is possible through a digital epiluminescence microscopy (ELM, also dermoscopy or dermatoscopy) which is a non-invasive, in vivo technique that makes subsurface structures of the skin accessible for examination in an
optic magnification between 10 to 40 times [2]. Nevertheless, the accuracy of expert dermatologists in diagnosing melanoma is estimated to be $75-84 \%$, which is partly due to the subjectivity of the diagnostic judgments [6].


Figure 1. Examples of dermoscopic images showing acral melanocytic lesions.

To overcome this problem, some methods for automated diagnostics of melanoma using dermoscopic images of suspected lesions were already developed [7]. However, they are aimed at detecting non-acral melanomas. Since the appearance of ALM differs significantly from that of melanoma in other sites of the body, it is difficult to apply those methods to ALM [8].

In this study, the authors propose an automatic segmentation algorithm designed for acral lesions. It is expected that the proposed algorithm will help localize dermoscopic patterns in ALM more easily, thus contributing to the more effective early diagnosis of ALM.

## Related Works

To the best of our knowledge, only one acral skin lesion segmentation method has been proposed so far-Iyatomi et al. combined Otsu's thresholding with region growing [9].

Regarding classical algorithms for non-acral skin lesion segmentation, in-depth surveys on lesion border detection in dermoscopy images can be found in [10,11]. The proposed methods include threshold-based [12-14], region growing [15-17] and active-contour-based methods [18,19]. Thresholding methods try to segment the skin lesions based on a threshold value, usually calculated by analyzing pre-defined image features such as the intensity histogram. Region growing based methods recursively merge pixels or regions together in a hierarchical manner. Methods based on energy functions (active contour methods) attempt to determine skin lesion boundaries by minimizing a cost function defined on image characteristics such as edges and smoothness.

There have also been proposed approaches based on convolutional neural networks, which predict pixel-wise labeling of the images [20,21]. Both approaches use fully convolutional networks (FCNs) to automatically segment the skin lesions. However, they address the issue of FCN producing coarse segmentation boundaries for challenging skin lesions differently: through a multistage segmentation approach in which multiple FCNs learn complementary visual characteristics of different skin lesions [20] or using a superpixel-based approach [21].

Recently, a few methods using neutrosophic clustering have been proposed [22-24]. Their general framework consists of three steps. First, the dermoscopic images are mapped into a neutrosophic set domain (e.g., using the shearlet transform results for the images [22] or statistics based on gradient and intensity values $[23,24]$ ) over three memberships: true, indeterminate, and false memberships. Then, a neutrosophic clustering algorithm (c-means in [22,23] or k-means in [24]) is used for clustering the uncertain data. Finally, a skin lesion is identified using either cluster statistics [23,24] of the adaptive region growing approach [22].

Despite an apparent lack of dedicated algorithms for ALM segmentation, a few methods for pattern analysis and lesion classification have been proposed. Iyatomi et al. differentiated between acral volar melanomas and nevus using principal component analysis applied to color-, shape-, and texture-related properties of dermoscopic images, as well as developed pattern detectors for typical ALM dermatoscopic patterns using similar features [25]. Abbas et al. proposed a pattern classification method based on color symmetry and multiscale texture analysis in a perceptually uniform colorspace [26]. Recently, Yang et al. developed an automatic algorithm for the detection of furrow and ridge patterns in volar lesions [8]. Iyatomi et al. extracted lesion area using Otsu's thresholding, Abbas et al. used regions of interest of predefined size, whereas Yang et al. did not perform any kind of lesion segmentation.

## 2. Methods

Although many algorithms have been proposed for color image segmentation, the number is still not as rich as for gray level images. It has been demonstrated that, for many images, especially with homogeneous background, the region growing algorithms are one of the best solutions [27]. The aim of region-growing algorithms is to start at a seed pixel and expand the area based on the homogeneity criteria. The problem which occurs during the implementation of region growing algorithms is to adjust the local homogeneity criteria and to assess the two adjacent pixels. During our research different segmentation methods based on Otsu's thresholding algorithm, an active contour model, as well as region growing, have been implemented and verified. The conducted attempts showed either over- or undersegmentation of the skin lesion region. The outcomes for all the implemented methods have been presented in Figure 9. Based on our research, the region adjacency graph algorithm has been chosen for the acral melanoma segmentation.

### 2.1. Overview

As illustrated in Figure 2, the implemented algorithm is divided into four stages: preprocessing, simple linear iterative clustering algorithm (SLIC)—an oversegmentation method, region adjacency graph construction, and hierarchical merging. In general, using traditional segmentation methods, we obtain an intentionally oversegmented image. The input image is composed of superpixels that describe each region, and each superpixel is connected to its neighbors that succeed the topological operation. The weight of each such a connection (an edge) is defined in terms of a metric based on differences in values of attributes of the connected nodes. Those connections together with their weights form an undirected weighted graph. The graph is created in a structure called Region Adjacency Graph (RAG). The way the nodes are merged is the main characteristic of every re-segmentation approach and is responsible for the success of the method [28]. A similar workflow has already been successfully used to design transfer functions for volume rendering of medical data [29,30] brain tumor segmentation [31-33], as well as segmentation of muscle fibers [34].

## Image Processing
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## Simple Linear Interactive Clustering
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## Region Adjacency Graph



## Segmentation
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Figure 2. Illustration of the proposed system: (Image processing) involves air bubble smoothing and black frame removal; (Simple Linear Interactive Clustering) small homogeneous region grouping by oversegmenting the medical image; (Region Adjacency Graph) construction of RAG for the oversegmented image with assigning appropriate weights; (Segmentation) hierarchical region merging based on a given criteria.

### 2.2. Image Pre-Processing

The use of immersion fluids can provide better visual effects and improve the diagnostic accuracy of dermoscopic examinations. However, during the image acquisition, the artifacts like air bubbles and the surplus of the immersion oil become visible. Therefore, the very first steps in our image
analysis system is the preprocessing stage which aims at reducing the amount of artifacts and noise to obtain the best quality of the input image. In order to mitigate the detrimental effects of air bubbles, we use the square-shaped median smoothing filter with the mask size proportional to the image size as proposed in [15]. The mask size $n$ for an image of size $M \times N$ is defined as:

$$
\begin{equation*}
n=\left\lfloor 5 \cdot \sqrt{\frac{M / 768}{N / 512}}\right\rfloor . \tag{1}
\end{equation*}
$$

Before the dermoscopic images can be used for the segmentation step, the black frame introduced during the digitization process must be removed. For a fast and efficient black frame removal step, an RGB image is first converted to the HSL (hue, saturation and luminance) color space. A pixel is considered to be black when the lightness component of the HSL color space is less than 15 [7]. The preprocessing step increases not only the accuracy of the border detection but also reduces the computation time of the whole method.

### 2.3. Oversegmentation

The purpose of the first step of the segmentation algorithm is to group local regions by oversegmenting the image. In our solution, we use the simple linear iterative clustering algorithm (SLIC) which performs k-means in the 5 d space defined by both the $L^{*}, a^{*}, b^{*}$ values of the CIELAB colorspace and $x, y$ coordinates of the pixels to create superpixels [35,36]. Superpixel algorithms group pixels into not only perceptual, but semantic meanings of an image. The mapping from pixel grids to superpixels holds the desirable properties of computational efficiency, perceptual meaningfulness and oversegmentation, which means that most of important boundaries in the image are found. To perform the SLIC operation the following parameters must be adjusted: K-the number of segments (superpixels), $\sigma$-the width of Gaussian smoothing kernel, and compactness-a parameter that balances the color-space proximity with image space-proximity. As the number of superpixel is given, each superpixel will have approximately $N / K$ pixels. For each superpixel, at regular grid intervals, cluster centers are chosen based on the following equation:

$$
\begin{equation*}
c_{k}=\left[l_{k}, a_{k}, b_{k}, x_{k}, y_{k}\right] \tag{2}
\end{equation*}
$$

As the Euclidean distance is not suitable for bigger distances in CIELAB colorspace, the following distance, $D_{s}$, has been applied:

$$
\begin{gather*}
d_{\mathrm{LAB}}=\sqrt{\left(l_{k}-l_{i}\right)^{2}+\left(a_{k}-a_{i}\right)^{2}+\left(b_{k}-b_{i}\right)^{2}}  \tag{3}\\
d_{x y}=\sqrt{\left(x_{k}-x_{i}\right)^{2}+\left(y_{k}-y_{i}\right)^{2}}  \tag{4}\\
D_{s}=d_{\mathrm{LAB}}+\frac{m}{S} d_{x y} \tag{5}
\end{gather*}
$$

The size of each superpixel is $N / K$ where $N$ is the size of the image and $K$ refers to the number of superpixels. The center of the superpixel is defined as $S=\sqrt{N / K}$. Parameter $m$ is responsible for the compactness of the superpixel and was set to 10 . At the beginning, the algorithm samples $K$ regularly spaced cluster centers and moves them to seed locations based on the lowest gradient position in a $3 \times 3$ neighborhood. Each pixel is assigned to its nearest cluster center whose search area overlaps this pixel. After all the pixels are combined with the nearest cluster center, a new center is computed [36].

Figure 3 shows how similar regions of the image are grouped in superpixels depending on the number of segments and compactness.


Figure 3. Applying SLIC segmentation to generate oversegmented regions: (a) 50 superpixels; (b) 200 superpixels; (c) 400 superpixels; and (d) 800 superpixels.

### 2.4. Region Adjacency Graph

In the previous step, we intentionally oversegmented the acral melanoma image. The SLIC algorithm (as most of the segmentation algorithms) tends to favor small regions of similar color and properties. Medical images tend to be complex by nature and often contain several regions with different shades of the same color that need to be differentiated. Accurate skin lesion segmentation on dermoscopy images is difficult due to the following two main challenges: (i) the appearance patterns vary a lot around the lesion boundary across patients and (ii) the intensity distributions highly vary across different lesion types. An efficient merging algorithm is required to connect adjacent and similar regions into correctly segmented objects. A region adjacency graph (RAG) has been chosen to analyze relationships between those regions. Figure 4 a presents the outcome of the SLIC algorithm which generates an over-segmentation, on which the RAG graph is built. Each superpixel region has a yellow edge. Each superpixel region is considered a vertex in a graph (Figure 4b). The edges between the first and the second superpixels have been coloured depending on their weight. The edges between similar regions are dark, whereas edges between dissimilar regions are purple. Each region is connected to all its immediate neighbors and the weight of such a connection is proportional to the similarity between the two regions, as has been proposed by Tremeau in [27]. Each region $R_{i}$ is represented by two color distribution metrics: $\mu_{i}$ and $\sigma_{i}$, where $\mu_{i}$ is the mean color value of the set of pixels in the region while $\sigma_{i}$ is the standard deviation:

$$
\begin{equation*}
\sigma=\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left(x_{i}-\mu\right)^{2}} \text {, where } \mu=\frac{1}{N} \sum_{i=1}^{N} x_{i} \tag{6}
\end{equation*}
$$

The weight of an edge $e_{i j}$ which connects two regions $R_{i}$ and $R_{j}$ is calculated using the Fisher distance:

$$
d^{2}\left(R_{i}, R_{j}\right)=d^{2}\left(\vec{\mu}_{i}, \vec{\mu}_{j}\right)= \begin{cases}\frac{\left(N_{R_{i}}+N_{R_{j}}\right)\left\|\vec{\mu}_{i}-\vec{\mu}_{j}\right\|^{2}}{N_{R_{i}} \sigma_{i}^{2}+N_{R_{j}} \sigma_{j}^{2}}, & \text { if } \sigma_{i}, \sigma_{j} \neq 0,  \tag{7}\\ \left\|\vec{\mu}_{i}-\vec{\mu}_{j}\right\|^{2}, & \text { if } \sigma_{i}, \sigma_{j}=0,\end{cases}
$$

where $N_{R_{i}}, N_{R_{j}}$ refers to the set of pixels in each region.
After applying the algorithm, a graph similar to the one shown in Figure 5 is constructed.


Figure 4. Spatial views of region relationships: (a) region partitioning by SLIC algorithm; (b) region adjacency graph.


Figure 5. Region adjacency graph.

### 2.5. Hierarchical Merging

A region adjacency graph created in the previous step represents an oversegmented image. Objects are divided into regions smaller than necessary or even incorrectly for the final outcome. There are a few techniques to merge small regions into a bigger one, such as normalized cut, thresholding edge weights, and hierarchical merging. The hierarchical merging algorithm chooses the smallest weighing edge and combines the regions it connects into a new one preserving the adjacency of the new region to all neighbours of the two merged regions (weights of the new connections are updated accordingly) [37]. The algorithm continuous to merge regions until the minimum edge weight in the graph is more than the given threshold value. In contrast with the normalized cut [38], the hierarchical merging algorithm follows the bottom-up approach. The hierarchical merging algorithm is faster and resistant to different image segmentation approaches in contrast to normalized cut, which requires parameter adjustment. Figure 6 shows an example of the hierarchical merging process. We can observe that the oversegmented area is merged into regions of similar properties.


Figure 6. Visualization of two steps of the hierarchical merging algorithm: (a) oversegmented area including four regions $(1),(2),(3),(4) ;(b)$ the first merging step $(1,2),(3),(4) ;(\mathbf{c})$ the second merging step $(1,2,3),(4)$.

## 3. Results

### 3.1. Image Database

The proposed segmentation method has been tested on color dermoscopic images from a widely used Interactive Atlas of Dermoscopy [2]. Images for this atlas have been provided by two university hospitals (University of Naples, Italy, and University of Graz, Austria) and stored on a CD-ROM in the JPEG format. The documentation of each dermoscopic image was performed using a Dermaphot apparatus (Heine, Optotechnik, Herrsching, Germany) and a photo camera (Nikon F3, Nikon Corporation, Tokyo Prefecture, Japan) mounted on a stereomicroscope (Wild M650, Heerbrugg AG, Switzerland) in order to produce digitized ELM images of skin lesions. Database images have been assessed manually by a dermoscopic expert with an extensive clinical experience. The database included 134 cases with different types of acral melanocytic lesions including melanoma. Dermoscopy color images have different resolutions, ranging from 0.033 to $0.5 \mathrm{~mm} / \mathrm{px}$. Figure 7 presents samples from our database.


Figure 7. Database examples.

### 3.2. Statistical Analysis

The performance of the acral skin lesion segmentation approach based on the RAG algorithm can be assessed based on the analysis of the Sørensen index also known as the dice similarity coefficient (DSC), which is a statistic used to compare the similarity of two samples [39]. The DSC is calculated based on two binary sets, $X$ and $Y$, as follows:

$$
\begin{equation*}
\text { DSC }=\frac{2|X \cap Y|}{|X|+|Y|} \tag{8}
\end{equation*}
$$

The DSC is frequently used as a statistical measure which calculates the degree of overlapping between the experimental segmentation and the manual segmentation. Using the definition of true positive (TP), false positive (FP), and false negative (FN), it can be re-written as:

$$
\begin{equation*}
\mathrm{DSC}=\frac{2 \mathrm{TP}}{2 \mathrm{TP}+\mathrm{FP}+\mathrm{FN}} \tag{9}
\end{equation*}
$$

In our case, TP denotes acral lesion pixels, FP—omitted acral lesion pixels, and FP—healthy skin pixels classified as an acral lesion.

Furthermore, precision (PRC), accuracy (ACC), sensitivity (SE), and specificity (SP) are calculated using the following equations:

$$
\begin{equation*}
\mathrm{ACC}=\frac{\mathrm{TP}+\mathrm{TN}}{\mathrm{TP}+\mathrm{TN}+\mathrm{FP}+\mathrm{FN}} \tag{10}
\end{equation*}
$$

Precision describes random errors while accuracy is more commonly systematic errors (statistical bias):

$$
\begin{align*}
\mathrm{PRC} & =\frac{\mathrm{TP}}{\mathrm{TP}+\mathrm{FP}^{\prime}}  \tag{11}\\
\mathrm{SE} & =\frac{\mathrm{TP}}{\mathrm{TP}+\mathrm{FN}}  \tag{12}\\
\mathrm{SP} & =\frac{\mathrm{TN}}{\mathrm{TN}+\mathrm{FP}} \tag{13}
\end{align*}
$$

Table 1 compares segmentation results obtained with the implemented algorithm (RAG) and other common segmentation approaches including region growing (RG), Otsu's method (Otsu), and active contour model (ACM). Our proposed method is able to correctly detect the acral lesions while most of the other methods tend to oversegment the area. The proposed algorithm achieved an average DSC of 0.85 , accuracy 0.91 , precision 0.89 , sensitivity 0.87 , and specificity 0.88 . Only 12 images were scored less than 0.7 with the proposed algorithm.

Table 1. A comparison between implemented RAG algorithm and various segmentation methods.

|  | DSC | ACC | PRC | SE | SP |
| :---: | :---: | :---: | :---: | :---: | :---: |
| RAG | 0.85 | 0.91 | 0.89 | 0.93 | 0.89 |
| RG | 0.81 | 0.83 | 0.85 | 0.87 | 0.88 |
| Otsu | 0.69 | 0.72 | 0.79 | 0.81 | 0.76 |
| ACM | 0.76 | 0.79 | 0.72 | 0.67 | 0.81 |

Figure 8 illustrates the obtained results of the proposed segmentation algorithm based on the region adjacency graphs when applied to the test images. At the beginning, the medical image undergoes the pre-processing step. The first step of the segmentation process includes the SLIC oversegmentation with superpixels' detection; results of these step are presented in the third column of Figure 8. Afterwards, the RAG construction algorithm which connects the oversegmented regions with calculated weights has been applied (the 4th column). The merging process is necessary to achieve the balance between over- and undersegmentation (the 5th column). Considering the obtained results presented in the last
column of Figure 8, it can be reported that the implemented algorithm is very effective in detecting the acral melanomas on the dermoscopic image datasets. Furthermore, unlike many previously published dermatoscopic segmentation algorithms, it can handle multiple lesions (Figure 8d).


Figure 8. Results obtained with a RAG-based segmentation approach: (a) image pre-segmented with the SLIC algorithm; (b) visualization of the RAG for oversegmented regions; (c) hierarchical merging outcome; (d) final contour of the RAG-based segmentation method.

### 3.3. Comparison with Other Segmentation Methods

As no previous attempts to the segmentation of acral melanoma have been described in literature, we would like to compare our method with other well-known segmentation algorithms and summarize how our work differs from them. We compared the proposed RAG-based segmentation approach with three popular low-level image segmentation methods including region growing (RG), Otsu's method (Otsu), and active contour model (ACM). The RG algorithm is a seeded region-growing algorithm which is designed to segment healthy skin around skin lesion in dermoscopy image. For the segmentation of skin lesion, we select one seed which is located in the left corner on the healthy skin. It gives us the certainty that we will separate the homogeneous background from the skin mole $[7,40]$. We use the Chan-Vese (CV) active contour algorithm with the following parameters: mask function-large with a general CV method [41]. For the RAG algorithm, two parameters have to be adjusted. Firstly, the amount of superpixels has been set to 400 . The more regions, the longer the merging process lasts. The second parameter is the threshold value for the merging algorithm. Setting a very low threshold will not merge any regions and will give us back the original image. A very large threshold on the other hand would merge all regions and return the image as just one big blob.

While the difference between the health skin and the skin lesion is still significant, the parameter could be adjusted during a few experiments. As it is difficult to obtain good segmentation outcome, and the definition of 'good' often depends on the application, these methods are usually used for obtaining the first impression of the arose problem before building a more sophisticated detection system. The results presented in Table 1 indicate that the proposed approach is very efficient in segmenting the acral melanomas. Furthermore, we observed that the implemented algorithm has been more robust to varying lighting conditions and permanent changes to the foreground (an acral lesion) than the remaining algorithms. It can be established that, for most of the image cases, the RAG-based segmentation procedure offered better results than the RG, Otsu, and ACM. For the evaluation of the advantages and correctness of the implemented algorithm, we present a few outcomes after applying the described solution and other segmentation methods (Figure 9).


Figure 9. Segmentation results obtained using different approaches: (a) active contour model; (b) region growing; (c) Otsu's thresholding algorithm; (d) RAG-based segmentation.

## 4. Conclusions

In this paper, we presented an acral skin lesion segmentation algorithm based on a region adjacency graph. We obtain a superpixel oversegmentation of a lesion image by performing clustering in a $\left(L^{*}, a^{*}, b^{*}, x, y\right)$ space defined by coordinates of CIELAB color space and spatial coordinates of the image. We then use this superpixel representation to construct a region adjacency graph based on a similarity measure. Finally, we perform hierarchical region merging to obtain the ultimate segmentation result. Experimental results show that the proposed method outperforms other low-level segmentation approaches. The results also suggest that the computational approach towards lesion segmentation yields more robust output than manual segmentation by dermatologists [10,42,43]. Therefore, we believe that our method could help improve the accuracy of other diagnostic algorithms for acral melanoma detection. In our future research, we will concentrate on the analysis of dermoscopic patterns found in ALM and test deep learning algorithms for the ALM segmentation [44].
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