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Neither believe nor reject anything, because any other person has rejected of

believed it. Heaven has given you a mind for judging truth and error, Use it.

By Thomas Jefferson, an American president.



International J.Math. Combin. Vol.1 (2007), No.1, 01-19
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Abstract Extended: This survey was widely spread after reported at a combinatorial

conference of China in 2006. As a powerful tool for dealing with relations among objectives,

combinatorics mushroomed in the past century, particularly in catering to the need of com-

puter science and children games. However, an even more important work for mathematician

is to apply it to other mathematics and other sciences besides just to find combinatorial be-

havior for objectives. How can it contributes more to the entirely mathematical science, not

just in various games, but in metric mathematics? What is a right mathematical theory for

the original face of our world? I presented a well-known proverb, i.e., the six blind men and

an elephant in the 3th Northwest Conference on Number Theory and Smarandache’s Notion

of China and answered the second question to be Smarandache multi-spaces in logic. Prior to

that explaining, I have brought a heartening conjecture for advancing mathematics in 2005,

i.e., mathematical science can be reconstructed from or made by combinatorialization after a

long time speculation, also a bringing about Smarandache multi-space for mathematics. This

conjecture is not just like an open problem, but more like a deeply thought for advancing the

modern mathematics. The main trend of modern sciences is overlap and hybrid. Whence the

mathematics of 21st century should be consistency with the science development in the 21st

century, i.e., the mathematical combinatorics resulting in the combinatorial conjecture for

mathematics. For introducing more readers known this heartening mathematical notion for

sciences, there would be no simple stopping point if I began to incorporate the more recent

development, for example, the combinatorially differential geometry, so it being published

here in its original form to survey these thinking and ideas for mathematics and cosmolog-

ical physics, such as those of multi-spaces, map geometries and combinatorial structures of

cosmoses. Some open problems are also included for the advance of 21st mathematics by a

combinatorial speculation. More recent progresses can be found in papers and books nearly

published, for example, in [20]-[23] for details.

Key words: combinatorial speculation, combinatorial conjecture for mathematics,

Smarandache multi-space, M-theory, combinatorial cosmos.
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§1. The role of classical combinatorics in mathematics

Modern science has so advanced that to find a universal genus in the society of sciences is nearly

impossible. Thereby a scientist can only give his or her contribution in one or several fields.

The same thing also happens for researchers in combinatorics. Generally, combinatorics deals

with twofold:

Question 1.1. to determine or find structures or properties of configurations, such as those

structure results appeared in graph theory, combinatorial maps and design theory,..., etc..

Question 1.2. to enumerate configurations, such as those appeared in the enumeration of

graphs, labeled graphs, rooted maps, unrooted maps and combinatorial designs,...,etc..

Consider the contribution of a question to science. We can separate mathematical questions

into three ranks:

Rank 1 they contribute to all sciences.

Rank 2 they contribute to all or several branches of mathematics.

Rank 3 they contribute only to one branch of mathematics, for instance, just to the graph

theory or combinatorial theory.

Classical combinatorics is just a rank 3 mathematics by this view. This conclusion is despair

for researchers in combinatorics, also for me 5 years ago. Whether can combinatorics be applied

to other mathematics or other sciences? Whether can it contributes to human’s lives, not just

in games?

Although become a universal genus in science is nearly impossible, our world is a combi-

natorial world. A combinatorician should stand on all mathematics and all sciences, not just

on classical combinatorics and with a real combinatorial notion, i.e., combining different fields

into a unifying field ([29]-[32]), such as combine different or even anti-branches in mathematics

or science into a unifying science for its freedom of research ([28]). This notion requires us

answering three questions for solving a combinatorial problem before. What is this problem

working for? What is its objective? What is its contribution to science or human’s society? Af-

ter these works be well done, modern combinatorics can applied to all sciences and all sciences

are combinatorialization.

§2. The metrical combinatorics and mathematics combinatorialization

There is a prerequisite for the application of combinatorics to other mathematics and other

sciences, i.e, to introduce various metrics into combinatorics, ignored by the classical combina-

torics since they are the fundamental of scientific realization for our world. This speculation

was firstly appeared in the beginning of Chapter 5 of my book [16]:

· · · our world is full of measures. For applying combinatorics to other branch of mathe-

matics, a good idea is pullback measures on combinatorial objects again, ignored by the clas-

sical combinatorics and reconstructed or make combinatorial generalization for the classical
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mathematics, such as those of algebra, differential geometry, Riemann geometry, Smarandache

geometries, · · · and the mechanics, theoretical physics, · · · .

The combinatorial conjecture for mathematics, abbreviated to CCM is stated in the fol-

lowing.

Conjecture 2.1(CCM Conjecture) Mathematical science can be reconstructed from or made

by combinatorialization.

Remark 2.1 We need some further clarifications for this conjecture.

(1) This conjecture assumes that one can select finite combinatorial rulers and axioms to

reconstruct or make generalization for classical mathematics.

(2) Classical mathematics is a particular case in the combinatorialization of mathematics,

i.e., the later is a combinatorial generalization of the former.

(3) We can make one combinatorialization of different branches in mathematics and find

new theorems after then.

Therefore, a branch in mathematics can not be ended if it has not been combinatorialization

and all mathematics can not be ended if its combinatorialization has not completed. There is an

assumption in one’s realization of our world, i.e., science can be made by mathematicalization,

which enables us get a similar combinatorial conjecture for the science.

Conjecture 2.2(CCS Conjecture) Science can be reconstructed from or made by combinatori-

alization.

A typical example for the combinatorialization of classical mathematics is the combinatorial

map theory, i.e., a combinatorial theory for surfaces([14]-[15]). Combinatorially, a surface is

topological equivalent to a polygon with even number of edges by identifying each pairs of

edges along a given direction on it. If label each pair of edges by a letter e, e ∈ E , a surface S

is also identifying to a cyclic permutation such that each edge e, e ∈ E just appears two times

in S, one is e and another is e−1. Let a, b, c, · · · denote the letters in E and A,B,C, · · · the

sections of successive letters in a linear order on a surface S (or a string of letters on S). Then,

a surface can be represented as follows:

S = (· · · , A, a,B, a−1, C, · · · ),

where, a ∈ E ,A,B,C denote a string of letters. Define three elementary transformations as

follows:

(O1) (A, a, a−1, B)⇔ (A,B);

(O2) (i) (A, a, b, B, b−1, a−1)⇔ (A, c,B, c−1);

(ii) (A, a, b, B, a, b)⇔ (A, c,B, c);

(O3) (i) (A, a,B,C, a−1, D)⇔ (B, a,A,D, a−1, C);

(ii) (A, a,B,C, a,D)⇔ (B, a,A,C−1, a,D−1).
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If a surface S can be obtained from S0 by these elementary transformations O1-O3, we

say that S is elementary equivalent with S0, denoted by S ∼El S0. Then we can get the

classification theorem of compact surface as follows([29]):

Any compact surface is homeomorphic to one of the following standard surfaces:

(P0) the sphere: aa−1;

(Pn) the connected sum of n, n ≥ 1 tori:

a1b1a
−1
1 b−1

1 a2b2a
−1
2 b−1

2 · · ·anbna
−1
n b−1

n ;

(Qn) the connected sum of n, n ≥ 1 projective planes:

a1a1a2a2 · · · anan.

A map M is a connected topological graph cellularly embedded in a surface S. In 1973,

Tutte suggested an algebraic representation for an embedding graph on a locally orientable

surface ([16]):

A combinatorial map M = (Xα,β ,P) is defined to be a basic permutation P , i.e, for any

x ∈ Xα,β , no integer k exists such that Pkx = αx, acting on Xα,β , the disjoint union of

quadricells Kx of x ∈ X (the base set), where K = {1, α, β, αβ} is the Klein group satisfying

the following two conditions:

(i) αP = P−1α;

(ii) the group ΨJ =< α, β,P > is transitive on Xα,β.

For a given map M = (Xα,β ,P), it can be shown that M∗ = (Xβ,α,Pαβ) is also a map,

call it the dual of the map M . The vertices of M are defined as the pairs of conjugate orbits

of P action on Xα,β by the condition (i) and edges the orbits of K on Xα,β , for example, for

∀x ∈ Xα,β , {x, αx, βx, αβx} is an edge of the map M . Define the faces of M to be the vertices

in the dual map M∗. Then the Euler characteristic χ(M) of the map M is

χ(M) = ν(M)− ε(M) + φ(M)

where,ν(M), ε(M), φ(M) are the number of vertices, edges and faces of the mapM , respectively.

For each vertex of a map M , its valency is defined to be the length of the orbits of P action on

a quadricell incident with u.

For example, the graph K4 on the tours with one face length 4 and another 8 shown in

Fig.2.1
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Fig.2.1

can be algebraically represented by (Xα,β ,P) with Xα,β = {x, y, z, u, v, w, αx, αy, αz, αu, αv, αw,
βx, βy, βz, βu, βv, βw, αβx, αβy, αβz, αβu, αβv, αβw} and

P = (x, y, z)(αβx, u, w)(αβz, αβu, v)(αβy, αβv, αβw)

× (αx, αz, αy)(βx, αw, αu)(βz, αv, βu)(βy, βw, βv)

with 4 vertices, 6 edges and 2 faces on an orientable surface of genus 1.

By the view of combinatorial maps, these standard surfaces P0, Pn, Qn for n ≥ 1 is nothing

but the bouquet Bn on a locally orientable surface with just one face. Therefore, combinatorial

maps are the combinatorialization of surfaces.

Many open problems are motivated by the CCM Conjecture. For example, a Gauss mapping

among surfaces is defined as follows.

Let S ⊂ R3 be a surface with an orientation N. The mapping N :S → R3 takes its value

in the unit sphere

S2 = {(x, y, z) ∈ R3|x2 + y2 + z2 = 1}
along the orientation N. The map N :S → S2, thus defined, is called the Gauss mapping.

We know that for a point P ∈ S such that the Gaussian curvature K(P ) 6= 0 and V a

connected neighborhood of P with K does not change sign,

K(P ) = lim
A→0

N(A)

A
,

where A is the area of a region B ⊂ V and N(A) is the area of the image of B by the Gauss

mapping N : S → S2([2],[4]). Now the questions are

(i) what is its combinatorial meaning of the Gauss mapping? How to realizes it by combi-

natorial maps?

(ii) how can we define various curvatures for maps and rebuilt these results in the classical

differential geometry?
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Let S be a compact orientable surface. Then the Gauss-Bonnet theorem asserts that

∫ ∫

S

Kdσ = 2πχ(S),

where K is the Gaussian curvature of S.

By the CCM Conjecture, the following questions should be considered.

(i) How can we define various metrics for combinatorial maps, such as those of length,

distance, angle, area, curvature,· · · ?
(ii) Can we rebuilt the Gauss-Bonnet theorem by maps for dimensional 2 or higher dimen-

sional compact manifolds without boundary?

One can see references [15] and [16] for more open problems for the classical mathematics

motivated by this CCM Conjecture, also raise new open problems for his or her research works.

§3. The contribution of combinatorial speculation to mathematics

3.1. The combinatorialization of algebra

By the view of combinatorics, algebra can be seen as a combinatorial mathematics itself. The

combinatorial speculation can generalize it by the means of combinatorialization. For this

objective, a Smarandache multi-algebraic system is combinatorially defined in the following

definition.

Definition 3.1([17],[18]) For any integers n, n ≥ 1 and i, 1 ≤ i ≤ n, let Ai be a set with an

operation set O(Ai) such that (Ai, O(Ai)) is a complete algebraic system. Then the union

n⋃

i=1

(Ai, O(Ai))

is called an n multi-algebra system.

An example of multi-algebra systems is constructed by a finite additive group. Now let n be

an integer, Z1 = ({0, 1, 2, · · · , n− 1},+) an additive group (modn) and P = (0, 1, 2, · · · , n− 1)

a permutation. For any integer i, 0 ≤ i ≤ n− 1, define

Zi+1 = P i(Z1)

satisfying that if k + l = m in Z1, then P i(k) +i P
i(l) = P i(m) in Zi+1, where +i denotes the

binary operation +i : (P i(k), P i(l))→ P i(m). Then we know that

n⋃

i=1

Zi

is an n multi-algebra system .

The conception of multi-algebra systems can be extensively used for generalizing concep-

tions and results for these existent algebraic structures, such as those of groups, rings, bodies,

fields and vector spaces, · · · , etc.. Some of them are explained in the following.
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Definition 3.2 Let G̃ =
n⋃

i=1

Gi be a closed multi-algebra system with a binary operation set

O(G̃) = {×i, 1 ≤ i ≤ n}. If for any integer i, 1 ≤ i ≤ n, (Gi;×i) is a group and for ∀x, y, z ∈ G̃
and any two binary operations × and ◦, × 6= ◦, there is one operation, for example the operation

× satisfying the distribution law to the operation ◦ provided their operation results exist , i.e.,

x× (y ◦ z) = (x× y) ◦ (x× z),

(y ◦ z)× x = (y × x) ◦ (z × x),

then G̃ is called a multi-group.

For a multi-group (G̃, O(G)), G̃1 ⊂ G̃ and O(G̃1) ⊂ O(G̃), call (G̃1, O(G̃1)) a sub-multi-

group of (G̃, O(G)) if G̃1 is also a multi-group under the operations in O(G̃1), denoted by

G̃1 � G̃. For two sets A and B, if A
⋂
B = ∅, we denote the union A

⋃
B by A

⊕
B. Then we

get a generalization of the Lagrange theorem of finite group.

Theorem 3.1([18]) For any sub-multi-group H̃ of a finite multi-group G̃, there is a represen-

tation set T , T ⊂ G̃, such that

G̃ =
⊕

x∈T

xH̃.

For a sub-multi-group H̃ of G̃, × ∈ O(H̃) and ∀g ∈ G̃(×), if for ∀h ∈ H̃ ,

g × h× g−1 ∈ H̃,

then call H̃ a normal sub-multi-group of G̃. An order of operations in O(G̃) is said an oriented

operation sequence, denoted by
−→
O (G̃). We get a generalization of the Jordan-Hölder theorem

for finite multi-groups.

Theorem 3.2([18]) For a finite multi-group G̃ =
n⋃

i=1

Gi and an oriented operation sequence

−→
O (G̃), the length of maximal series of normal sub-multi-groups is a constant, only dependent

on G̃ itself.

In Definition 2.2, choose n = 2, G1 = G2 = G̃. Then G̃ is a body. If (G1;×1) and (G2;×2)

both are commutative groups, then G̃ is a field. For multi-algebra systems with two or more

operations on one set, we introduce the conception of multi-rings and multi-vector spaces in

the following.

Definition 3.3 Let R̃ =
m⋃

i=1

Ri be a closed multi-algebra system with double binary operation

set O(R̃) = {(+i,×i), 1 ≤ i ≤ m}. If for any integers i, j, i 6= j, 1 ≤ i, j ≤ m, (Ri; +i,×i) is a

ring and for ∀x, y, z ∈ R̃,
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(x+i y) +j z = x+i (y +j z), (x×i y)×j z = x×i (y ×j z)

and

x×i (y +j z) = x×i y +j x×i z, (y +j z)×i x = y ×i x+j z ×i x

provided all their operation results exist, then R̃ is called a multi-ring. If for any integer

1 ≤ i ≤ m, (R; +i,×i) is a filed, then R̃ is called a multi-filed.

Definition 3.4 Let Ṽ =
k⋃

i=1

Vi be a closed multi-algebra system with binary operation set

O(Ṽ ) = {(+̇i, ·i) | 1 ≤ i ≤ m} and F̃ =
k⋃

i=1

Fi a multi-filed with double binary operation set

O(F̃ ) = {(+i,×i) | 1 ≤ i ≤ k}. If for any integers i, j, 1 ≤ i, j ≤ k and ∀a,b, c ∈ Ṽ , k1, k2 ∈ F̃ ,

(i) (Vi; +̇i, ·i) is a vector space on Fi with vector additive +̇i and scalar multiplication ·i;
(ii) (a+̇ib)+̇jc = a+̇i(b+̇jc);

(iii) (k1 +i k2) ·j a = k1 +i (k2 ·j a);

provided all those operation results exist, then Ṽ is called a multi-vector space on the multi-filed

F̃ with a binary operation set O(Ṽ ), denoted by (Ṽ ; F̃ ).

Similar to multi-groups, we can also obtain results for multi-rings and multi-vector spaces

to generalize classical results in rings or linear spaces. Certainly, results can be also found in

the references [17] and [18].

3.2. The combinatorialization of geometries

First, we generalize classical metric spaces by the combinatorial speculation.

Definition 3.5 A multi-metric space is a union M̃ =
m⋃

i=1

Mi such that each Mi is a space with

metric ρi for ∀i, 1 ≤ i ≤ m.

We generalized two well-known results in metric spaces.

Theorem 3.3([19]) Let M̃ =
m⋃

i=1

Mi be a completed multi-metric space. For an ǫ-disk sequence

{B(ǫn, xn)}, where ǫn > 0 for n = 1, 2, 3, · · · , the following conditions hold:

(i) B(ǫ1, x1) ⊃ B(ǫ2, x2) ⊃ B(ǫ3, x3) ⊃ · · · ⊃ B(ǫn, xn) ⊃ · · · ;
(ii) lim

n→+∞
ǫn = 0.

Then
+∞⋂
n=1

B(ǫn, xn) only has one point.

Theorem 3.4([19]) Let M̃ =
m⋃

i=1

Mi be a completed multi-metric space and T a contraction on

M̃ . Then

1 ≤# Φ(T ) ≤ m.
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Particularly, let m = 1. We get the Banach fixed-point theorem again.

Corollary 3.1(Banach) Let M be a metric space and T a contraction on M . Then T has just

one fixed point.

Smarandache geometries were proposed by Smarandache in [29] which are generalization of

classical geometries, i.e., these Euclid, Lobachevshy-Bolyai-Gauss and Riemann geometries may

be united altogether in a same space, by some Smarandache geometries under the combinatorial

speculation. These geometries can be either partially Euclidean and partially Non-Euclidean,

or Non-Euclidean. In general, Smarandache geometries are defined in the next.

Definition 3.6 An axiom is said to be Smarandachely denied if the axiom behaves in at least

two different ways within the same space, i.e., validated and invalided, or only invalided but in

multiple distinct ways.

A Smarandache geometry is a geometry which has at least one Smarandachely denied

axiom(1969).

For example, let us consider an euclidean plane R2 and three non-collinear points A,B and

C. Define s-points as all usual euclidean points on R2 and s-lines as any euclidean line that

passes through one and only one of points A,B and C. Then this geometry is a Smarandache

geometry because two axioms are Smarandachely denied comparing with an Euclid geometry:

(i) The axiom (A5) that through a point exterior to a given line there is only one parallel

passing through it is now replaced by two statements: one parallel and no parallel. Let L be an

s-line passing through C and is parallel in the euclidean sense to AB. Notice that through any

s-point not lying on AB there is one s-line parallel to L and through any other s-point lying

on AB there is no s-lines parallel to L such as those shown in Fig.3.1(a).

Fig.3.1

(ii) The axiom that through any two distinct points there exists one line passing through

them is now replaced by; one s-line and no s-line. Notice that through any two distinct s-points

D,E collinear with one of A,B and C, there is one s-line passing through them and through

any two distinct s-points F,G lying on AB or non-collinear with one of A,B and C, there is

no s-line passing through them such as those shown in Fig.3.1(b).

A Smarandache n-manifold is an n-dimensional manifold that supports a Smarandache

geometry. Now there are many approaches to construct Smarandache manifolds for n = 2. A
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general way is by the so called map geometries without or with boundary underlying orientable

or non-orientable maps proposed in references [14] and [15] firstly.

Definition 3.7 For a combinatorial map M with each vertex valency≥ 3, endow with a real

number µ(u), 0 < µ(u) < 4π
ρM (u) , to each vertex u, u ∈ V (M). Call (M,µ) a map geometry

without boundary, µ(u) an angle factor of the vertex u and orientablle or non-orientable if M

is orientable or not.

Definition 3.8 For a map geometry (M,µ) without boundary and faces f1, f2, · · · , fl ∈ F (M), 1 ≤
l ≤ φ(M)−1, if S(M)\{f1, f2, · · · , fl} is connected, then call (M,µ)−l = (S(M)\{f1, f2, · · · , fl}, µ)

a map geometry with boundary f1, f2, · · · , fl, where S(M) denotes the locally orientable surface

underlying map M .

The realization for vertices u, v, w ∈ V (M) in a space R3 is shown in Fig.3.2, where

ρM (u)µ(u) < 2π for the vertex u, ρM (v)µ(v) = 2π for the vertex v and ρM (w)µ(w) > 2π for

the vertex w, are called to be elliptic, euclidean or hyperbolic, respectively.

ρM (u)µ(u) < 2π ρM (u)µ(u) = 2π ρM (u)µ(u) > 2π

Fig.3.2

On an Euclid plane R2, a straight line passing through an elliptic or a hyperbolic point is

shown in Fig.3.3.

Fig.3.3

Theorem 3.5([17]) There are Smarandache geometries, including paradoxist geometries, non-

geometries and anti-geometries in map geometries without or with boundary.

Generally, we can ever generalize the ideas in Definitions 3.7 and 3.8 to a metric space and

find new geometries.
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Definition 3.9 Let U and W be two metric spaces with metric ρ, W ⊆ U . For ∀u ∈ U , if

there is a continuous mapping ω : u → ω(u), where ω(u) ∈ Rn for an integer n, n ≥ 1 such

that for any number ǫ > 0, there exists a number δ > 0 and a point v ∈ W , ρ(u − v) < δ such

that ρ(ω(u)− ω(v)) < ǫ, then U is called a metric pseudo-space if U = W or a bounded metric

pseudo-space if there is a number N > 0 such that ∀w ∈ W , ρ(w) ≤ N , denoted by (U, ω) or

(U−, ω), respectively.

For the case n = 1, we can also explain ω(u) being an angle function with 0 < ω(u) ≤ 4π

as in the case of map geometries without or with boundary, i.e.,

ω(u) =





ω(u)(mod4π), if u ∈W,

2π, if u ∈ U \W (∗)

and get some interesting metric pseudo-space geometries. For example, let U = W = Euclid plane =∑
, then we obtained some interesting results for pseudo-plane geometries (

∑
, ω) as shown in

the following([17]).

Theorem 3.6 In a pseudo-plane (
∑
, ω), if there are no euclidean points, then all points of

(
∑
, ω) is either elliptic or hyperbolic.

Theorem 3.7 There are no saddle points and stable knots in a pseudo-plane plane (
∑
, ω).

Theorem 3.8 For two constants ρ0, θ0, ρ0 > 0 and θ0 6= 0, there is a pseudo-plane (
∑
, ω) with

ω(ρ, θ) = 2(π − ρ0

θ0ρ
) or ω(ρ, θ) = 2(π +

ρ0

θ0ρ
)

such that

ρ = ρ0

is a limiting ring in (
∑
, ω).

Now for an m-manifold Mm and ∀u ∈ Mm, choose U = W = Mm in Definition 3.9 for

n = 1 and ω(u) a smooth function. We get a pseudo-manifold geometry (Mm, ω) on Mm. By

definitions in the reference [2], a Minkowski norm on Mm is a function F : Mm → [0,+∞) such

that

(i) F is smooth on Mm \ {0};
(ii) F is 1-homogeneous, i.e., F (λu) = λF (u) for u ∈Mm and λ > 0;

(iii) for ∀y ∈Mm \ {0}, the symmetric bilinear form gy : Mm ×Mm → R with

gy(u, v) =
1

2

∂2F 2(y + su+ tv)

∂s∂t
|t=s=0

is positive definite and a Finsler manifold is a manifold Mm endowed with a function F :

TMm → [0,+∞) such that
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(i) F is smooth on TMm \ {0} =
⋃{TxM

m \ {0} : x ∈Mm};
(ii) F |TxMm → [0,+∞) is a Minkowski norm for ∀x ∈Mm.

As a special case, we choose ω(x) = F (x) for x ∈Mm, then (Mm, ω) is a Finsler manifold.

Particularly, if ω(x) = gx(y, y) = F 2(x, y), then (Mm, ω) is a Riemann manifold. Therefore,

we get a relation for Smarandache geometries with Finsler or Riemann geometry.

Theorem 3.9 There is an inclusion for Smarandache, pseudo-manifold, Finsler and Riemann

geometries as shown in the following:

{Smarandache geometries} ⊃ {pseudo−manifold geometries}
⊃ {Finsler geometry}
⊃ {Riemann geometry}.

Other purely mathematical results on the combinatorially differential geometry, partic-

ularly the combinatorially Riemannian geometry can be found in recently finished papers

[20]− [23] of mine.

§4. The contribution of combinatorial speculation to theoretical physics

The progress of theoretical physics in last twenty years of the 20th century enables human

beings to probe the mystic cosmos: where are we came from? where are we going to?. Today,

these problems still confuse eyes of human beings. Accompanying with research in cosmos, new

puzzling problems also arose: Whether are there finite or infinite cosmoses? Are there just one?

What is the dimension of the Universe? We do not even know what the right degree of freedom

in the Universe is, as Witten said([3]).

We are used to the idea that our living space has three dimensions: length, breadth and

height, with time providing the fourth dimension of spacetime by Einstein. Applying his princi-

ple of general relativity, i.e. all the laws of physics take the same form in any reference system

and equivalence principle, i.e., there are no difference for physical effects of the inertial force

and the gravitation in a field small enough., Einstein got the equation of gravitational field

Rµν −
1

2
Rgµν + λgµν = −8πGTµν .

where Rµν = Rνµ = Rα
µiν ,

Rα
µiν =

∂Γi
µi

∂xν
−
∂Γi

µν

∂xi
+ Γα

µiΓ
i
αν − Γα

µνΓi
αi,

Γg
mn =

1

2
gpq(

∂gmp

∂un
+
∂gnp

∂um
− ∂gmn

∂up
)

and R = gνµRνµ.

Combining the Einstein’s equation of gravitational field with the cosmological principle,

i.e., there are no difference at different points and different orientations at a point of a cosmos
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on the metric 104l.y. , Friedmann got a standard model of cosmos. The metrics of the standard

cosmos are

ds2 = −c2dt2 + a2(t)[
dr2

1−Kr2 + r2(dθ2 + sin2 θdϕ2)]

and

gtt = 1, grr = − R2(t)

1−Kr2 , gφφ = −r2R2(t) sin2 θ.

The standard model of cosmos enables the birth of big bang model of the Universe in

thirties of the 20th century. The following diagram describes the developing process of the

Universe in different periods after the Big Bang.

Fig.4.1

4.1. The M-theory

The M-theory was established by Witten in 1995 for the unity of those five already known string

theories and superstring theories, which postulates that all matter and energy can be reduced to

branes of energy vibrating in an 11 dimensional space, then in a higher dimensional space solve

the Einstein’s equation of gravitational field under some physical conditions ([1],[3],[26]-[27]).

Here, a brane is an object or subspace which can have various spatial dimensions. For any

integer p ≥ 0, a p-brane has length in p dimensions. For example, a 0-brane is just a point or

particle; a 1-brane is a string and a 2-brane is a surface or membrane, · · · .
We mainly discuss line elements in differential forms in Riemann geometry. By a geomet-

rical view, these p-branes in M-theory can be seen as volume elements in spaces. Whence, we
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can construct a graph model for p-branes in a space and combinatorially research graphs in

spaces.

Definition 4.1 For each m-brane B of a space Rm, let (n1(B), n2(B), · · · , np(B)) be its unit

vibrating normal vector along these p directions and q : Rm → R4 a continuous mapping. Now

construct a graph phase (G, ω,Λ) by

V (G) = {p− branes q(B)},

E(G) = {(q(B1), q(B2))|there is an action between B1 and B2},

ω(q(B)) = (n1(B), n2(B), · · · , np(B)),

and

Λ(q(B1), q(B2)) = forces between B1 and B2.

Then we get a graph phase (G, ω,Λ) in R4. Similarly, if m = 11, it is a graph phase for the

M-theory.

As an example for applying M-theory to find an accelerating expansion cosmos of 4-

dimensional cosmoses from supergravity compactification on hyperbolic spaces is the Townsend-

Wohlfarth type metric in which the line element is

ds2 = e−mφ(t)(−S6dt2 + S2dx2
3) + r2Ce

2φ(t)ds2Hm
,

where

φ(t) =
1

m− 1
(lnK(t)− 3λ0t),

S2 = K
m

m−1 e−
m+2
m−1 λ0t

and

K(t) =
λ0ζrc

(m− 1) sin[λ0ζ|t+ t1|]
with ζ =

√
3 + 6/m. This solution is obtainable from space-like brane solution and if the

proper time ς is defined by dς = S3(t)dt, then the conditions for expansion and acceleration are
dS
dς
> 0 and d2S

dς2 > 0. For example, the expansion factor is 3.04 if m = 7, i.e., a really expanding

cosmos.

According to M-theory, the evolution picture of our cosmos started as a perfect 11 dimen-

sional space. However, this 11 dimensional space was unstable. The original 11 dimensional

space finally cracked into two pieces, a 4 and a 7 dimensional subspaces. The cosmos made the

7 of the 11 dimensions curled into a tiny ball, allowing the remaining 4 dimensions to inflate at

enormous rates, the Universe at the final.
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4.2. The combinatorial cosmos

The combinatorial speculation made the following combinatorial cosmos in the reference [17].

Definition 4.2 A combinatorial cosmos is constructed by a triple (Ω,∆, T ), where

Ω =
⋃

i≥0

Ωi, ∆ =
⋃

i≥0

Oi

and T = {ti; i ≥ 0} are respectively called the cosmos, the operation or the time set with the

following conditions hold.

(1) (Ω,∆) is a Smarandache multi-space dependent on T , i.e., the cosmos (Ωi, Oi) is

dependent on time parameter ti for any integer i, i ≥ 0.

(2) For any integer i, i ≥ 0, there is a sub-cosmos sequence

(S) : Ωi ⊃ · · · ⊃ Ωi1 ⊃ Ωi0

in the cosmos (Ωi, Oi) and for two sub-cosmoses (Ωij , Oi) and (Ωil, Oi), if Ωij ⊃ Ωil, then there

is a homomorphism ρΩij ,Ωil
: (Ωij , Oi)→ (Ωil, Oi) such that

(i) for ∀(Ωi1, Oi), (Ωi2, Oi), (Ωi3, Oi) ∈ (S), if Ωi1 ⊃ Ωi2 ⊃ Ωi3, then

ρΩi1,Ωi3 = ρΩi1,Ωi2 ◦ ρΩi2,Ωi3 ,

where ◦ denotes the composition operation on homomorphisms.

(ii) for ∀g, h ∈ Ωi, if for any integer i, ρΩ,Ωi
(g) = ρΩ,Ωi

(h), then g = h.

(iii) for ∀i, if there is an fi ∈ Ωi with

ρΩi,Ωi

T
Ωj

(fi) = ρΩj ,Ωi

T
Ωj

(fj)

for integers i, j,Ωi

⋂
Ωj 6= ∅, then there exists an f ∈ Ω such that ρΩ,Ωi

(f) = fi for any integer

i.

By this definition, there is just one cosmos Ω and the sub-cosmos sequence is

R4 ⊃ R3 ⊃ R2 ⊃ R1 ⊃ R0 = {P} ⊃ R−
7 ⊃ · · · ⊃ R−

1 ⊃ R−
0 = {Q}.

in the string/M-theory. In Fig.4.2, we have shown the idea of the combinatorial cosmos.
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Fig.4.2

For 5 or 6 dimensional spaces, it has been established a dynamical theory by this combina-

torial speculation([24]-[25]). In this dynamics, we look for a solution in the Einstein’s equation

of gravitational field in 6-dimensional spacetime with a metric of the form

ds2 = −n2(t, y, z)dt2 + a2(t, y, z)d

2∑

k

+b2(t, y, z)dy2 + d2(t, y, z)dz2

where d
∑2

k represents the 3-dimensional spatial sections metric with k = −1, 0, 1 respec-

tive corresponding to the hyperbolic, flat and elliptic spaces. For 5-dimensional spacetime,

deletes the indefinite z in this metric form. Now consider a 4-brane moving in a 6-dimensional

Schwarzschild-ADS spacetime, the metric can be written as

ds2 = −h(z)dt2 +
z2

l2
d

2∑

k

+h−1(z)dz2,

where

d

2∑

k

=
dr2

1− kr2 + r2dΩ2
(2) + (1− kr2)dy2

and

h(z) = k +
z2

l2
− M

z3
.

Then the equation of a 4-dimensional cosmos moving in a 6-spacetime is

2
R̈

R
+ 3(

Ṙ

R
)2 = −3

κ4
(6)

64
ρ2 −

κ4
(6)

8
ρp− 3

κ

R2
− 5

l2

by applying the Darmois-Israel conditions for a moving brane. Similarly, for the case of a(z) 6=
b(z), the equations of motion of the brane are



Combinatorial Speculations and Combinatorial Conjecture for Mathematics 17

d2ḋṘ− dR̈√
1 + d2Ṙ2

−
√

1 + d2Ṙ2

n
(dṅṘ+

∂zn

d
− (d∂zn− n∂zd)Ṙ

2) = −
κ4

(6)

8
(3(p+ ρ) + p̂),

∂za

ad

√
1 + d2Ṙ2 = −

κ4
(6)

8
(ρ+ p− p̂),

∂zb

bd

√
1 + d2Ṙ2 = −

κ4
(6)

8
(ρ− 3(p− p̂)),

where the energy-momentum tensor on the brane is

T̂µν = hναT
α
µ −

1

4
Thµν

with Tα
µ = diag(−ρ, p, p, p, p̂) and the Darmois-Israel conditions

[Kµν ] = −κ2
(6)T̂µν ,

where Kµν is the extrinsic curvature tensor.

The combinatorial cosmos also presents new questions to combinatorics, such as:

(i) to embed a graph into spaces with dimensional≥ 4;

(ii) to research the phase space of a graph embedded in a space;

(iii) to establish graph dynamics in a space with dimensional≥ 4, · · · , etc..

For example, we have gotten the following result for graphs in spaces in [17].

Theorem 4.1 A graph G has a nontrivial including multi-embedding on spheres P1 ⊃ P2 ⊃
· · · ⊃ Ps if and only if there is a block decomposition G =

s⊎
i=1

Gi of G such that for any integer

i, 1 < i < s,

(i) Gi is planar;

(ii) for ∀v ∈ V (Gi), NG(x) ⊆ (
i+1⋃

j=i−1

V (Gj)).

Further research of the combinatorial cosmos will richen the knowledge of combinatorics

and cosmology, also get the combinatorialization for cosmology.
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Abstract: In this paper, we investigate the structures of cycle bases with extremal prop-

erties which are related with map geometries, i.e., Smarandache 2-dimensional manifolds.

We first study the long cycle base structures in a cycle space of a graph. Our results show

that much information about long cycles is contained in a longest cycle base. (1)Any two

longest cycle bases have the same structure, i.e., there is a 1-1 correspondence between any

two longest cycle bases such that the corresponding cycles have the same length; (2)Any

group of linearly independent longest cycles must be contained in a longest cycle base which

implies that any two sets of linearly independent longest cycles with maximum cardinal num-

ber is equivalent; (3)If consider the range of embedded graphs, a longest cycle base must

contain some long cycles with special properties. As applications, we find explicit formulae

for computing longest cycles bases of several class of embedded graphs. As for an embedded

graph on non-orientable surfaces, we obtain several interpolation results for one-sided cycles

in distinct cycle bases. Similar results for shortest cycle bases may be deduced. For instance,

we show that in a strongly embedded graph, there is a cycle base consisting of surface in-

duced non-separating cycles and all of such bases have the same structure provided that

their length is of shortest(subject to induced non-separating cycles). These extend Tutte’s

result [7](which states that in a 3–connected graph the set of induced(graph) non-separating

cycles generate the cycle space).

Keywords: Cycle space, longest cycle base, SDR, long cycle.

AMS(2000): 05C30.

§1. Introduction

Here in this paper we consider connected graphs without loops. Concepts and terminologies

used without definition may be found in [1]. A spanning subgraph H of G is called an E-

subgraph iff each vertex has even degree in H . It is well known that the set of E-subgraphs of G

forms a linear space C (G) called the cycle space of G. Here, the operation between vectors(i.e.,

E-subgraphs) is the symmetric difference between edge-sets of E-subgraphs. It is clear that the

rank, defined by β(G) (the Betti number of G), of C (G) is |E(G)| − |V (G)| + 1 and any set

of β(G) linearly independence vectors form a base of C (G). The length l(B) of a cycle base B

1Received in May,30,2007. Accepted in June, 25, 2007
2Supported by NNSF of China under the granted NO.10671073



Structures of Cycle Bases with Some Extremal Properties 21

is the sum of length of vectors in it. In particular, the length of an E-subgraph is the sum of

length of edge-disjoint cycles in it. Throughout this paper, we only consider the vectors with

only one cycle. So, the bases considered are all formed by cycles. By a longest base B we mean

l(B) is the length of a maximum cycle base.

Cycle space theory rooted in early research works of Kirchoff’s circuits theory. In the-

ory, Matroid theory is one of motivations of it [10-12], also related with map geometries, i.e.,

Smarandache 2-dimensional manifolds ([5]-[6]). In particular, cycle bases with minimum length

have many applications in structural analysis [2], chemical storage theory [3], as well as fields

such bioscience [4]. In history, classical works concentrated on minimum cycle bases(i.e., MCB).

On the other direction, results for cycle spaces theory on long cycles are seldom to be seen.

What can we say about longest cycle bases? In intuition, a longest cycle base should contain

information about long cycles(especially the longest cycles). Here, in this paper we investigate

the structure of longest cycle bases. Based on a Hall type theorem for base transformation, we

present a condition for a cycle base to be longest.

Theorem A Let B be a cycle base(i.e., vectors of B are all cycles) of G. Then B is longest

if and only if for every cycle C of G:

∀α ∈ Int(C) =⇒ |α | ≥ |C | (1)

where Int(C) is the set of cycles in B which span C.

Note: (1) This condition says that for a longest base B, any cycle can’t be generated by shorter

cycles of B;

(2) One may see that such Hall type theorem is very useful in studies of cycle bases with

particular extremal properties.

The following result shows that any group of linearly independent longest cycles are con-

tained in a longest cycle base. In particular, any longest cycle is contained in a longest cycle

base.

Theorem B Let C1, C2, . . . , Cs be a set of linearly independent longest cycles of graph G.

Then there is a longest cycle base B containing Ci, 1 ≤ i ≤ s.

If consider the cycles passing through an edge, then after using Theorem A we may see that

for every edge e of a graph G, every longest cycle base must contain a cycle which is longest

among cycles passing through e.

Corollary 1 Any longest cycle of a graph must be contained in a longest cycle base.

Based on Theorem A, we obtain the following unique structure of longest cycle bases.

Theorem C Let B1 and B2 be a pair of two longest cycle bases of a graph G. Then there is

a 1-1 correspondence ϕ between B1 and B2 such that for each cycle α ∈ B1, |ϕ(α)| = |α|.

Corollary 2 A graph G’s any two longest cycle bases must contain the same number of

k-cycles, for k = 3, 4, . . . ,n.

Since the condition (1) of Theorem A implies that a cycle can’t be generated by shorter
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cycles in a longest cycle base, we have the following

Corollary 3 Let B1 and B2 be a pair of two longest cycle bases of a graph G. Then the two

subgroups of B1 and B2 which contain longest cycles are linearly equivalent.

Corollary 4 Let B1 and B2 be a pair of two longest cycle bases of a graph G and Ak, A
′

k be

the sets of k-cycles of B1 and B2, resp. Then
n⋃

k=p

Ak is equivalent to
n⋃

k=p

A
′

k, for each p = 3, 4,

. . . ,n.

As applications of Theorems A-C, we will compute the length of longest cycle bases in

several types of graphs. But what surprises us most is that those results are also very useful in

computing cycle bases with particular extremal properties. In particular, we have the following

Theorem D Let G be an embedded graph with B1 and B2 to be a pair of its longest(shortest)

cycles bases. If B1 and B2 contain, resp., s and t distinct one-sided cycles, then there is

a longest(shortest) cycle base B with exactly k distinct one-sided cycles for every integer k

between s and t.

Since our results may be applied to any pair of bases, we have

Theorem D
′

Let G be an embedded graph, and B1,B2 be a pair of cycle bases containing,

resp., m and n one-sided cycles. Then G has a cycle base containing exactly k distinct one-sided

cycles for any natural number k between m and n.

A cycle C of an embedded graph G in a surface
∑

is called (surface)non-separating if∑− C is connected; otherwise, it is (surface)separating. If one component of
∑− C is an

open disc, then C is contractible or trivial ; if not so, C is called non-contractible. It is clear that

a non-separating cycle is also non-contractible. Since a non-separating cycle can’t be spanned

by separating cycles ( as we will show later ), we have the following result.

Theorem E A longest cycle base of an embedded graph must contain a longest non-separating

cycle; any longest non-separating cycle is also contained in a longest cycle base; furthermore,

if a pair of longest cycle bases contains, respectively, m and n longest non-separating cycles,

then for every integer k : m ≤ k ≤ n, there is a longest cycle base containing exactly k longest

non-separating cycles .

On the other direction, if we consider the shortest cycle bases, then interesting properties

on short cycles will appear. We call a graph G in a surface to be LEW-embedded if the length

of shortest non-contractible cycle is longer than any facial walk. It is well known that an LEW-

embedded graph shares many properties with planar graphs [8]. Here, we will present some

more unknown results for cycle bases of LEW-embedded graphs.

Theorem F Let G be an LEW-embedded graph and B1,B2 be a pair of shortest cycle bases.

Then, we have the following results:

(1) For any separating cycle C ∈ Bi and non-separating cycle C
′ ∈ Bi, |C

′ | > |C|;
(2) Both B1 and B2 contain exactly ν(

∑
) non-separating cycles, where ν(

∑
) is the Euler-genus

of the surface
∑

in which G is embedded; further more, the subsets of separating cycles of B1



Structures of Cycle Bases with Some Extremal Properties 23

and B2 are linearly equivalent;

(3) Both B1 and B2 have the same number of shortest non-separating cycles.

If we restrict some condition on an embedded graph, then some unknown results are ob-

tained. For instance, we have the following

Theorem G Let B1 and B2 be a pair of longest cycle bases of an embedded graph G. If the

length of longest non-separating cycle is longer than that of any separating cycle, then both B1

and B2 have the same number of longest non-separating cycles.

A cycle of a graph is induced if it has no chord. A famous result in cycle space theory

is due to W. Tutte which states that in a simple 3–connected graph, the set of induced cycles

each of which can’t separate the graph generates the whole cycle space [9]. If we consider the

case of embedded graphs, then this cycle set may be smaller. In fact, we have the following

Theorem Let G be a 2–connected graph embedded in a non-spherical surface such that its

facial walks are all cycles. Then there is a cycle base consists of induced non-separating cycles.

Remark(1) Tutte’s definition of a non-separating cycle differs from ours. The former defined

a cycle which can’t separate the graph, while the latter define a cycle which can’t separate the

surface in which the graph is embedded. So, Theorem H and Tutte’s result are different. From

our proof one may see that this base is determined simply by (surface)non-separating cycles.

As for the structure of such bases, we may modify the condition of Theorem A and obtain

another condition for bases consisting of shortest non-separating cycles.

Remark(2) Theorem H implies the existence of a cycle base B satisfying

i ) All cycles in this cycle base B are non-separating;

ii) The length of this base B is shortest subject to i ).

We call a base defined above as shortest non-separating cycle base.

Theorem I Let G be a 2–connected graph embedded in a non-spherical surface such that all

of its facial walks are cycles. Let B be a base consisting of non-separating cycles. Then B is

shortest iff for every non-separating cycle C,

∀ α ∈ Int(C)⇒ |C| ≥ |α|,

where Int(C) is the subset of cycles of B which span C.

Combining Theorems H and I we obtain the following unique structure result for shortest

non-separating cycle bases.

Theorem J Let G be a 2–connected graph embedded in some non-spherical surface with all

its facial walks as cycles. Let B1 and B2 be a pair of shortest non-separating cycle bases. Then

there exists a 1–1 correspondence ϕ between elements of B1 and B2 such that for every element

α ∈ B1, |α| = |ϕ(α)|.

Remark From our proof of Theorem J, one may see that if the surface in which the graph is

embedded is non-orientable, then we may find a cycle base consisting of one–sided cycles and
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so, there is a cycle base satisfying

i ) All cycles in the base are one–sided cycles;

ii ) The length of the base is shortest subject to i );

iii) Any pair of cycle bases satisfying i ) and ii ) have the same structure, i.e., there is a 1–1

correspondence between them such that the corresponding cycles have the same length.

§2. Proofs of general results

In this section we shall prove Theorems A– C. Firstly, we should set up some preliminaries

works. Let M = (S1, S2, . . . , Sm) be a set of m sets. If each Si contains an element ai such

that ai 6= aj for i 6= j, then (a1, a2, . . . , am) is called a SDR of M. The following is a famous

condition for a system of sets to have a SDR.

Lemma 1(Hall’s theorem [7]) Let M = (S1, S2, . . . , Sm) be a system of sets. Then M has a

SDR iff for any k subsets of M, their union has at least k elements, 1 ≤ k ≤ m.

The following is an application of Lemma 1.

Lemma 2 Let B1 = {α1, α2, . . . , αm},B2 = {β1, β2, . . . , βm} be a pair of bases of a linearly

vector space Vm over a field F . Then M = (S1, S2, . . . , Sm) has a SDR, where Si = Int(αi) is

the set of vectors of B2 which spans αi, 1 ≤ i ≤ m.

Proof Suppose on the contrary. Then there is an integer number k and k subsets, say

S1, S2, . . . , Sk such that ∣∣∣∣∣

k⋃

i=1

Si

∣∣∣∣∣ < k (2)

This shows that α1, α2, . . . , αk may be generated by less than k elements of B2, a contradiction

as desired. �

Proof of Theorem A Let B be a longest cycle base of G and C be a cycle of G. Then there

is a set Int(C) of cycles of B which span C, i.e., C =
∑

Ci∈C

⊕ Ci. If there is a cycle Ci ∈ Int(C)

with |Ci| < |C|, then B1 = B − Ci + C is another cycle base with length longer than that

of B1, contrary to the definition of B. Thus, (1) holds for every cycle of G. On the other

hand, suppose that B is a cycle base of G satisfying (1) and B1 is a longest cycle base of G.

Let B = {α1, α2, . . . , αm}, B1 = {γ1, γ2, . . . , γm}, m = β(G). Then for each γi ∈ B1, there is

a set Int(γi) of cycles of B which span γi. By Lemma 2, (Int(γ1), Int(γ2), . . . , Int(γm)) has a

SDR= (α
′

1, α
′

2, . . . , α
′

m) such that α
′

i ∈ Int(γi), 1 ≤ i ≤ m. Then by (1), we have that

|α′

i| ≥ | γi| , 1 ≤ i ≤ m

which implies that l(B) ≥ l(B1) and so, B is also a longest cycle base of G. �

Proof of Theorem B Let B be a longest cycle base of G such that | B ∩ {C1, C2, . . . , Cs}|
is as large as possible. If | B ∩ {C1, C2, . . . , Cs}| = s, then Ci ∈ B for 1 ≤ i ≤ s. B is the

right cycle base. Otherwise, there is an integer k (1 ≤ k ≤ s) such that Ck /∈ B. Then B has

a subset Int(Ck) spanning Ck. It is clear that Int(Ck) * {C1, C2, . . . , Cs}. Hence, there is a



Structures of Cycle Bases with Some Extremal Properties 25

cycle Cj ∈ Int(Ck)\{C1, C2, . . . , Cs}. Since Theorem A shows that a cycle can’t be generated

by shorter cycles in a longest cycle base, we have that |Cj | = |Ck| . Thus, B1 = B−Cj +Ck is

a longest cycle base containing more cycles in {C1, C2, . . . , Cs} than that of B, a contradiction

as desired. �

Proof of Theorem C Let B1 = {C1, C2, . . . , Cm}, B2 = {C ′

1, C
′

2, . . . , C
′

m} be a pair of

longest cycle bases of G, m = β(G) . Then for each C
′

i ∈ B2, there is a subset Int(C
′

i) ⊆ B1

such that C
′

i is spanned by vectors of Int(C
′

i) . By Lemma 2,
(
Int(C

′

1), Int(C
′

2), . . . , Int(C
′

m)
)

has a SDR, say (C1, C2, . . . , Cm) with Ci ∈ Int(C
′

i), 1 ≤ i ≤ m . By Theorem A, |C ′

i | ≤
|Ci|, 1 ≤ i ≤ m . Let ϕ : Ci 7−→ C

′

i . Then ϕ is a 1-1 correspondence between B1 and B2. Since

both of them are longest, we have that |ϕ(Ci)| = |C
′

i | = |Ci|, 1 ≤ i ≤ m . This ends the proof

of Theorem C. �

§3. Applications to embedded Graphs

In this section, we shall apply the results of § 2 to obtain some important results in graph theory.

We first introduce some definition for graph embedding. Let G be a graph which is topologically

embedded in a surface S such that each component of S − G is an open disc. Such graph

embedding are called 2-cell embedding. We may also define such embedding in another way as

the monograph [8] did. An embedding of a graph is a rotations system π = {πv| v ∈ V (G)} (each

πv is a cyclic permutation of semi-edges around v) with a signature π : E(G) 7−→ {−1, 1} . If

a cycle C has even-number of negative signatures, it is called a two-sided cycle; otherwise, it

is called a one-sided cycle. If an embedding permits no one-sided cycles, then it is called an

orientable embedding; otherwise, it is non-orientable embedding. It is clear that a one-sided

cycle is contained in a Möbius band which bounds a crosscap.

Proof of Theorem D Let B1 = {α1, α2, . . . , αm} and B2 = {β1, β2, . . . , βm} be a pair of

longest(shortest) cycle bases of a graph G, m = β(G), such that B1 and B2 have s and t one-

sided cycles, resp. Suppose that s < t and k is an integer : s ≤ k ≤ t . We will show that

there exists a longest cycle base B with exactly k one-sided cycles. We apply induction on the

value of | s− t | . It is clear that the result holds for smaller value. Now suppose that it holds

for values smaller than | s − t | . By Lemma 2, (Int(β1), Int(β2), . . . , Int(βm)) has a SDR, say

(αi1 , αi2 , . . . , αim
) with αij

∈ Int(βj) , where each Int(βj) is the set of cycles of B1 which span

βj , 1 ≤ j ≤ m . Further, |αij
| = |βj | by the definition of B1 and B2, 1 ≤ j ≤ m . Since B2 has

more one-sided cycles than that of B1, there is a one-sided cycle βj such that Int(βj) contains

a two-sided cycle, say α
′

j , of B1. In fact, we may choose αij
= α

′

j by the 1-1 correspondence.

Now let B = B1 − αij
+ βj . Then B is another longest cycle base with exactly s+ 1 one-sided

cycles. By induction hypothesis, the result holds. �

Proof of Theorem D′ It follows from the proof of Theorem D. �

Before our proving of Theorem E, we have to do some preliminary works. First, we have the

following result for surface topology.

Lemma 3 Let G be an embedded graph and C a non-separating cycle of G. Then C can’t be
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generated by a group of separating cycles .

Proof Since every separating cycle is two–sided and a one–sided cycle can’t be spanned

by two–sided cycles, we may suppose that C is a two-sided non-separating cycle. Recall that

C is non-separating iff Gl(C) = Gr(C), where Gl(C) and Gr(C) are, respectively, the left–

subgraph and right–subgraph of C ( as defined in [8]). Suppose that C may be spanned by a set

of separating cycles. Then C may also by spanned by a set of facial walks : ∂f1, ∂f2, . . . , ∂fs ,

i.e.,

C = ∂f1 ⊕ ∂f2 ⊕ . . .⊕ ∂fs , Int(C) = { ∂f1, ∂f2, . . . , ∂fs },

This implies that for every edge e of C , e is covered(contained) in exactly one facial walk

of Int(C) = { ∂f1, ∂f2, . . . , ∂fs } and every edge in { ∂f1, ∂f2, . . . , ∂fs }\E(C) is contained in

exactly two walks in { ∂f1, ∂f2, . . . , ∂fs }.
Let x ∈ V (C) and e be an edge of C containing x . Then the local rotation of edges incident

to x is Πx = ( e, e1, e2, . . . , ep, ep+1, . . . , eq), where ep+1 is another edge of C having a common

vertex with e. Each pair of consecutive edges forms a corner ∠ei xei+1 containing x. It is clear

that each corner is contained in a region bounded by some facial walk in Int(C). If the corner

∠exe1 is contained in a region bounded by a facial walk, then each corner ∠ei xei+1 (1 ≤ i ≤ p)
is also contained in some facial walk. In particular, ep+1 is also contained in a facial walk.

Thus, if a facial walk of Int(C) is on the right–hand side of C and shares an edge with C, then

all corner together with its edges on the right–side of C are contained in facial walks of Int(C).

Since each edge of C is contained in exactly one facial walk of Int(C), we see that no facial walk

of Int(C) may contain an edge of C which is in Gl(C). Notice that C is non-separating and

thus there is an path P starting from an edge of Gr(C) containing a vertex of C and ending

at another edge in Gl(C) which contains a vertex of C. This implies that G∗, the dual graph

of G, contains a path P ∗ connecting a pair of facial walks which are on the distinct side of C.

We may choose P ∗ such that it has no edge corresponding to an edge of C. It is easy to see

that the vertices of P ∗ correspond to a set of facial walks of Int(C) which form a facial walk

chain. Hence, the two end–facial walks corresponding to the two end–vertices of P must be in

Int(C). This is impossible since Int(C) has no such pair of facial walks ( containing edges in C )

on distinct side of C. This ends the proof of Lemma 3. �

Proof of Theorem E Let B be a longest cycle base and C a longest non-separating cycle. If

C /∈ B, then C is spanned by a set Int(C) of cycles of B. By Lemma 3, Int(C) contains a non-

separating cycle C
′

which is no shorter than that of C ( by (1) of Theorem A ), so |C| = |C ′ |
and C

′

is also a longest non-separating cycle. This proves the first part of Theorem E. Now let

B1 = {α1, α2, . . . , αm, αm+1, . . . , αβ(G)},
B2 = {γ1, γ2, . . . , γn, γn+1, . . . , γβ(G)},

be a pair of longest cycle bases with exactly m and n non-separating cycles. Let αi(1 ≤ i ≤ m)

and γj(1 ≤ j ≤ n) be non-separating cycles of B1 and B1, respectively. Then for each γi ∈ B2,

there is a set Int(γi) of cycles of B1 spanning γi. By the proving procedure of Theorem A, the
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system of sets (
Int(γ1), Int(γ2), . . . , Int(γn), . . . , Int(γβ(G))

)

has a SDR (α
′

1, α
′

2, . . . , α
′

n, . . . , α
′

β(G) ) and further α
′

i ∈ Int(γi) such that |α′

i| = | γi|, 1 ≤ i ≤
β(G). It is clear that there is an integer, say k(1 ≤ k ≤ n), such that α

′

k is separating since

m < n implies that B2 has more longest non-separating cycle than that of B1. Now consider

the set B3 = B2−γk +α
′

k is a longest cycle base containing exactly n−1 longest non-separating

cycles. Repeating this procedure, we may find a longest cycle base with exactly l longest non-

separating cycles for each l : m ≤ l ≤ n. This ends the proof of Theorem E. �

Proof of Theorem F Let B1 = {α1, α2, . . . , αm, αm+1, . . . , αβ(G)} be a MCB (minimum

cycle base) of an LEW-embedded graph G, where αi(1 ≤ i ≤ m) and αj(m < j ≤ β(G))

are, respectively, non-separating cycle and separating cycle. Suppose that there are ϕ facial

walks: ∂f1, ∂f2, . . . , ∂fϕ. It is clear that αm+1, αm+2, . . . , αβ(G) may be linearly expressed

by {∂f1, ∂f2, . . . , ∂fϕ−1}. Let ∂fi(1 ≤ i ≤ ϕ − 1) be a facial walk. Then ∂fi is spanned by

a subset Int(∂fi) of B1. Since B1 is shortest, every cycle of Int(∂fi) must be contractible by

Theorem A. Thus, {∂f1, ∂f2, . . . , ∂fϕ−1} is linearly equivalent to {αm+1, αm+2, . . . , αβ(G)}, i.e.,

β(G) −m = ϕ− 1(which says that B1 has exactly ν(
∑

) non-separating cycles, where ν(
∑

) is

the Euler-genus of the host surface
∑

on which G is embedded). This ends the proof of (2).

Let αi and αj be, respectively, non-separating cycle and separating cycle of B1 such that

|αi| ≤ |αj |. Then αj is spanned by a set Int(αj) of facial walks. It is clear that there is a facial

walk, say αk, of Int(αj) which can’t be generated by vectors in B1\{αj}. It is easy to see that

| ∂fk| < |αj |(since otherwise, |αi| ≤ | ∂fk| will contrary to the definition of LEW-embedded

graph). Hence, B1 − αj + ∂fk will be a shorter cycle base, contrary to the definition of B1. So,

we have |αi| > |αj | which ends the proof of (1).

Let

B1 = {α1, α2, . . . , αs, αs+1, . . . , αβ(G)},
B2 = {γ1, γ2, . . . , γt, γt+1, . . . , γβ(G)},

be a pair of MCBs such that {α1, α2, . . . , αs} and {γ1, γ2, . . . , γt} are, respectively, the set of

longest non-separating cycles of B1 and B2. Suppose that s ≤ t. Then for each γi(1 ≤ i ≤ β(G)),

there is a subset Int(γi) of B1 which span γi. By the proving procedure of Theorem A, the

system of sets: (Int(γ1), Int(γ2), . . . , Int(γβ(G))) has a SDR, say (α
′

1, α
′

2, . . . , α
′

β(G)) such that

α
′

i ∈ Int(γi) and |α′

i| = | γi| , 1 ≤ i ≤ β(G). By (1) we see that each α
′

i(1 ≤ i ≤ t) is non-

separating which implies that α
′

1, α
′

2, . . . , α
′

t is a collection of longest non-separating cycles of

G in B1. Thus, t ≤ s. This ends the proof of (3). �

Proof of Theorem G It follows from the proving procedure of Theorem E. �

Proof of Theorem H Notice that any cycle base consists of two parts: the first part is

determined by non-separating cycles while the second part is composed of separating cycles.

So, what we have to do is to show that any facial cycle may be generated by non-separating

cycles. Our proof depends on two steps.
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Step 1 Let x be a vertex of G. Then there is a non-separating cycle passing through x.

Let C
′

be a non-separating cycle of G which avoids x. Then by Menger’s theorem, there

are two inner disjoint paths P1 and P2 connecting x and C
′

. Let P1 ∩C
′

= {u}, P2 ∩C
′

= {v}.
Suppose further that u

−→
C

′

v and v
−→
C

′

u are two segments of C
′

, where
−→
C is an orientation of C.

Then there are three inner disjoint paths connecting u and v:

Q1 = u
−→
C v, Q2 = v

−→
Cu, Q3 = P1 ∪ P2 .

Since C
′

= Q1 ∪ Q2 is non-separating, at least one of cycles Q2 ∪ Q3 and Q1 ∪ Q3 is non-

separating by Lemma 3.

Step 2 Let ∂f be any facial cycle. Then there exist two non-separating cycles C1 and C2

which span ∂f .

In fact, we add a new vertex x into the inner region of ∂f(i.e., int(∂f)) and join new edges

to each vertex of ∂f . Then the resulting graph also satisfies the condition of Theorem H. By

Step 1, there is a non-separating C passing through x. Let u and v be two vertices of C ∩ ∂f .

Then u
−→
Cv together with two segments of ∂f connecting u and v forms a pair of non-separating

cycles. �

Proof of Theorem I and J It follows from the proving procedure of Theorem A and C. �

§4. Examples

Next, we will compute the lengths of longest cycle bases in some types of graphs.

Example 1 Let G be a “ Möbius ladder graph ” embedded in the projective plane as shown

in Fig.1.

y1

y2

yn

x1

x2

xn

Fig. 1

It is clear that G is non-planar and 3-regular. There are n quadrangles defined as

C
(i)
4 =





(xi, xi+1, yi+1, yi) , 1 ≤ i ≤ n− 1

(xn, y1, x1, yn) , i = n
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and n Hamiltonian cycles as

Hi =





H − {(xi, xi+1), ( yi, yi+1)}+ {(xi, yi), (xi+1, yi+1)}, 1 ≤ i ≤ n− 1

(x1, x2, . . . , xn, yn, yn−1, . . . , y2, y1), i = n

where H is the Hamiltonian cycle (x1, x2, . . . , xn, y1, y2, . . . , yn). It is easy to see that

C
(i)
4 ⊕Hi is the Hamiltonian cycle H .

Case 1 n ≡ 0 (mod 2).

Claim 1 {H1, H2, . . . , Hn} is a linearly independent set.

If not so, one may see that

H1 ⊕H2 ⊕ · · · ⊕Hn = 0

This implies that

(
H1 ⊕ C1

4

)
⊕

(
H2 ⊕ C2

4

)
⊕ · · · ⊕

(
Hn ⊕ C n

4

)
= C1

4 ⊕ C2
4 ⊕ · · · ⊕ Cn

4

i.e.,

nH = H = 0 ,

a contradiction.

Let C be a (2n-1)-cycle which is non-contractible. Since n ≡ 0 (mod 2), we have

Claim 2 C can’t be generated by {H1, H2, . . . , Hn}.

This follows from the fact that C is a one-sided cycle which can’t be spanned by two-sided

cycles. Then B = {C,H1, H2, . . . , Hn} is a longest cycle base. Otherwise, G would have a

longest cycle base which consists of n+ 1 Hamiltonian cycles, and so G is bipartite. This is a

contradiction with the fact that G has an odd cycle (x1, x2, . . . , xn, yn) .

Case 2 n ≡ 1 (mod 2)

Claim 3 {H1, H2, . . . , Hn−1} is a set of linearly independent cycles.

This time, we consider the contractible Hamiltonian cycle H . Then {H1, H2, . . . , Hn−1, H}
is also a set of linearly independent cycles. If not so, H would be the sum of H1, H2, . . . , Hn−1 ,

i.e.,

H = H1 ⊕H2 ⊕ · · · ⊕Hn−1 ,

that is,

H ⊕ C1
4 ⊕ C2

4 ⊕ · · · ⊕ C n−1
4 =

(
H1 ⊕ C1

4

)
⊕

(
H2 ⊕ C2

4

)
⊕

(
Hn−1 ⊕ C n−1

4

)

= (n− 1)H = 0 ,

Now, we have that

H = C1
4 ⊕ C2

4 ⊕ · · · ⊕ C n−1
4 .
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This is impossible(since C1
4 ⊕ C2

4 ⊕ · · · ⊕ C n−1
4 ⊕ Cn

4 = H ).

Let H
′

be a non-contractible Hamiltonian cycle. Then by Claim 2, B = {H1, H2, . . . ,

Hn−1, H,H
′} is a Hamiltonian base of G.

Example 2 Let us consider the longest cycle base ofKn, the complete graph with n vertices. It

is easy to see that β(Kn) = 1
2 (n− 1)(n− 2) = C 2

n−1, which suggests us to give a combinatorial

explanation of β(Kn). Suppose V (G) = {x1, x2, . . . , xn}. Then Kn − xn = Kn−1, i.e., the

complete graph with n − 1 vertices x1, x2, . . . , xn−1. Let us consider a ( n-1)-cycle
−→
C n−1 =

(x1, x2, . . . , xn−1) and xi, xj ∈ V (Cn−1)(i < j). Then Hi,j = xi−1
←−
CCn−1xj xi

−→
C n−1xj−1 is

a Hamiltonian path of Kn−1. Now we find β(Kn) Hamiltonian cycles defined as Cn(i, j) =

(xn xi−1
←−
CCn−1xj xi

−→
C n−1xj−1) in formal.

Claim 4 If | i− j| ≥ 2, then the set {Cn(i, j)|1 ≤ i < j ≤ n− 1} is linearly independent set.

This follows frow the fact that (xi, xj) ∈ E(Cn(i, j)) is an edge which can’t be deleted by

the definition of symmetric difference.

Case 1 n ≡ 1 (mod 2)

Now the n -cycles Cn(i, i + 1) = (xn, xi+1, xi+2, . . . , xn−1, x1, x2, . . . , xi), (1 ≤ i ≤ n − 1)

is linearly independent cycles. Otherwise, we have that

Cn(1, 2)⊕ Cn(2, 3)⊕ . . .⊕ Cn(n− 1, 1) = 0

which implies ∩Cn−1 = 0, a contradiction! Based on this and Claim 4, {Cn(i, j)|1 ≤ i < j ≤
n− 1} is a set of linearly independent Hamiltonian cycles.

Case 2 n ≡ 0 (mod 2)

Although {Cn(1, 2), Cn(2, 3), . . . , Cn(n, 1)} is linearly dependent set of Hamilton cycles,

{Cn(1, 2), Cn(2, 3), . . . , Cn(n − 1, n)} is a set of linearly independent cycles. Since Kn can’t

have a Hamiltonian base, it’s longest cycle base is {Cn(i, j)|1 ≤ i < j ≤ n}\{Cn(n, 1)} together

with a (n-1)-cycle (1, 2, . . . ,n - 1).

Example 3 Let G be an outer planar triangular graph embedded in the sphere with its

triangular faces f1, f2, . . . , fϕ−1. Then it has exactly one Hamiltonian cycle ∂fϕ, here we use

∂f to denote the boundary of a face f . By Euler’s formula, ϕ − 1 = β(G), where ϕ is the

number of faces. Let us define a set of cycles as following

Cn = ∂fϕ,

Cn−1 = ∂f1 ⊕ ∂f2 ⊕ · · · ⊕ ∂fϕ−2, C
′

n−1 = ∂fϕ−1 ⊕ ∂fϕ−2 ⊕ · · · ⊕ ∂f2

Cn−2 = ∂f1 ⊕ ∂f2 ⊕ · · · ⊕ ∂fϕ−3, C
′

n−2 = ∂fϕ−1 ⊕ ∂fϕ−2 ⊕ · · · ⊕ ∂f3

Cn−k = ∂f1 ⊕ ∂f2 ⊕ · · · ⊕ ∂fϕ−k−1

C
′

n−k = ∂fϕ−1 ⊕ ∂fϕ−2 ⊕ · · · ⊕ ∂fk+1, 1 ≤ k ≤ ϕ− 2.



Structures of Cycle Bases with Some Extremal Properties 31

f1

f2

f3

fϕ−2

fϕ−1

fϕ

b b

Fig. 2

B =





{
Cn, Cn−1, Cn−2, . . . , Cn+3

2

}
∪

{
C

′

n−1, C
′

n−2, . . . , C
′

n+3
2

}
, ϕ ≡ 0 (mod 2)

{
Cn, Cn−1, Cn−2, . . . , Cn+4

2

}
∪

{
C

′

n−1, C
′

n−2, . . . , C
′

n+2
2

}
, ϕ ≡ 1 (mod 2)

Thus B satisfies the condition of Theorem A. Hence, B is a longest cycle base, and the

length of longest cycle base is

l(B) =





n+ 2(n− 1) + 2(n− 2) + · · ·+ 2

(
n+ 3

2

)
, ϕ ≡ 0 (mod 2)

n+ 2(n− 1) + 2(n− 2) + · · ·+ 2

(
n+ 4

2

)
+
n+ 2

2
, ϕ ≡ 1 (mod 2)

Example 4 Again we consider the “ Möbius ladder graph ” in Fig.1. It is clear that the

edge–width(i.e., ew(G)) is n+ 1 and there are n+ 1 shortest non-separating cycles:

Ci =





(y1, y2, . . . , yi, xi, xi+1, . . . , xn), 1 ≤ i ≤ n

(y1, y2, . . . , yn, x1), i = n+ 1

Notice that β(G) = n + 1 and {C1, C2, . . . , Cn+1} may generate every facial cycle and

every non-contractible cycle of G. Thus, B = {C1, C2, . . . , Cn} is a shortest non-separating

cycle base with length l(B) = (n+1)2. Although there are many such bases in G, they have the

same structure as we have shown in Theorem J. Since our definition of non-separating cycles on

locally orientable surface refuses the existence of facial cycles in such shortest non-separating

cycle base, there may exist an edge contained in exactly one cycle in such a base. For instance,

the edge (x1, yn) in Fig.1 is contained in exactly one non-separating cycle of such shortest cycle

base.
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§1. Introduction

The crossing number cr(G) of a graph G is the smallest crossing number among all drawings

of G in the plane. It is well known that the crossing number of graph is attained only in good

drawings of the graph related with map geometries, i.e., Smarandache 2-manifolds (see [8] for

details), which are those drawings where no edges cross itself, no adjacent edges cross each

other, no two edges intersect more than once, and no three edges intersect in a common point.

Let φ be a good drawing of the graph G, we denote the number of crossings in this drawing of

G by crφ(G).

The investigation on the crossing number of a graph is a classical and however very difficult

problem ( for example, see [3]). Garey and Johnson [4] have proved that the problem to

determine the crossing number of a graph is NP-complete. Because of its difficulty, presently

we only know the crossing number of some classes of special graphs, for example: the complete

graphs with small number of vertices ([15]), the complete bipartite graph of less number of

vertices in one bipartite partition ([7],[15]), certain generalized Peterson graphs ([12]), and

some Cartesian product graphs of two circuits([2],[11]-[14]), of path and stars ([9]).

The crossing numbers of complete bipartite graphs Km,n were computed by D.J.Kleitman

[7], for the case m ≤ 6. He proved that

cr(Km,n) = Z(m,n), ifm ≤ 6, where Z(m,n) = ⌊m
2
⌋⌊m− 1

2
⌋⌊n

2
⌋⌊n− 1

2
⌋.

On the crossing number of the complete tripartite graphs, as far as the authors know, there

1Received June 6, 2007. Accepted July 18, 2007
2Supported by The NNSF and Program for New Century Excellent Talents in University of China
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only are the following two results: Kouhei Asano [1] proved that

cr(K1,3,n) = Z(4, n) + ⌊n
2
⌋, and cr(K2,3,n) = Z(5, n) + n;

and Huang [5] recently proves that cr(K1,4,n) = n(n− 1).

In this paper, using Kleitman’s theorem, we determine the crossing number of complete

tripartite graph K1,5,n for any integer n ≥ 1. The main result of this paper is the following

theorem.

Theorem 1 (the main result) For any integer n ≥ 1,

cr(K1,5,n) = Z(6, n) + 4⌊n
2
⌋

We now explain some notations. Let G be a graph with vertex set V and edge set E. If

A ⊆ E (or A ⊆ V ), we use G〈A〉 to denote the subgraph of G induced by A; if G is known from

the context, we simply write 〈A〉 instead of G〈A〉. For two mutually disjoint subsets X and Y

of V , we use EXY to denote all the edges of G incident with a vertex in X and a vertex in Y .

For a vertex v, Ev denotes all the edges of G incident with v.

Let A and B be two sets of edges of a graph G. If φ is a good drawing of G, we denote

crφ(A,B) by the number of all crossings whose two crossed edges are respectively in A and in

B. Especially, crφ(A,A) will be denoted by crφ(A). If G has the edge set E, the two signs

crφ(G) and crφ(E) are essential the same.

The following formulas, which can be shown easily, are usually used in the proofs of our

lemmas and theorem.

crφ(A ∪B) = crφ(A) + crφ(B) + crφ(A,B)

crφ(A,B ∪C) = crφ(A,B) + crφ(A,C),
(1)

where A, B and C are mutually disjoint subsets of E.

In the next section we shall give some lemmas, and then prove our theorem in the last one.

§2. Some Lemmas

Lemma 2.1 Let G be a complete bipartite graph Km,n with the edge set E and the vertex

bipartition (Y, Z), where Y = {y1, · · · , ym}, and Z = {z1, · · · , zn}. If φ is any good drawing of

G, then

(n− 2)crφ(E) =

n∑

i=1

crφ(E \ Ezi
).

Proof The conclusion follows from the fact that in the drawing of Km,n, there are n

drawings of Km,n−1, and each crossing occurs in (n− 2) of them. �

Lemma 2.2 Let G be a complete tripartite graph Ks,m,n with the edge set E and the vertex

tripartition (X,Y, Z), where X = {x1, · · · , xs}, Y = {y1, · · · , ym}, and Z = {z1, · · · , zn}. If φ

is any good drawing of G, then we have
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(i)
n∑

i=1

crφ(E \ Ezi
) = (n− 2)crφ(E) +

n∑
i=1

crφ(EXY , Ezi
) + 2crφ(EXY );

(ii)
m∑

i=1

crφ(E \ Eyi
) = (m− 2)crφ(E) +

m∑
i=1

crφ(EXZ , Eyi
) + 2crφ(EXZ)

Proof We only prove (i), because (ii) is analogous by the symmetry of the vertex tripartition

of G. Using the formula (1), we have

crφ(E) = crφ(EXY ∪EXZ ∪ EY Z)

= crφ(EXY ) + crφ(EXZ ∪ EY Z) + crφ(EXY , EXZ ∪ EY Z)

= crφ(EXY ) + crφ(EXZ ∪ EY Z) +

n∑

i=1

crφ(EXY , Ezi
) (2)

Since 〈EXZ ∪ EY Z〉 is isomorphic to the complete bipartite graph Ks+m,n with the vertex

bipartition (X ∪ Y, Z), it follows from by Lemma 2.1 that

(n−2)crφ(EXY ∪EY Z) =

n∑

i=1

crφ

(
(EXZ∪EY Z)\Ezi

)
(3)

On the other hand, using the formula (1) again we have

crφ(E \ Ezi
) = crφ

(
(EXY ∪EXZ ∪ EY Z

)
\ Ezi

)

= crφ(EXY ) + crφ

(
(EXZ ∪ EY Z) \ E(zi)

)

+crφ

(
EXY , (EXZ ∪EY Z) \ Ezi

)

= crφ(EXY ) + crφ

(
(EXZ ∪ EY Z) \ Ezi

)

+
n∑

j=1

crφ(EXY , Ezj
)− crφ(EXY , Ezi

),

namely, we have

crφ(E \Ezi
) = crφ(EXY ) + crφ

(
(EXZ ∪EY Z) \Ezi

)
+

n∑

j=1

crφ(EXY , Ezj
)− crφ(EXY , Ezi

) (4)
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Taking sum for i on the two sides of (4) above, we obtain that

n∑

i=1

crφ(E \ Ezi
) = ncrφ(EXY ) +

n∑

i=1

crφ

(
(EXZ ∪ EY Z) \ Ezi

)

+

n∑

i=1

( n∑

j=1

crφ(EXY , Ezj
)− crφ(EXY , Ezi

)
)

= ncrφ(EXY ) +

n∑

i=1

crφ

(
(EXZ ∪ EY Z) \ Ezi

)
+ (n− 1)

n∑

i=1

crφ(EXY , Ezi
)

= ncrφ(EXY ) + (n− 2)crφ(EXY ∪ EY Z)

+(n− 1)

n∑

i=1

crφ(EXY , Ezi
) (by (3) above)

= 2crφ(EXY ) +
n∑

i=1

crφ(EXY , Ezi
)

+(n− 2)
(
crφ(EXY ) + crφ(EXZ ∪ EY Z) +

n∑

i=1

crφ(EXY , Ezi
)
)

= 2crφ(EXY ) +
n∑

i=1

crφ(EXY , Ezi
) + (n− 2)crφ(E) (by (2) above)

This proves the lemma. �

Note that in Lemma 2 above, if X is a set containing a single vertex x, then EXY is the

set of edges incident to x, and thus crφ(EXY ) = 0 by any good drawing φ.

Lemma 2.3 Let G be a complete tripartite graph K1,5,n with the edge set E and the vertex

tripartition (X,Y, Z), where X = {x}, Y = {y1, · · · , y5}, and Z = {z1, · · · , zn}. If φ is a good

drawing of G satisfying that crφ(E) = Z(6, n) + 4
[

n
2

]
− a for some a. Then we have

(1) if n = 2k, then
5∑

i=1

crφ(EXZ , Eyi
) ≥ 2k2 − 2k + 3a;

(2) if n = 2k + 1, then
5∑

i=1

crφ(EXZ , Eyi
) ≥ 2k2 − 4 + 3a.

Proof Let ei denote the edge xyi for 1 ≤ i ≤ 5, and fj denote the edge xzj for 1 ≤ j ≤ n.

Without loss of generality, assume that under the drawing φ, the reverse clock order of these

five edges ei (1 ≤ i ≤ 5) around x is: e1 → e2 → e3 → e4 → e5. These five edges form five

angles: αi = ∠eixei+1, where 1 ≤ i ≤ 5 and the indices are read module 5. We see that in

the plane R2, there exists a circle neighbor N(x, ε) = {s ∈ R2 : ||s − x|| < ε}, where ε is a

sufficiently small positive number, such that for any other edge e of K1,5,n not incident with x,

e can not be located in N(x, ε). Since the graph K1,5,n has still n edges fj that are incident to

x (1 ≤ j ≤ n), let Ai denote the set of all those edges fj, each of which lies in the angle αi (see

the Fig. 1 in the next page). Clearly, we have that |A1|+ |A2|+ |A3|+ |A4| = n.

In the following, associated with the drawing φ of G, we shall produce five new graphs Gi,

together with their respective good drawing φi (1 ≤ i ≤ 5), where each Gi is isomorphic to the

complete bipartite graph K5,n+1. We shall heavily illustrate how to obtain the graph G1 and

its drawing φ1, for the rest cases the method is analogous.
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Fig. 1

First, we delete all edges in Ey1 and the vertex y1 from G, and then remove the part of ei lying

in N(x, ε) for 2 ≤ i ≤ 5 (not remove the vertex x); add a new vertex zn+1 in some location of

e4 ∩N(x, ε). Now we connected zn+1 to x and yi (i = 2, 3, 4, 5) by the following way: connect

zn+1 to x and y4 respectively along the original two sections of e4; connect zn+1 to y3 by first

traversing through α3 (near to x) and then along the original section of e3 lying out N(x, ε);

connect zn+1 to y2 by successively traversing through α3 and α2 (near to x) and then along the

original section of e2 lying out N(x, ε); connect zn+1 to y5 by first traversing through α4 (near

to x) and then along the original section of e5 lying out N(x, ε). Then we obtain the graph

G1 with its a good drawing φ1. Obviously, G1 is isomorphic to K5,n+1. The following figure 2

helps us to understand the obtained graph G1 and its drawing φ1, where the dotted line denote

the way how zn+1 is connected to x and yi (2 ≤ i ≤ 5).

Fig. 2

Then it is not difficult to see that

crφ1(G1) = crφ

(
E \ Ey1

)
+ |A2|+ 2|A3|+ |A4|. (4)

By the symmetry of yi, we can analogously easily obtain the graphs Gi and its goods drawings

φi for 2 ≤ i ≤ 5. For example, the graph G2, together with its good drawing φ2, is displayed in
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the following figure 3.

Fig. 3

Similarly, for φ2, φ3, φ4 and φ5, we have respectively the following equalities :

crφ2(G2) = crφ(E \ Ey2) + |A3|+ 2|A4|+ |A5| (5)

crφ3(G3) = crφ(E \ Ey3) + |A1|+ 2|A5|+ |A4| (6)

crφ4(G4) = crφ(E \ Ey4) + |A2|+ 2|A1|+ |A5| (7)

crφ5(G5) = crφ(E \ Ey5) + |A1|+ 2|A2|+ |A3| (8)

Since each Gi (1 ≤ i ≤ 5) is isomorphic to the complete graph K5,n+1, we get that

crφi
(Gi) ≥ Z(5, n+ 1). Therefore, by (4)–(8) above, we have

5Z(5, n+ 1) ≤
5∑

i=1

crφi
(Gi)

=
5∑

i=1

crφ(E \Eyi
) + 4

5∑

i=1

|Ai|

=
5∑

i=1

crφ(E \Eyi
) + 4n

= 3crφ(E) +
5∑

i=1

crφ(EXZ , Eyi
) + 2crφ(EXY ) + 4n (by Lemma ?? (2) )

= 3crφ(E) +
5∑

i=1

crφ(EXZ , Eyi
) + 4n (because crφ(EXY ) = 0 )

So it follows that
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5∑

i=1

crφ(EXZ , Eyi
) ≥ 5Z(5, n+ 1)− 3crφ(E)− 4n

= 5Z(5, n+ 1)− 3
(
Z(6, n) + 4

[n
2

]
− a

)
− 4n

=





2k2 − 2k + 3a, when n = 2k;

2k2 − 4 + 3a, when n = 2k + 1

This proves the lemma. �

Lemma 2.4 Let G be the complete tripartite graph K1,5,n with the edge set E and the vertex

tripartition (X,Y, Z), where X = {x}, Y = {y1, · · · , y5}, and Z = {z1, · · · , zn}. Assume

that n = 2k + 1, where k ≥ 0. If φ is a good drawing of G satisfying that crφ(E \ Ezj
) =

Z(6, n− 1) + 4
[

n−1
2

]
for any 1 ≤ j ≤ n, then crφ(E) 6= Z(6, n) + 4

[
n
2

]
− 1.

Proof Assume to contrary that crφ(E) = Z(6, n) + 4
[

n
2

]
− 1. By using the formula (2) in

the proof of lemma 2.2, we have

Z(6, n) + 4
[n
2

]
− 1 = crφ(E) = crφ(EXZ) + crφ(EXY ∪ EY Z) +

5∑

i=1

crφ(EXZ , Eyi
).

Since 〈EXY ∪ EY Z〉 is isomorphic to the complete bipartite graph K5,n+1, we have that

crφ(EXY ∪ EY Z) ≥ Z(5, n+ 1). Noting that crφ(EXZ) = 0, we thus have

5∑

i=1

crφ(EXY , Eyi
) ≤ Z(6, n) + 4

[n
2

]
− 1− Z(5, n+ 1) = 2k2 − 1

On the other hand, by our assumption that crφ(E) = Z(6, n)+4
[

n
2

]
−1, and that n = 2k+1,

with the help of Lemma 2.3(ii) we have
5∑

i=1

crφ(EXZ , Eyi
) ≥ 2k2 − 1. This implies that

5∑

i=1

crφ(EXZ , Eyi
) = 2k2 − 1 (9)

Since 〈E \ Ezj
〉 is isomorphic to the complete tripartite graph K1,m,n−1 with the vertex tri-

partition (X,Y, Z \ {zj}), applying the formula (2) in the proof of Lemma 2.2 to the graph

〈E \ Ezj
〉, we have

crφ(E \ Ezj
) = crφ

(
EX(Z\{zj})

)
+ crφ

(
EXY ∪ EY (Z\{zj})

)
+

5∑

i=1

crφ

(
EX(Z\{zj}), E

′
yi

)
,

where E′
yi

= EX{yi} ∪ E(Z\{zj}){yi}.

Since 〈EXY ∪EY (Z\{zj})〉 is isomorphic to the complete bipartite graph K5,n, crφ

(
EXY ∪

EY (Z\{zj})

)
≥ Z(5, n). Again, since EX(Z\{zj}) is the set of edges incident to x, we have that
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crφ

(
EX(Z\{zj})

)
= 0 by the good drawing φ. Therefore we have

5∑

i=1

crφ

(
EX(Z\{zj}), E

′
yi

)
= crφ(E \ Ezj

)− crφ
(
EX(Z\{zj})

)
− crφ

(
EXY ∪ EY (Z\{zj})

)

= crφ(E \ Ezj
)− crφ

(
EXY ∪ EY (Z\{zj})

)

≤ Z(6, n− 1) + 4

[
n− 1

2

]
− Z(5, n)

= 2k2 − 2k

That is to say, we have

5∑

i=1

crφ

(
EX(Z\{zj}), E

′
yi

)
≤ 2k2 − 2k (10)

Because EX{zj} ∪E{zj}{yi} is the set of edges incident to zj, crφ(EX{zj}, E{zj}{yi}) = 0 by the

good drawing φ. Note that E′
yi

= Eyi
\ E{zj}{yi}. Hence, we have

crφ(EXZ , Eyi
) = crφ(EXZ , E

′
yi

) + crφ(EX(Z\{zj}), E{zj}{yi})

=
(
crφ(EX(Z\{zj}), E

′
yi

) + crφ(EX{zj}, E
′
yi

)
)

+ crφ(EX(Z\{zj}), E{zj}{yi})

= crφ(EX(Z\{zj}), E
′
yi

) + crφ(EX{zj}, Eyi
\ E{zj}{yi})

+crφ(EX(Z\{zj}), E{zj}{yi})

= crφ(EX(Z\{zj}), E
′
yi

) + crφ(EX{zj}, Eyi
)− crφ(EX{zj}, E{zj}{yi})

+crφ(EXZ , E{zj}{yi})− crφ(EX{zj}, E{zj}{yi})

= crφ(EX(Z\{zj}), E
′
yi

) + crφ(EX{zj}), Eyi
) + crφ(EXZ , E{zj}{yi})

Taking sum for i on two sides of the last equality above, we have

5∑

i=1

crφ(EXZ , Eyi
) =

5∑

i=1

crφ(EX(Z\{zj}), E
′
yi

) +
5∑

i=1

crφ(EX{zj}, Eyi
)

+
5∑

i=1

crφ(EXZ , E{zj}{yi})

Combining with (9) and (10) above, we then obtain that

2k2 − 1 ≤ 2k2 − 2k +

5∑

i=1

crφ(EX{zj}, Eyi
) +

5∑

i=1

crφ(EXZ , E{zj}{yi}) (11)

Again, taking sum for j on the two sides of the inequality (11) above, and noticing n =

2k + 1, we get that
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n∑

j=1

(2k2 − 1) ≤
n∑

j=1

(2k2 − 2k) +

n∑

j=1

5∑

i=1

crφ(EX{zj}, Eyi
) +

n∑

j=1

5∑

i=1

crφ(EXZ , E{zj}{yi})

= (2k + 1)(2k2 − 2k) +

5∑

i=1

( n∑

j=1

crφ(EX{zj}, Eyi
)
)

+

5∑

i=1

( n∑

j=1

crφ(EXZ , E{zj}{yi})
)

= (2k + 1)(2k2 − 2k) +

5∑

i=1

crφ(EXZ , Eyi
) +

5∑

i=1

crφ(EXZ , EZ{yi})

= (2k + 1)(2k2 − 2k) +

5∑

i=1

crφ(EXZ , Eyi
)

+

5∑

i=1

(
crφ(EXZ , Eyi

)− crφ(EXZ , EX{yi}

)
(becauseEZ{yi} = Eyi

\ EX{yi} )

= (2k + 1)(2k2 − 2k) + 2

5∑

i=1

crφ(EXZ , Eyi
)

(This is because EXZ ∪ EX{yi} is the set of edges incident to x, by the good

drawing φ , crφ(EXZ , EZ{yi}) = 0 for any 1 ≤ i ≤ 5)

= (2k + 1)(2k2 − 2k) + 2(2k2 − 1) ( by (9) above )

Therefore, it follows that (2k + 1)(2k − 1) ≤ 2(2k2 − 1). This is a contradiction for any

real number k, and proving the conclusion. �

§3. Proof of Theorem 1

Let the complete tripartite graph K1,5,n having the edge set E and the vertex tripartition

(X,Y, Z), where X = {x}, Y = {y1, · · · , y5}, and Z = {z1, · · · , zn}. To show that cr(K1,5,n) ≤
Z(6, n)+4

[
n
2

]
, we consider a drawing of K1,5,n as a immersion into R2, satisfying the following:

(1) φ(x) = (0, 1);

(2) φ(yi) = (0, (−1)ii), i = 1, 2, φ(y3) = (ε,−2), φ(y4) = (ε, 3), φ(y5) = (2ε, 4),where ε is a

sufficiently small positive;

(3) φ(zj) =
(
(−1)j

[
j+1
2

]
, 0

)
.

For example, a drawing of K1,5,5 on the plane is shown in the Fig.4. It is not difficult to

see that crφ(E) = Z(6, n) + 4
[

n
2

]
. This thus shows that cr(K1,5,n) ≤ Z(6, n) + 4

[
n
2

]
. In order

to prove the theorem, we only need to prove the conclusion that crφ(K1,5,n) ≥ Z(6, n) + 4
[

n
2

]

for any good drawing φ. Assume to contrary that there is a good drawing φ of K1,5,n satisfying

crφ(K1,5,n) = Z(6, n) + 4
[

n
2

]
− a, where a ≥ 1. We now consider the following two cases,

according to as n is even or odd.

Claim 1 The desired conclusion is true when n (= 2k) is even.
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Subproof By our assumption that crφ(K1,5,n) = Z(6, n) + 4
[

n
2

]
− a, it then follows from

Lemma 2.3(i) that
5∑

i=1

crφ(Exz , Eyi
) ≥ 2k2 − 2k + 3a.

Fig. 4

Note that crφ(EXZ) = 0 by the good drawing φ. Since 〈EXZ ∪ EY Z〉 is isomorphic to

the complete bipartite graph K5,n+1 with the vertex bipartition (Y,X ∪ Z), we have that

crφ(EXY ∪EY Z) ≥ Z(5, n+ 1). Using the formulas (2) in the proof of Lemma 2.2, we get that

Z(6, n) + 4
[n
2

]
− a = crφ(E)

= crφ(EXZ) + crφ(EXY ∪EY Z) +

5∑

i=1

crφ(EXZ , Eyi
)

≥ Z(5, n+ 1) +

5∑

i=1

(EXZ , Eyi
)

Therefore,
5∑

i=1

crφ(EXZ , E(yi)) ≤ 2k2−2k−a. So, we get that 2k2−2k+3a ≤ 2k2−2k−a,
namely, a ≤ 0. This contradicts to the hypothesis that a ≥ 1, proving the claim.

Claim 2 The desired conclusion is true when n (= 2k + 1) is odd.

Subproof. Since n is odd, by Lemma 2.3(ii) we first have

5∑

i=1

crφ(EXZ , E(yi)) ≥ 2k2 − 4 + 3a
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Similarly, using the formulas (2) in the proof of Lemma 2.2, we get that

Z(6, n) + 4
[n
2

]
− a = crφ(E)

≥ Z(5, n+ 1) +

5∑

i=1

crφ(EXZ , Eyi
),

which follows that
5∑

i=1

(EXZ , Eyi
) ≤ 2k2− a. Hence, we get that 2k2− 4+3a≤ 2k2− a, namely

a ≤ 1. Since a ≥ 1 by our assumption, this implies that a = 1, and thus it must be that

crφ(E) = Z(6, n) + 4
[n
2

]
− 1 (12)

Again, with the help of the formula (1), we have

crφ(E) = crφ(EXY ∪ EXZ ∪ EY Z)

= crφ(EXY ) + crφ(EXZ ∪ EY Z) + crφ(EXY , EXZ ∪EY Z)

= crφ(EXY ) + crφ(EXZ ∪ EY Z) +

n∑

i=1

crφ(EXY , Ezi
)

Since 〈EXZ ∪ EY Z〉 is isomorphic to the complete bipartite graph K6,n with the vertex bipar-

tition (X ∪ Y, Z), it has that crφ(EXZ ∪ EY Z) ≥ Z(6, n). Noting that crφ(EXY ) = 0 by the

good drawing of φ, we thus have

Z(6, n) + 4
[n
2

]
− 1 = crφ(E) ≥ Z(6, n) +

n∑

i=1

crφ(EXY , Ezi
),

which follows that

n∑

i=1

crφ(EXY , Ezi
) ≤ Z(6, n) + 4

[n
2

]
− 1− Z(6, n) = 4k − 1 (13)

Combining with Lemma 2.2(i), we have

n∑

i=1

crφ(E \ Ezi
) = 2crφ(EXY ) +

n∑

i=1

crφ(EXY , Ezj
) + (n− 2)crφ(E)

=

n∑

i=1

crφ(EXY , Ezj
) + (n− 2)crφ(E) ( because crφ(EXY ) = 0)

≤ 4k − 1 + (n− 2)
(
Z(6, n) + 4

[n
2

]
− 1

)
( by (12) and (13) above )

= n
(
Z(6, n− 1) + 4

[
n− 1

2

] )
( because n = 2k + 1 )

That is to say, we have

n∑

i=1

crφ(E \ Ezi
) ≤ n

(
Z(6, n− 1) + 4

[
n− 1

2

])
(14)
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On the other hand, since, for any 1 ≤ i ≤ n, 〈E \ E(zi)〉 is isomorphic to the complete

tripartite graph K1,5,n−1, and since n − 1 is even, it follows from the truth of Claim 1 that

crφ(E \ Ezi
) ≥ Z(6, n − 1) + 4

[
n−1

2

]
for any 1 ≤ i ≤ n. Combined with (14) above, it must

happen that crφ(E \ Ezi
) = Z(6, n − 1) + 4

[
n−1

2

]
for any 1 ≤ i ≤ n. This, together with n

being odd and (12) above, contradicts Lemma 2.4, proving this claim.

Therefore, the proof of Theorem 1 is finished. �
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Abstract: A Smarandache geometry is a geometry which has at least one Smarandachely

denied axiom(1969), i.e., an axiom behaves in at least two different ways within the same

space, i.e., validated and invalided, or only invalided but in multiple distinct ways and a

Smarandache n-manifold is a n-manifold that support a Smarandache geometry. Iseri pro-

vided a construction for Smarandache 2-manifolds by equilateral triangular disks on a plane

and a more general way for Smarandache 2-manifolds on surfaces, called map geometries was

presented by the author in [9] − [10] and [12]. However, few observations for cases of n ≥ 3

are found on the journals. As a kind of Smarandache geometries, a general way for con-

structing dimensional n pseudo-manifolds are presented for any integer n ≥ 2 in this paper.

Connection and principal fiber bundles are also defined on these manifolds. Following these

constructions, nearly all existent geometries, such as those of Euclid geometry, Lobachevshy-

Bolyai geometry, Riemann geometry, Weyl geometry, Kähler geometry and Finsler geometry,

...,etc., are their sub-geometries.

Key Words: Smarandache geometry, Smarandache manifold, pseudo-manifold, pseudo-

manifold geometry, multi-manifold geometry, connection, curvature, Finsler geometry, Rie-

mann geometry, Weyl geometry and Kähler geometry.

AMS(2000): 51M15, 53B15, 53B40, 57N16

§1. Introduction

Various geometries are encountered in update mathematics, such as those of Euclid geometry,

Lobachevshy-Bolyai geometry, Riemann geometry, Weyl geometry, Kähler geometry and Finsler

geometry, ..., etc.. As a branch of geometry, each of them has been a kind of spacetimes in

physics once and contributes successively to increase human’s cognitive ability on the natural

world. Motivated by a combinatorial notion for sciences: combining different fields into a

unifying field, Smarandache introduced neutrosophy and neutrosophic logic in references [14]−
[15] and Smarandache geometries in [16].

Definition 1.1([8][16]) An axiom is said to be Smarandachely denied if the axiom behaves in

at least two different ways within the same space, i.e., validated and invalided, or only invalided

but in multiple distinct ways.

A Smarandache geometry is a geometry which has at least one Smarandachely denied

1Received May 5, 2007. Accepted July 25, 2007
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axiom(1969).

Definition 1.2 For an integer n, n ≥ 2, a Smarandache n-manifold is a n-manifold that support

a Smarandache geometry.

Smarandache geometries were applied to construct many world from conservation laws as

a mathematical tool([2]). For Smarandache n-manifolds, Iseri constructed Smarandache mani-

folds for n = 2 by equilateral triangular disks on a plane in [6] and [7] (see also [11] in details).

For generalizing Iseri’s Smarandache manifolds, map geometries were introduced in [9] − [10]

and [12], particularly in [12] convinced us that these map geometries are really Smarandache 2-

manifolds. Kuciuk and Antholy gave a popular and easily understanding example on an Euclid

plane in [8]. Notice that in [13], these multi-metric space were defined, which can be also seen

as Smarandache geometries. However, few observations for cases of n ≥ 3 and their relations

with existent manifolds in differential geometry are found on the journals. The main purpose

of this paper is to give general ways for constructing dimensional n pseudo-manifolds for any

integer n ≥ 2. Differential structure, connection and principal fiber bundles are also introduced

on these manifolds. Following these constructions, nearly all existent geometries, such as those

of Euclid geometry, Lobachevshy-Bolyai geometry, Riemann geometry, Weyl geometry, Kähler

geometry and Finsler geometry, ...,etc., are their sub-geometries.

Terminology and notations are standard used in this paper. Other terminology and nota-

tions not defined here can be found in these references [1], [3]− [5].

For any integer n, n ≥ 1, an n-manifold is a Hausdorff space Mn, i.e., a space that satisfies

the T2 separation axiom, such that for ∀p ∈ Mn, there is an open neighborhood Up, p ∈ Up ⊂
Mn and a homeomorphism ϕp : Up → Rn or Cn, respectively.

Considering the differentiability of the homeomorphism ϕ : U → Rn enables us to get the

conception of differential manifolds, introduced in the following.

An differential n-manifold (Mn,A) is an n-manifold Mn,Mn =
⋃
i∈I

Ui, endowed with a Cr

differential structure A = {(Uα, ϕα)|α ∈ I} on Mn for an integer r with following conditions

hold.

(1) {Uα;α ∈ I} is an open covering of Mn;

(2) For ∀α, β ∈ I, atlases (Uα, ϕα) and (Uβ , ϕβ) are equivalent, i.e., Uα

⋂
Uβ = ∅ or

Uα

⋂
Uβ 6= ∅ but the overlap maps

ϕαϕ
−1
β : ϕβ(Uα

T
Uβ

)→ ϕβ(Uβ) and ϕβϕ
−1
α : ϕβ(Uα

T
Uβ

)→ ϕα(Uα)

are Cr;

(3) A is maximal, i.e., if (U,ϕ) is an atlas of Mn equivalent with one atlas in A, then

(U,ϕ) ∈ A.

An n-manifold is smooth if it is endowed with a C∞ differential structure. It is well-known

that a complex manifold Mn
c is equal to a smooth real manifold M2n

r with a natural base

{ ∂

∂xi
,
∂

∂yi
| 1 ≤ i ≤ n}

for TpM
n
c , where TpM

n
c denotes the tangent vector space of Mn

c at each point p ∈Mn
c .
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§2. Pseudo-Manifolds

These Smarandache manifolds are non-homogenous spaces, i.e., there are singular or inflection

points in these spaces and hence can be used to characterize warped spaces in physics. A

generalization of ideas in map geometries can be applied for constructing dimensional n pseudo-

manifolds.

Construction 2.1 Let Mn be an n-manifold with an atlas A = {(Up, ϕp)|p ∈Mn}. For ∀p ∈
Mn with a local coordinates (x1, x2, · · · , xn), define a spatially directional mapping ω : p→ Rn

action on ϕp by

ω : p→ ϕω
p (p) = ω(ϕp(p)) = (ω1, ω2, · · · , ωn),

i.e., if a line L passes through ϕ(p) with direction angles θ1, θ2, · · · , θn with axes e1, e2, · · · , en

in Rn, then its direction becomes

θ1 −
ϑ1

2
+ σ1, θ2 −

ϑ2

2
+ σ2, · · · , θn −

ϑn

2
+ σn

after passing through ϕp(p), where for any integer 1 ≤ i ≤ n, ωi ≡ ϑi(mod4π), ϑi ≥ 0 and

σi =





π, if 0 ≤ ωi < 2π,

0, if 2π < ωi < 4π.

A manifold Mn endowed with such a spatially directional mapping ω : Mn → Rn is called an

n-dimensional pseudo-manifold, denoted by (Mn,Aω).

Theorem 2.1 For a point p ∈ Mn with local chart (Up, ϕp), ϕ
ω
p = ϕp if and only if ω(p) =

(2πk1, 2πk2, · · · , 2πkn) with ki ≡ 1(mod2) for 1 ≤ i ≤ n.

Proof By definition, for any point p ∈ Mn, if ϕω
p (p) = ϕp(p), then ω(ϕp(p)) = ϕp(p).

According to Construction 2.1, this can only happens while ω(p) = (2πk1, 2πk2, · · · , 2πkn)

with ki ≡ 1(mod2) for 1 ≤ i ≤ n. �

Definition 2.1 A spatially directional mapping ω : Mn → Rn is euclidean if for any point p ∈
Mn with a local coordinates (x1, x2, · · · , xn), ω(p) = (2πk1, 2πk2, · · · , 2πkn) with ki ≡ 1(mod2)

for 1 ≤ i ≤ n, otherwise, non-euclidean.

Definition 2.2 Let ω : Mn → Rn be a spatially directional mapping and p ∈ (Mn,Aω),

ω(p)(mod4π) = (ω1, ω2, · · · , ωn). Call a point p elliptic, euclidean or hyperbolic in direction ei,

1 ≤ i ≤ n if o ≤ ωi < 2π, ωi = 2π or 2π < ωi < 4π.

Then we get a consequence by Theorem 2.1.

Corollary 2.1 Let (Mn,Aω) be a pseudo-manifold. Then ϕω
p = ϕp if and only if every point

in Mn is euclidean.
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Theorem 2.2 Let (Mn,Aω) be an n-dimensional pseudo-manifold and p ∈ Mn. If there are

euclidean and non-euclidean points simultaneously or two elliptic or hyperbolic points in a same

direction in (Up, ϕp), then (Mn,Aω) is a Smarandache n-manifold.

Proof On the first, we introduce a conception for locally parallel lines in an n-manifold.

Two lines C1, C2 are said locally parallel in a neighborhood (Up, ϕp) of a point p ∈Mn if ϕp(C1)

and ϕp(C2) are parallel straight lines in Rn.

In (Mn,Aω), the axiom that there are lines pass through a point locally parallel a given

line is Smarandachely denied since it behaves in at least two different ways, i.e., one parallel,

none parallel, or one parallel, infinite parallels, or none parallel, infinite parallels.

If there are euclidean and non-euclidean points in (Up, ϕp) simultaneously, not loss of

generality, we assume that u is euclidean but v non-euclidean, ω(v)(mod4π) = (ω1, ω2, · · · , ωn)

and ω1 6= 2π. Now let L be a straight line parallel the axis e1 in Rn. There is only one line

Cu locally parallel to ϕ−1
p (L) passing through the point u since there is only one line ϕp(Cq)

parallel to L in Rn by these axioms for Euclid spaces. However, if 0 < ω1 < 2π, then there

are infinite many lines passing through u locally parallel to ϕ−1
p (L) in (Up, ϕp) since there are

infinite many straight lines parallel L in Rn, such as those shown in Fig.2.1(a) in where each

straight line passing through the point u = ϕp(u) from the shade field is parallel to L.

Fig.2.1

But if 2π < ω1 < 4π, then there are no lines locally parallel to ϕ−1
p (L) in (Up, ϕp) since there

are no straight lines passing through the point v = ϕp(v) parallel to L in Rn, such as those

shown in Fig.2.1(b).

Fig.2.2

If there are two elliptic points u, v along a direction
−→
O , consider the plane P determined
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by ω(u), ω(v) with
−→
O in Rn. Let L be a straight line intersecting with the line uv in P . Then

there are infinite lines passing through u locally parallel to ϕp(L) but none line passing through

v locally parallel to ϕ−1
p (L) in (Up, ϕp) since there are infinite many lines or none lines passing

through u = ω(u) or v = ω(v) parallel to L in Rn, such as those shown in Fig.2.2.

Similarly, we can also get the conclusion for the case of hyperbolic points. Since there exists

a Smarandachely denied axiom in (Mn,Aω), it is a Smarandache manifold. This completes the

proof. �

For an Euclid space Rn, the homeomorphism ϕp is trivial for ∀p ∈ Rn. In this case, we

abbreviate (Rn,Aω) to (Rn, ω).

Corollary 2.2 For any integer n ≥ 2, if there are euclidean and non-euclidean points simulta-

neously or two elliptic or hyperbolic points in a same direction in (Rn, ω), then (Rn, ω) is an

n-dimensional Smarandache geometry.

Particularly, Corollary 2.2 partially answers an open problem in [12] for establishing

Smarandache geometries in R3.

Corollary 2.3 If there are points p, q ∈ R3 such that ω(p)(mod4π) 6= (2π, 2π, 2π) but ω(q)(mod4π) =

(2πk1, 2πk2, 2πk3), where ki ≡ 1(mod2), 1 ≤ i ≤ 3 or p, q are simultaneously elliptic or hyper-

bolic in a same direction of R3, then (R3, ω) is a Smarandache space geometry.

Definition 2.3 For any integer r ≥ 1, a Cr differential Smarandache n-manifold (Mn,Aω) is

a Smarandache n-manifold (Mn,Aω) endowed with a differential structure A and a Cr spatially

directional mapping ω. A C∞ Smarandache n-manifold (Mn,Aω) is also said to be a smooth

Smarandache n-manifold.

According to Theorem 2.2, we get the next result by definitions.

Theorem 2.3 Let (Mn,A) be a manifold and ω : Mn → Rn a spatially directional mapping

action on A. Then (Mn,Aω) is a Cr differential Smarandache n-manifold for an integer r ≥ 1

if the following conditions hold:

(1) there is a Cr differential structure A = {(Uα, ϕα)|α ∈ I} on Mn;

(2) ω is Cr;

(3) there are euclidean and non-euclidean points simultaneously or two elliptic or hyperbolic

points in a same direction in (Up, ϕp) for a point p ∈Mn.

Proof The condition (1) implies that (Mn,A) is a Cr differential n-manifold and conditions

(2), (3) ensure (Mn,Aω) is a differential Smarandache manifold by definitions and Theorem

2.2. �

For a smooth differential Smarandache n-manifold (Mn,Aω), a function f : Mn → R is

said smooth if for ∀p ∈Mn with an chart (Up, ϕp),

f ◦ (ϕω
p )−1 : (ϕω

p )(Up)→ Rn

is smooth. Denote by ℑp all these C∞ functions at a point p ∈Mn.
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Definition 2.4 Let (Mn,Aω) be a smooth differential Smarandache n-manifold and p ∈ Mn.

A tangent vector v at p is a mapping v : ℑp → R with these following conditions hold.

(1) ∀g, h ∈ ℑp, ∀λ ∈ R, v(h+ λh) = v(g) + λv(h);

(2) ∀g, h ∈ ℑp, v(gh) = v(g)h(p) + g(p)v(h).

Denote all tangent vectors at a point p ∈ (Mn,Aω) by TpM
n and define addition+and

scalar multiplication·for ∀u, v ∈ TpM
n, λ ∈ R and f ∈ ℑp by

(u+ v)(f) = u(f) + v(f), (λu)(f) = λ · u(f).

Then it can be shown immediately that TpM
n is a vector space under these two operations+and·.

Let p ∈ (Mn,Aω) and γ : (−ε, ε) → Rn be a smooth curve in Rn with γ(0) = p. In

(Mn,Aω), there are four possible cases for tangent lines on γ at the point p, such as those

shown in Fig.2.3, in where these bold lines represent tangent lines.

Fig.2.3

By these positions of tangent lines at a point p on γ, we conclude that there is one tangent

line at a point p on a smooth curve if and only if p is euclidean in (Mn,Aω). This result enables

us to get the dimensional number of a tangent vector space TpM
n at a point p ∈ (Mn,Aω).

Theorem 2.4 For any point p ∈ (Mn,Aω) with a local chart (Up, ϕp), ϕp(p) = (x,
1x

0
2, · · · , x0

n),

if there are just s euclidean directions along ei1 , ei2 , · · · , eis
for a point , then the dimension of

TpM
n is

dimTpM
n = 2n− s

with a basis

{ ∂

∂xij
|p | 1 ≤ j ≤ s}

⋃
{ ∂

−

∂xl
|p,

∂+

∂xl
|p | 1 ≤ l ≤ n and l 6= ij, 1 ≤ j ≤ s}.

Proof We only need to prove that

{ ∂

∂xij
|p | 1 ≤ j ≤ s}

⋃
{ ∂

−

∂xl
,
∂+

∂xl
|p | 1 ≤ l ≤ n and l 6= ij , 1 ≤ j ≤ s} (2.1)

is a basis of TpM
n. For ∀f ∈ ℑp, since f is smooth, we know that
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f(x) = f(p) +
n∑

i=1

(xi − x0
i )
∂ǫif

∂xi

(p)

+

n∑

i,j=1

(xi − x0
i )(xj − x0

j)
∂ǫif

∂xi

∂ǫjf

∂xj

+Ri,j,··· ,k

for ∀x = (x1, x2, · · · , xn) ∈ ϕp(Up) by the Taylor formula in Rn, where each term in Ri,j,··· ,k

contains (xi − x0
i )(xj − x0

j) · · · (xk − x0
k), ǫl ∈ {+,−} for 1 ≤ l ≤ n but l 6= ij for 1 ≤ j ≤ s and

ǫl should be deleted for l = ij , 1 ≤ j ≤ s.
Now let v ∈ TpM

n. By Definition 2.4(1), we get that

v(f(x)) = v(f(p)) + v(
n∑

i=1

(xi − x0
i )
∂ǫif

∂xi

(p))

+ v(

n∑

i,j=1

(xi − x0
i )(xj − x0

j)
∂ǫif

∂xi

∂ǫjf

∂xj

) + v(Ri,j,··· ,k).

Application of the condition (2) in Definition 2.4 shows that

v(f(p)) = 0,

n∑

i=1

v(x0
i )
∂ǫif

∂xi

(p) = 0,

v(
n∑

i,j=1

(xi − x0
i )(xj − x0

j )
∂ǫif

∂xi

∂ǫjf

∂xj

) = 0

and

v(Ri,j,··· ,k) = 0.

Whence, we get that

v(f(x)) =

n∑

i=1

v(xi)
∂ǫif

∂xi

(p) =

n∑

i=1

v(xi)
∂ǫi

∂xi

|p(f). (2.2)

The formula (2.2) shows that any tangent vector v in TpM
n can be spanned by elements

in (2.1).

All elements in (2.1) are linearly independent. Otherwise, if there are numbers a1, a2, · · · , as,

a+
1 , a

−
1 , a

+
2 , a

−
2 , · · · , a+

n−s, a
−
n−s such that

s∑

j=1

aij

∂

∂xij

+
∑

i6=i1,i2,··· ,is,1≤i≤n

aǫi

i

∂ǫi

∂xi

|p = 0,

where ǫi ∈ {+,−}, then we get that

aij
= (

s∑

j=1

aij

∂

∂xij

+
∑

i6=i1,i2,··· ,is,1≤i≤n

aǫi

i

∂ǫi

∂xi

)(xij
) = 0
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for 1 ≤ j ≤ s and

aǫi

i = (
s∑

j=1

aij

∂

∂xij

+
∑

i6=i1,i2,··· ,is,1≤i≤n

aǫi

i

∂ǫi

∂xi

)(xi) = 0

for i 6= i1, i2, · · · , is, 1 ≤ i ≤ n. Therefore, (2.1) is a basis of the tangent vector space TpM
n at

the point p ∈ (Mn,Aω). �

Notice that dimTpM
n = n in Theorem 2.4 if and only if all these directions are euclidean

along e1, e2, · · · , en. We get a consequence by Theorem 2.4.

Corollary 2.4([4]-[5]) Let (Mn,A) be a smooth manifold and p ∈Mn. Then

dimTpM
n = n

with a basis

{ ∂

∂xi
|p | 1 ≤ i ≤ n}.

Definition 2.5 For ∀p ∈ (Mn,Aω), the dual space T ∗
pM

n is called a co-tangent vector space

at p.

Definition 2.6 For f ∈ ℑp, d ∈ T ∗
pM

n and v ∈ TpM
n, the action of d on f , called a differential

operator d : ℑp → R, is defined by

df = v(f).

Then we immediately get the following result.

Theorem 2.5 For any point p ∈ (Mn,Aω) with a local chart (Up, ϕp), ϕp(p) = (x,
1x

0
2, · · · , x0

n),

if there are just s euclidean directions along ei1 , ei2 , · · · , eis
for a point , then the dimension of

T ∗
pM

n is

dimT ∗
pM

n = 2n− s

with a basis

{dxij |p | 1 ≤ j ≤ s}
⋃
{d−xl

p, d
+xl|p | 1 ≤ l ≤ n and l 6= ij, 1 ≤ j ≤ s},

where

dxi|p(
∂

∂xj
|p) = δi

j and d
ǫixi|p(

∂ǫi

∂xj
|p) = δi

j

for ǫi ∈ {+,−}, 1 ≤ i ≤ n.

§3. Pseudo-Manifold Geometries

Here we introduce Minkowski norms on these pseudo-manifolds (Mn,Aω).
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Definition 3.1 A Minkowski norm on a vector space V is a function F : V → R such that

(1) F is smooth on V \{0} and F (v) ≥ 0 for ∀v ∈ V ;

(2) F is 1-homogenous, i.e., F (λv) = λF (v) for ∀λ > 0;

(3) for all y ∈ V \{0}, the symmetric bilinear form gy : V × V → R with

gy(u, v) =
∑

i,j

∂2F (y)

∂yi∂yj

is positive definite for u, v ∈ V .

Denote by TMn =
⋃

p∈(Mn,Aω)

TpM
n.

Definition 3.2 A pseudo-manifold geometry is a pseudo-manifold (Mn,Aω) endowed with a

Minkowski norm F on TMn.

Then we get the following result.

Theorem 3.1 There are pseudo-manifold geometries.

Proof Consider an eucildean 2n-dimensional space R2n. Then there exists a Minkowski

norm F (x) = |x| at least. According to Theorem 2.4, TpM
n is Rs+2(n−s) if ω(p) has s euclidean

directions along e1, e2, · · · , en. Whence there are Minkowski norms on each chart of a point in

(Mn,Aω).

Since (Mn,A) has finite cover {(Uα, ϕα)|α ∈ I}, where I is a finite index set, by the

decomposition theorem for unit, we know that there are smooth functions hα, α ∈ I such that

∑

α∈I

hα = 1 with 0 ≤ hα ≤ 1.

Choose a Minkowski norm Fα on each chart (Uα, ϕα). Define

Fα =





hαFα, if p ∈ Uα,

0, if p 6∈ Uα

for ∀p ∈ (Mn, ϕω). Now let

F =
∑

α∈I

Fα.

Then F is a Minkowski norm on TMn since it satisfies all of these conditions (1) − (3) in

Definition 3.1. �

Although the dimension of each tangent vector space maybe different, we can also introduce

principal fiber bundles and connections on pseudo-manifolds.

Definition 3.3 A principal fiber bundle (PFB) consists of a pseudo-manifold (P,Aω
1 ), a projec-

tion π : (P,Aω
1 )→ (M,Aπ(ω)

0 ), a base pseudo-manifold (M,Aπ(ω)
0 ) and a Lie group G, denoted

by (P,M, ωπ , G) such that (1), (2) and (3) following hold.
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(1) There is a right freely action of G on (P,Aω
1 ), i.e., for ∀g ∈ G, there is a diffeomorphism

Rg : (P,Aω
1 )→ (P,Aω

1 ) with Rg(p
ω) = pωg for ∀p ∈ (P,Aω

1 ) such that pω(g1g2) = (pωg1)g2 for

∀p ∈ (P,Aω
1 ), ∀g1, g2 ∈ G and pωe = pω for some p ∈ (Pn,Aω

1 ), e ∈ G if and only if e is the

identity element of G.

(2) The map π : (P,Aω
1 )→ (M,Aπ(ω)

0 ) is onto with π−1(π(p)) = {pg|g ∈ G}, πω1 = ω0π,

and regular on spatial directions of p, i.e., if the spatial directions of p are (ω1, ω2, · · · , ωn),

then ωi and π(ωi) are both elliptic, or euclidean, or hyperbolic and |π−1(π(ωi))| is a constant

number independent of p for any integer i, 1 ≤ i ≤ n.
(3) For ∀x ∈ (M,Aπ(ω)

0 ) there is an open set U with x ∈ U and a diffeomorphism T
π(ω)
u :

(π)−1(Uπ(ω)) → Uπ(ω) × G of the form Tu(p) = (π(pω), su(pω)), where su : π−1(Uπ(ω)) → G

has the property su(pωg) = su(pω)g for ∀g ∈ G, p ∈ π−1(U).

We know the following result for principal fiber bundles of pseudo-manifolds.

Theorem 3.2 Let (P,M, ωπ , G) be a PFB. Then

(P,M, ωπ, G) = (P,M, π,G)

if and only if all points in pseudo-manifolds (P,Aω
1 ) are euclidean.

Proof For ∀p ∈ (P,Aω
1 ), let (Up, ϕp) be a chart at p. Notice that ωπ = π if and only if

ϕω
p = ϕp for ∀p ∈ (P,Aω

1 ). According to Theorem 2.1, by definition this is equivalent to that

all points in (P,Aω
1 ) are euclidean. �

Definition 3.4 Let (P,M, ωπ , G) be a PFB with dimG = r. A subspace family H = {Hp|p ∈
(P,Aω

1 ), dimHp = dimTπ(p)M} of TP is called a connection if conditions (1) and (2) following

hold.

(1) For ∀p ∈ (P,Aω
1 ), there is a decomposition

TpP = Hp

⊕
Vp

and the restriction π∗|Hp
: Hp → Tπ(p)M is a linear isomorphism.

(2) H is invariant under the right action of G, i.e., for p ∈ (P,Aω
1 ), ∀g ∈ G,

(Rg)∗p(Hp) = Hpg.

Similar to Theorem 3.2, the conception of connection introduced in Definition 3.4 is more

general than the popular connection on principal fiber bundles.

Theorem 3.3(dimensional formula) Let (P,M, ωπ , G) be a PFB with a connection H. For

∀p ∈ (P,Aω
1 ), if the number of euclidean directions of p is λP (p), then

dimVp =
(dimP − dimM)(2dimP − λP (p))

dimP
.
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Proof Assume these euclidean directions of the point p being e1, e2, · · · , eλP (p). By defi-

nition π is regular, we know that π(e1), π(e2), · · · , π(eλP (p)) are also euclidean in (M,Aπ(ω)
1 ).

Now since

π−1(π(e1)) = π−1(π(e2)) = · · · = π−1(π(eλP (p))) = µ = constant,

we get that λP (p) = µλM , where λM denotes the correspondent euclidean directions in (M,Aπ(ω)
1 ).

Similarly, consider all directions of the point p, we also get that dimP = µdimM . Thereafter

λM =
dimM

dimP
λP (p). (3.1)

Now by Definition 3.4, TpP = Hp

⊕
Vp, i.e.,

dimTpP = dimHp + dimVp. (3.2)

Since π∗|Hp
: Hp → Tπ(p)M is a linear isomorphism, we know that dimHp = dimTπ(p)M .

According to Theorem 2.4, we have formulae

dimTpP = 2dimP − λP (p)

and

dimTπ(p)M = 2dimM − λM = 2dimM − dimM

dimP
λP (p).

Now replacing all these formulae into (3.2), we get that

2dimP − λP (p) = 2dimM − dimM

dimP
λP (p) + dimVp.

That is,

dimVp =
(dimP − dimM)(2dimP − λP (p))

dimP
. �

We immediately get the following consequence by Theorem 3.3.

Corollary 3.1 Let (P,M, ωπ , G) be a PFB with a connection H. Then for ∀p ∈ (P,Aω
1 ),

dimVp = dimP − dimM

if and only if the point p is euclidean.

Now we consider conclusions included in Smarandache geometries, particularly in pseudo-

manifold geometries.

Theorem 3.4 A pseudo-manifold geometry (Mn, ϕω) with a Minkowski norm on TMn is a

Finsler geometry if and only if all points of (Mn, ϕω) are euclidean.
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Proof According to Theorem 2.1, ϕω
p = ϕp for ∀p ∈ (Mn, ϕω) if and only if p is eucildean.

Whence, by definition (Mn, ϕω) is a Finsler geometry if and only if all points of (Mn, ϕω) are

euclidean. �

Corollary 3.1 There are inclusions among Smarandache geometries, Finsler geometry, Rie-

mann geometry and Weyl geometry following

{Smarandache geometries} ⊃ {pseudo−manifold geometries}
⊃ {Finsler geometry} ⊃ {Riemann geometry}
⊃ {Weyl geometry}.

Proof The first and second inclusions are implied in Theorems 2.1 and 3.3. Other inclusions

are known in a textbook, such as [4]− [5]. �

Now we consider complex manifolds. Let zi = xi +
√
−1yi. In fact, any complex manifold

Mn
c is equal to a smooth real manifold M2n with a natural base { ∂

∂xi ,
∂

∂yi } for TpM
n
c at each

point p ∈ Mn
c . Define a Hermite manifold Mn

c to be a manifold Mn
c endowed with a Hermite

inner product h(p) on the tangent space (TpM
n
c , J) for ∀p ∈Mn

c , where J is a mapping defined

by

J(
∂

∂xi
|p) =

∂

∂yi
|p, J(

∂

∂yi
|p) = − ∂

∂xi
|p

at each point p ∈Mn
c for any integer i, 1 ≤ i ≤ n. Now let

h(p) = g(p) +
√
−1κ(p), p ∈Mm

c .

Then a Kähler manifold is defined to be a Hermite manifold (Mn
c , h) with a closed κ satisfying

κ(X,Y ) = g(X, JY ), ∀X,Y ∈ TpM
n
c , ∀p ∈Mn

c .

Similar to Theorem 3.3 for real manifolds, we know the next result.

Theorem 3.5 A pseudo-manifold geometry (Mn
c , ϕ

ω) with a Minkowski norm on TMn is a

Kähler geometry if and only if F is a Hermite inner product on Mn
c with all points of (Mn, ϕω)

being euclidean.

Proof Notice that a complex manifold Mn
c is equal to a real manifold M2n. Similar to the

proof of Theorem 3.3, we get the claim. �

As a immediately consequence, we get the following inclusions in Smarandache geometries.

Corollary 3.2 There are inclusions among Smarandache geometries, pseudo-manifold geometry

and Kähler geometry following

{Smarandache geometries} ⊃ {pseudo−manifold geometries}
⊃ {Kähler geometry}.
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§4. Further Discussions

Undoubtedly, there are many and many open problems and research trends in pseudo-manifold

geometries. Further research these new trends and solving these open problems will enrich one’s

knowledge in sciences.

Firstly, we need to get these counterpart in pseudo-manifold geometries for some important

results in Finsler geometry or Riemann geometry.

4.1. Stokes Theorem Let (Mn,A) be a smoothly oriented manifold with the T2 axiom hold.

Then for ∀̟ ∈ An−1
0 (Mn),

∫

Mn

d̟ =

∫

∂Mn

̟.

This is the well-known Stokes formula in Riemann geometry. If we replace (Mn,A) by (Mn,Aω),

what will happens? Answer this question needs to solve problems following.

(1) Establish an integral theory on pseudo-manifolds.

(2) Find conditions such that the Stokes formula hold for pseudo-manifolds.

4.2. Gauss-Bonnet Theorem Let S be an orientable compact surface. Then

∫ ∫

S

Kdσ = 2πχ(S),

where K and χ(S) are the Gauss curvature and Euler characteristic of S This formula is

the well-known Gauss-Bonnet formula in differential geometry on surfaces. Then what is its

counterpart in pseudo-manifold geometries? This need us to solve problems following.

(1) Find a suitable definition for curvatures in pseudo-manifold geometries.

(2) Find generalizations of the Gauss-Bonnect formula for pseudo-manifold geometries,

particularly, for pseudo-surfaces.

For a oriently compact Riemann manifold (M2p, g), let

Ω =
(−1)p

22pπpp!

∑

i1,i2,··· ,i2p

δ
i1,··· ,i2p

1,··· ,2p Ωi1i2 ∧ · · · ∧ Ωi2p−1i2p
,

where Ωij is the curvature form under the natural chart {ei} of M2p and

δ
i1,··· ,i2p

1,··· ,2p =





1, if permutation i1 · · · i2p is even,

−1, if permutation i1 · · · i2p is odd,

0, otherwise.

Chern proved that[4]−[5]

∫

M2p

Ω = χ(M2p).

Certainly, these new kind of global formulae for pseudo-manifold geometries are valuable to

find.
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4.3. Gauge Fields Physicists have established a gauge theory on principal fiber bundles

of Riemannian manifolds, which can be used to unite gauge fields with gravitation. Similar

consideration for pseudo-manifold geometries will induce new gauge theory, which enables us

to asking problems following.

Establish a gauge theory on those of pseudo-manifold geometries with some additional con-

ditions.

(1) Find these conditions such that we can establish a gauge theory on a pseudo-manifold

geometry.

(2) Find the Yang-Mills equation in a gauge theory on a pseudo-manifold geometry.

(2) Unify these gauge fields and gravitation.
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Abstract: In this paper, we study the minimum cycle base of the planar graphs obtained

from two 2-connected planar graphs by identifying an edge (or a cycle) of one graph with the

corresponding edge (or cycle) of another, related with map geometries, i.e., Smarandache

2-dimensional manifolds. Also, we give a formula for calculating the length of minimum

cycle base of a planar graph N(d, λ) defined in paper [11].

Key Words: graph, planar graph, cycle space, minimum cycle base.
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§1. Introduction

Throughout this paper we consider simple and undirected graphs. The cardinality of a set A

is |A|. Let’s begin with some terminologies and some facts about cycle bases of graphs. Let

G(V,E) be a 2-connected graph with vertex set V and edge set E. The set E of all subsets of E

forms an |E|-dimensional vector space overGF (2) with vector additionX⊕Y = (X∪Y )\(X∩Y )

and scalar multiplication 1 •X = X, 0 •X = ∅ for all X,Y ∈ E . A cycle is a connected graph

whose any vertex degree is 2. The set C of all cycles of G forms a subspace of (E ,⊕, •) which is

called the cycle space of G. The dimension of the cycle space C is the Betti number of G, say

β(G), which is equal to |E(G)| − |V (G)|+ 1. A base B of the cycle space of G is called a cycle

base of G.

The length |C| of a cycle C is the number of its edges. The length l(B) of a cycle base B
is the sum of lengths of all its cycles. A minimum cycle base (or MCB in short) is a cycle base

with minimal length. A graph may has many minimum cycle bases, but every two minimum

cycle bases have the same length.

Let G be a 2-connected planar graph embedded in the plane. G has |E(G)| − |V (G)| + 2

faces by Euler formula. There is exactly one face of G being unbounded which is called the

1Received July 8, 2007. Accepted August 18, 2007
2Supported by NNSF of China under the granted NO.10671073 and NSF of Jiangsu’s universities under the

granted NO.07KJB110090
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exterior of G. All faces but the exterior of G are called interior faces of G. Each interior face

of G has a cycle as its boundary which is called an interior facial cycle. Also, the cycle of G

being incident with the exterior of G is called the exterior facial cycle.

We know that if G is a 2-connected planar graph embedded in the plane, then any set of

|E(G)| − |V (G)| + 1 facial cycles forms a cycle base of G. For a 2-connected planar graph, we

ask whether there is a minimum cycle base such that each cycle is a facial cycle. The answer

isn’t confirmed. The counterexample is easy to be constructed by Lemma 1.1. Need to say

that Lemma 1.1 is a special case of Theorem A in the reference [10] which is deduced by Hall

Theorem.

Lemma 1.1 Let B be a cycle base of a 2-connected graph G. Then B is a minimum cycle

base of G if and only if for any cycle C of G and cycle B in B, if B ∈ Int(C), then |C| ≥ |B|,
where Int (C) denotes the set of cycles in B which generate C.

For some special 2-connected planar graph, there exist a minimum cycle base such that

each cycle is a facial cycle. For example, Halin graph and outerplanar graph are such graphs.

A Halin graph H(T ) consists of a tree T embedded in the plane without subdivision of an edge

together with the additional edges joining the 1-valent vertices consecutively in their order in

the planar embedding. It is clear that a Halin graphs is a 3-connected planar graph. The

exterior facial cycle is called leaf-cycle.

Lemma 1.2[9,12] Let H(T ) be a Halin graph embedded in the plane such that the leaf-cycle

is the exterior facial cycle. Let F denote the set of interior facial cycles of H(T ). Then F is a

minimum cycle base of H(T ).

A planar graph G is outerplanar if it can be embedded in the plane such that all vertices

lie on the exterior facial cycle C.

Lemma 1.3[6,9] Let G(V,E) be a 2-connected outerplanar graph embedded in the plane with

C as its exterior facial cycle. Let F be the set of interior facial cycles. Then F is the minimum

cycle base of G, and l(F) = 2|E| − |V |.

Apart from the above mentioned minimum cycle bases of a Halin graph and an outerplanar

graph, many peoples researched minimum cycle bases of graphs. H. Ren et al. [9] not only gave

a sufficient and necessary condition for minimum cycle base of a 2-connected planar graph, but

also studied minimum cycle bases of graphs embedded in non-spherical surfaces and presented

formulae for length of minimum cycle bases of some graphs such as the generalized Petersen

graphs, the circulant graphs, etc. W.Imrich et al. [4] studied the minimum cycle bases for

the cartesian and strong product of two graphs. P.Vismara [13] discussed the union of all the

minimum cycle bases of a graph. What about the minimum cycle base of the graph obtained

from two 2-connected planar graphs by identifying some corresponding edges? This problem

is related with map geometries, i.e., Smarandache 2-dimensional manifolds (see [8] for details).

We will consider it in this paper.
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§2. MCB of graphs obtained by identifying an edge of planar graphs

Let G1 and G2 be two graphs and Pi be a path (or a cycle) in Gi for i = 1, 2. Suppose the

length of P1 is same as that of P2. By identifying P1 with P2, we mean that the vertices of P1

are identified with the corresponding vertices of P2 and the multiedges are deleted.

Theorem 2.1 Let G1 and G2 be two 2-connected planar graphs embedded in the plane. Let

ei be an edge in E(Gi) such that ei is in the exterior facial cycle of Gi for i = 1, 2. Let G be

the graph obtained from G1 and G2 by identifying e1 and e2 such that G2 is in the exterior of

G1. If the set of interior facial cycles of Gi, say Fi, is a minimum cycle base of Gi for i = 1, 2,

then F1 ∪ F2 is a minimum cycle base of G.

Proof Obviously, the graph G is a 2-connected planar graph and each cycle of F1 ∪F2 is

a facial cycle of G. Since |E(G)| = |E(G1)|+ |E(G2)|−1 and |V (G)| = |V (G1)|+ |V (G2)|−2, G

has |E(G)|−|V (G)|+2 = (|E(G1)|−|V (G1)|+1)+(|E(G2)|−|V (G2)|+1)+1 = |F1|+ |F2|+1

faces. So |F| = |F1|+ |F2| = |E(G)| − |V (G)|+ 1, and F is a cycle base of G.

Now we prove that F is a minimum cycle base of G. Suppose F is a cycle of G and

F = f1 ⊕ f2 ⊕ · · · ⊕ fq, where fj ∈ F for j = 1, 2, · · · , q. By Lemma 1.1, We need to prove

|F | ≥ |fj| for j = 1, 2, · · · , q.

If E(F ) ⊂ E(G1) (or E(G2)), then fj is in F1 (or F2) for j = 1, 2, · · · , q. By the fact that

Fi is a minimum cycle base of Gi for i = 1, 2 and Lemma 1.1, |F | ≥ |fj| for j = 1, 2, · · · , q.

Let e be the edge of G obtained by e1 identified with e2. Suppose e = {uv}. If edges of

F aren’t in G1 entirely, then F must pass through u and v. So e ∪ F can be partitioned into

two cycles, say F1 and F2. Suppose E(Fi) ⊂ E(Gi) for i = 1, 2. Then |F | > |Fi| for i = 1, 2.

Suppose F1 = f1 ⊕ f2 ⊕ · · · ⊕ fp and F2 = fp+1 ⊕ fp+2 ⊕ · · · ⊕ fq. By the fact that Fi is a

minimum cycle base of Gi for i = 1, 2 and Lemma 1.1, |F | > |F1| ≥ |fi| for i = 1, 2, · · · , p and

|F | > |F2| ≥ |fi| for i = p+ 1, p+ 2, · · · , q.

Thus we complete the proof. �

Applying Theorem 2.1 and the induction principle, it is easy to prove the following con-

clusion.

Corollary 2.1 Let G1, G2, · · · , Gk be k(k ≥ 3) 2-connected planar graphs embedded in the

plane. Let ei be an edge in E(Gi) such that ei is in the exterior facial cycle of Gi for i =

1, 2, · · · , k. Let G′
1 be the graph obtained from G1 and G2 by identifying e1 with e2 such that

G2 is in the exterior of G1, Let G′
2 be the graph obtained from G′

1 and G3 by identifying e3 with

some edge in the exterior face of G′
1 such that G3 is in the exterior of G′

1, and so on. Let G be

the last obtained graph in the above process. If the set of interior facial cycles of Gi, say Fi, is

a minimum cycle base of Gi for i = 1, 2, · · · , k, then ∪k
i=1Fi is a minimum cycle base of G.
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Remark: In Theorem 2.1, if e1 is replaced by a path with length at least two and e2 by the

corresponding path, then the conclusion of the theorem doesn’t hold. We consider the graph

H shown in Fig.2.1, where H is obtained from H1 and H2 by identified P1 = u1u2u3u4 with

P2 = v1v2v3v4. For the graph H , let C = x1x2x3x4x1 and D = x1yx4x1. Since |C| > |D|, the

set of interior facial cycle of H isn’t its minimum cycle base by Lemma 1.1.

Furthermore, if e1 is replaced by a cycle and e2 by the corresponding cycle in Theorem

2.1, then the conclusion of Theorem isn’t true. The counterexample is easy to construct, which

is left to readers. But if G1 is a special planar graph, similar results to Theorem 2.1 will be

shown in the next section.

§3. MCB of graphs obtained by identifying a cycle of planar graphs

An r× s cylinder is the graph with r radial lines and s cycles, where r ≥ 0, s > 0. A 4× 3

cylinder is shown in Fig.3.1. The innermost cycle is called the central cycle. r× s cylinder take

an important role in discussion of the minor of planar graph with sufficiently large tree-width

in paper[10].

&%
'$u u uu u u

uu
u

u

u

u
Fig.3.1

Theorem 3.1 Let G1 be an r × s(r ≥ 4) cylinder embedded in the plane such that C is its

central cycle. Let G2 be a planar graph embedded in the plane such that the exterior facial

cycle D has the same vertices as that of C. Let G be the graph obtained from G1 and G2 by

identifying C and D such that G2 is in the interior of G1. If the set of interior facial cycles of

G2, say F2, is its a minimum cycle base, then the set of interior facial cycles of G, say F , is

a minimum cycle base of G.
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Proof At first, F is a cycle base of G. We need prove F is minimal.

Let F1 = F\F2. Obviously, each element of F1 has length 4. Suppose F is a cycle of

G and F = f1 ⊕ f2 ⊕ · · · ⊕ fq, where fj ∈ F for j = 1, 2, · · · , q. If we prove |F | ≥ |fj| for

j = 1, 2, · · · , q, then F is a minimum cycle base of G by Lemma 1.1.

Let R be the open region bounded by F , and R′ be the open region bounded by C (or D)

of G1 (or G2). We consider the following four cases.

Case 1 R′ ∩R = ∅.

Then F is a cycle of G1 and F is generated by F1 . Since the girth of G1 is 4, |F | ≥ |fj | = 4

for j = 1, 2, · · · , q.

Case 2 R′ ⊂ R.

Then |F | ≥ |C| ≥ 4, because the number of radial lines which F crosses can’t be less than

the number of vertices of C. For a fixed fj , if it is in the interior of C then |fj | ≤ |C| ≤ |F |
by Lemma 1.1, because F2 is a minimum cycle base of G2. If fj is in the exterior of C, then

|fj | = 4. So |fi| ≤ |F | for j = 1, 2, · · · , q.

Case 3 R ⊂ R′.

Then F is a cycle of G2. By Lemma 1.1, |F | ≥ |fj| for j = 1, 2, · · · , q.

Case 4 R′ ∩R 6= ∅ and R′ is not in the interior of R.

Then F must has at least one edge in E(G2)\E(C) and at least three edges in E(G1). So

|F | ≥ 4. No loss of generality, suppose f1, f2, · · · , fp are cycles of {f1, f2, · · · , fq} that are in

the exterior of C. Since |fj| = 4, |F | ≥ |fj | for j = 1, 2, · · · , p.
Next we prove |F | ≥ |fj | for j = p+ 1, p+ 2, · · · , q, where fj is in the interior of C.

u
u u u u u u

uuu
uR1 R2

Ri

vi

ui
Qi

1 Qi
2

Pi

y

x

Fig. 3.2

Let R” = R\ (R′∩R). R” may be the union of several regions. Let R” = R1∪R2∪· · ·∪Rl

satisfying the condition that Ri ∩ Rj is empty or a point for i 6= j, 1 ≤ i, j ≤ l. Let Bi be the

boundary of Ri for i = 1, 2, · · · , l. Then Bi is a cycle in the exterior of C. For a fixed Bi, there

may be many vertices of Bi in V (F ) ∩ V (C), which can be found in Fig.3.2. We select two

vertices ui and vi of Bi satisfying the following conditions:
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(1) ui and vi are in C;

(2) there is a path of Bi, say Pi, such that its endvertices are ui and vi and Pi is in the

exterior of C;

(3) if Mi is the path of Bi deleted E(Pi), and if M ′
i is the path of C such that its

endvertices are ui and vi and M ′
i is internally disjoint from Bi, then Mi is in the interior of the

cycle which is the union of M ′
i and Pi.

Note that Mi may contains many disjoint paths of C, suppose they are Qi
1, Q

i
2, · · · , Qi

t.

Let x, y be two vertices in Pi, which are adjacent to ui, vi respectively.

Obviously, x, y are in G1. Let P ′
i be the subpath of Pi between x and y. Considering the

number of radial lines (including radial line x, y lie on) which P ′
i crosses is not less than the

number of vertices of ∪t
j=1Q

i
j , |Pi| > |P ′

i | ≥
∑t

j=1 |Qi
j |.

Since R′ ∩R may be the union of some regions, we suppose R′ ∩R = D1 ∪D2 ∪ · · · ∪Ds.

Let A1, A2, · · · , As be boundaries of D1, D2, · · · , Ds respectively. For a fixed Ai, its edges may

be partitioned into two groups, one containing edges of F , denoted as AF
i , another containing

edges of C, denoted as AC
i . Then

∑s

i=1
|Ai| =

∑s

i=1
|AF

i |+
∑s

i=1
|AC

i |

=
∑s

i=1
|AF

i |+
∑l

i=1

∑t

j=1
|Qi

j |

<
∑s

i=1
|AF

i |+
∑s

i=1
|Pi|

< |F |

Hence |F | > |Ai| for i = 1, 2, · · · , s. Since any Ai is a cycle of G2 and F1 is a minimum

cycle base of G2, |Ai| ≥ |fj | for j = i1, i2, · · · , in, by lemma 2.1, where {i1, i2, · · · , in} ⊂
{p+ 1, p+ 2, · · · , q}. Hence, |F | > |fp+j | for i = 1, 2, · · · , q − p.

By the previous discussion and Lemma 1.1, F is a minimum cycle base of G. �

Since the minimum cycle base of a cycle is itself, a minimum cycle base of an r× s(r ≥ 4)

cylinder embedded in the plane is the set of its interior facial cycles by Theorem 3.1, and the

length of its MCB is r + 4r(s− 1) = r(4s− 3).

By Lemmas 1.2, 1.3 and Theorem 3.1. we get two corollaries following.

Corollary 3.1 Assume an r × s(r ≥ 4) cylinder, a Halin graph H(T ) are embedded in the

plane with C the central cycle and C′ the leaf-cycle of H(T ) containing the same vertices as C,

respectively. Let G be the graph obtained from the r × s cylinder and H(T ) by identifying C

and C′ such that H(T ) is in the interior of the r × s cylinder. Then a minimum cycle base of

G is the set of interior facial cycles of G.

Corollary 3.2 Assume an r×s(r ≥ 4) cylinder, a 2-connected outplanar graph H be embedded

in the plane with C the central cycle and C′ the exterior facial cycle containing same vertices

as C of H containing the same vertices as C, respectively. Let G be the graph obtained from the

r×s cylinder and H by identifying C and C′ such that H is in the interior of the r×s cylinder.

Then a minimum cycle base of G is the set of interior facial cycles of G. Furthermore, the

length of a MCB of G is r(4s− 5) + 2|E(H)| .
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Proof Let F be the set of interior facial cycles of G. By Theorem 3.1, F is a minimum

cycle base of G. F can be partitioned into two groups F1 and F2, where F1 is the set of

interior facial cycles of H and F2 the set of 4-cycles. Then the length of a MCB of G is

l(F) = l(F1) + l(F2) = 4r(s− 1) + 2|E(H)| − |V (H)| = (4s− 5)r + 2|E(H)|. �

As application of Corollary 3.1, we find a formula for the length of minimum cycle base of

a planar graph N(d, λ), which can be found in paper[10].

When λ ≥ 1 is an integer, the graph Yλ is tree as shown in Fig.3.3. Thus Yλ has 3× 2λ−1

1-valent vertices and Yλ has 3× 2λ− 2 vertices. If 1-valent vertices of Yλ are connected in their

order in the planar embedding, we obtain a special Halin graph, denoted by H(λ).

Suppose a (3 × 2λ−1) × d cylinder is embedded in the plane such that its central cycle C

has 3×2λ−1 vertices. The graph obtained from (3×2λ−1)×d cylinder and H(λ) with leaf-cycle

C′ containing 3 × 2λ−1 vertices by identifying C and C′ such that H(λ) is in the interior of

(3 × 2λ−1) × d cylinder is denoted as N(d, λ). N. Roberterson and P.D. Seymour[10] proved

that for all d ≥ 1, λ ≥ 1 the graph N(d, λ) has tree-width ≤ 3d+ 1.
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Theorem 3.2 The length of minimum cycle base of N(d, λ)(λ ≥ 2) is 3(d− 1)× 2λ+1 + 9×
2λ − 3× 2λ−1 − 6.

Proof Let F be the set of interior facial cycles of N(d, λ). Then F is a minimum cycle

base of N(d, λ) by Corollary 3.1.

Let F1 be a subset of F which is the set of interior facial cycles of N(1, λ) (a Halin graph).

Then F1 consists of 3 (2λ+1)-cycles and 3×2j (2λ−2j−1)-cycles for j = 0, 1, 2, · · · , λ−2.

Let F2 = F \ F1. Then each cycle of F2 has length 4. Since the leaf-cycle of N(1, λ) has

3× 2λ−1 vertices, there are 3(d− 1)× 2λ−1 4-cycles in F2 all together. The length of F is

l(F) =
∑λ−2

j=0
3× 2j−1(2λ− 2j − 1) + 3(2λ+ 1) + 4× 3(d− 1)× 2λ−1

= 3[
∑λ−2

j=0
λ2j+1 − 2

∑λ−2

j=0
j2j −

∑λ−2

j=0
2j ] + (6λ+ 3) + 3(d− 1)× 2λ+1

= 3[(λ2λ − 2λ)− 2(λ− 3)2λ−1 − 4− 2λ−1 + 1]

+ (6λ+ 3) + 3(d− 1)× 2λ+1

= 3(d− 1)× 2λ+1 + 9× 2λ − 3× 2λ−1 − 6

Hence, the length of minimum cycle base ofN(d, λ) is 3(d−1)×2λ+1+9×2λ−3×2λ−1−6.�



66 Dengju Ma and Han Ren

Reference

[1] Bondy J.A. and Murty U.S.R., Graph Theory with Application, Macmillan, London, Else-

vier, New York, 1976.

[2] Downs G.M., Gillet V.J., Holliday J.D. and Lynch M.F., Review of ring perception algo-

rithms for chemical graph, J. Chem.Inf.Comput.Sci.,29: 172-187,1989.

[3] Horton J.D., A polynomial-time algorithm to find the shortest cycle base of a graph,

SIAM.J.Comput., 1987, 16: 359-366.

[4] Imrich W. and Stadler P.F., Minimum Cycle Bases of Product Graphs, Australasian J.

Comb., 26:233-244(2002).

[5] Mohar B. and Thomassen C., Graphs on Surfaces, Johns Hopkins University Press, 2001.

[6] Leydold J. and Stadler P.F., Minimum cycle bases of outerplanar graphs, Electronic J.

Combin., 5 # R16 (1998):1-14.

[7] Liu G.Z., On the connectivities of tree graphs, J. Graph Theory, 1988, 12: 453-459.

[8] L.F.Mao, On Automorphisms groups of Maps, Surfaces and Smarandache geometries, Si-

entia Magna, Vol.1(2005), No.2, 55-73.

[9] Ren H., Liu Y.P., Ma D.J. and Lu J.J., Generating cycle spaces for graphs on surfaces with

small genera, J. European of Combin., 2004, 25: 1087-1105.

[10] Ren H. and Deng M., Short cycle structures for graphs on surfaces and an open problem

of Mohar and Thomassen, Science in China: Series A math., 2006 Vol.49 No.2:212-224.

[11] Robertson N. and Seymour P.D., Graph minor. III. Planar tree-width, J. Combinatorial

Theory, Series B 36 (1984): 49-64.

[12] Stadler P.F., Minimum cycle bases of Halin graphs, J. Graph Theory, 2003, 43:150-155

[13] Vismara P., Union of all the minimum cycle bases of a graph, Electronic J. Combin., 4

#R9 (1997):1-15.



International J.Math. Combin. Vol.1 (2007), No.1, 67-86

A Combinatorially

Generalized Stokes Theorem on Integrations

Linfan Mao

(Chinese Academy of Mathematics and System Science, Beijing 100080, P.R.China)

E-mail: maolinfan@163.com

Abstract: As an immediately application of Smarandache multi-spaces, a combinatorial

manifold fM with a given integer m ≥ 1 is defined to be a geometrical object fM such that for

∀p ∈ fM , there is a local chart (Up, ϕp) enable ϕp : Up → Bni1
S

Bni2
S

· · ·
S

B
nis(p) with

Bni1
T

Bni2
T

· · ·
T

B
nis(p) 6= ∅, where B

nij is an nij -ball for integers 1 ≤ j ≤ s(p) ≤ m.

Integral theory on these smoothly combinatorial manifolds are introduced. Some classical

results, such as those of Stokes’ theorem and Gauss’ theorem are generalized to smoothly

combinatorial manifolds. By a relation of smoothly combinatorial manifolds with vertex-

edge labeled graphs, counterparts of these conception and results are also established on

graphs in this paper.

Key Words: combinatorial manifold, integration, Stokes’ theorem, Gauss’ theorem,

vertex-edge labeled graph.

AMS(2000): 51M15, 53B15, 53B40, 57N16

§1. Introduction

As a localized Euclidean space, an n-manifold Mn is a Hausdorff space Mn, i.e., a space

that satisfies the T2 separation axiom such that for ∀p ∈ Mn, there is an open neighborhood

Up, p ∈ Up ⊂ Mn and a homeomorphism ϕp : Up → Rn. These manifolds, particularly, differ-

ential manifolds are very important to modern geometries and mechanics. As an immediately

application of Smarandache multi-spaces ([8]), also the application of the combinatorial spec-

ulation for classical mathematics, i.e. mathematics can be reconstructed from or turned into

combinatorialization([3]), combinatorial manifolds were introduced in [4], which are the gen-

eralization of classical manifolds and can be also endowed with a topological or differential

structure as geometrical objects.

Now for an integer s ≥ 1, let n1, n2, · · · , ns be an integer sequence with 0 < n1 < n2 <

· · · < ns. Choose s open unit balls Bn1
1 , Bn2

2 , · · · , Bns
s , where

s⋂
i=1

Bni

i 6= ∅ in Rn1+n2+···ns . A

unit open combinatorial ball of degree s is a union

B̃(n1, n2, · · · , ns) =

s⋃

i=1

Bni

i .

1Received June 5, 2007. Accepted August 15, 2007
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Then a combinatorial manifold M̃ is defined in the next.

Definition 1.1 For a given integer sequence n1, n2, · · · , nm,m ≥ 1 with 0 < n1 < n2 < · · · <
nm, a combinatorial manifold M̃ is a Hausdorff space such that for any point p ∈ M̃ , there is

a local chart (Up, ϕp) of p, i.e., an open neighborhood Up of p in M̃ and a homoeomorphism

ϕp : Up → B̃(n1(p), n2(p), · · · , ns(p)(p)) with {n1(p), n2(p), · · · , ns(p)(p)} ⊆ {n1, n2, · · · , nm}
and

⋃
p∈fM{n1(p), n2(p), · · · , ns(p)(p)} = {n1, n2, · · · , nm}, denoted by M̃(n1, n2, · · · , nm) or M̃

on the context and

Ã = {(Up, ϕp)|p ∈ M̃(n1, n2, · · · , nm))}

an atlas on M̃(n1, n2, · · · , nm). The maximum value of s(p) and the dimension ŝ(p) of
s(p)⋂
i=1

Bni

i

are called the dimension and the intersectional dimensional of M̃(n1, n2, · · · , nm) at the point

p, denoted by d(p) and d̂(p), respectively.

A combinatorial manifold M̃ is called finite if it is just combined by finite manifolds with-

out one manifold is contained in the union of others, is called smooth if it is finite endowed

with a C∞ differential structure. For a smoothly combinatorial manifold M̃ and a point

p ∈ M̃ , it has been shown in [4] that dimTpM̃(n1, n2, · · · , nm) = ŝ(p) +
s(p)∑
i=1

(ni − ŝ(p)) and

dimT ∗
p M̃(n1, n2, · · · , nm) = ŝ(p) +

s(p)∑
i=1

(ni − ŝ(p)) with a basis

{ ∂

∂xhj
|p|1 ≤ j ≤ ŝ(p)}

⋃
(

s(p)⋃

i=1

ni⋃

j=bs(p)+1

{ ∂

∂xij
|p | 1 ≤ j ≤ s})

or

{dxhj |p|}1 ≤ j ≤ ŝ(p)}
⋃

(

s(p)⋃

i=1

ni⋃

j=bs(p)+1

{dxij |p | 1 ≤ j ≤ s}

for a given integer h, 1 ≤ h ≤ s(p). Denoted all k-forms of M̃(n1, n2, · · · , nm) by Λk(M̃) and

Λ(M̃) =
bs(p)+

Ps(p)
i=1 (ni−bs(p))⊕
k=0

Λk(M̃), then there is a unique exterior differentiation d̃ : Λ(M̃) →

Λ(M̃) such that for any integer k ≥ 1, d̃(Λk) ⊂ Λk+1(M̃) with conditions following hold similar

to the classical tensor analysis([1]).

(i) d̃ is linear, i.e., for ∀ϕ, ψ ∈ Λ(M̃), λ ∈ R,

d̃(ϕ+ λψ) = d̃ϕ ∧ ψ + λd̃ψ

and for ϕ ∈ Λk(M̃), ψ ∈ Λ(M̃),

d̃(ϕ ∧ ψ) = d̃ϕ+ (−1)kϕ ∧ d̃ψ.

(ii) For f ∈ Λ0(M̃), d̃f is the differentiation of f .
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(iii) d̃2 = d̃ · d̃ = 0.

(iv) d̃ is a local operator, i.e., if U ⊂ V ⊂ M̃ are open sets and α ∈ Λk(V ), then d̃(α|U ) =

(d̃α)|U .

Therefore, smoothly combinatorial manifolds poss a local structure analogous smoothly

manifolds. But notes that this local structure maybe different for neighborhoods of different

points. Whence, geometries on combinatorial manifolds are Smarandache geometries([6]-[8]).

There are two well-known theorems in classical tensor analysis, i.e., Stokes’ and Gauss’

theorems for the integration of differential n-forms on an n-manifold M , which enables us

knowing that

∫

M

dω =

∫

∂M

ω

for a ω ∈ Λn−1(M) with compact supports and

∫

M

(divX)µ =

∫

∂M

iXµ

for a vector field X , where iX : Λk+1(M) → Λk(M) defined by iX̟(X1, X2, · · · , Xk) =

̟(X,X1, · · · , Xk) for ̟ ∈ Λk+1(M). The similar local properties for combinatorial mani-

folds with manifolds naturally forward the following questions: wether the Stokes’ or Gauss’

theorem is still valid on smoothly combinatorial manifolds? or if invalid, What are their modified

forms for smoothly combinatorial manifolds?.

The main purpose of this paper is to find the revised Stokes’ or Gauss’ theorem for combi-

natorial manifolds, namely, the Stokes’ or Gauss’ theorem is still valid for ñ-forms on smoothly

combinatorial manifolds M̃ if ñ ∈ HfM (n,m), where HfM (n,m) is an integer set determined

by its structure of a given smoothly combinatorial manifold M̃ . For this objective, we first

consider a particular case of combinatorial manifolds, i.e., the combinatorial Euclidean spaces

in the next section, establish a relation for finitely combinatorial manifolds with vertex-edge

labeled graphs and calculate the integer set HfM (n,m) for a given vertex-edge labeled graph in

Section 3, then generalize the definition of integration on manifolds to combinatorial manifolds

in Section 4. The generalized form for Stokes’ or Gauss’ theorem, also their counterparts on

graphs can be found in Section 5. Terminologies and notations used in this paper are standard

and can be found in [1]− [2] or [4] for those of manifolds and combinatorial manifolds and [6]

for graphs, respectively.

§2. Combinatorially Euclidean Spaces

As a simplest case of combinatorial manifolds, we characterize combinatorially Euclidean spaces

of finite and generalize some results in Euclidean spaces in this section.

Definition 2.1 For a given integer sequence n1, n2, · · · , nm,m ≥ 1 with 0 < n1 < n2 < · · · <
nm, a combinatorially Euclidean space R̃(n1, · · · , nm) is a union of finitely Euclidean spaces
m⋃

i=1

Rni such that for ∀p ∈ R̃(n1, · · · , nm), p ∈
m⋂

i=1

Rni with m̂ = dim(
m⋂

i=1

Rni) a constant.
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By definition, we can present a point p of R̃ by an m×nm coordinate matrix [x] following

with xil = xl

m
for 1 ≤ i ≤ m, 1 ≤ l ≤ m̂.

[x] =




x11 · · · x1bm x1(bm)+1) · · · x1n1 · · · 0

x21 · · · x2bm x2(bm+1) · · · x2n2 · · · 0

· · · · · · · · · · · · · · · · · ·
xm1 · · · xmbm xm(bm+1) · · · · · · xmnm−1 xmnm




For making a combinatorially Euclidean space to be a metric space, we introduce inner

product of matrixes similar to that of vectors in the next.

Definition 2.2 Let (A) = (aij)m×n and (B) = (bij)m×n be two matrixes. The inner product

〈(A), (B)〉 of (A) and (B) is defined by

〈(A), (B)〉 =
∑

i,j

aijbij .

Theorem 2.1 Let (A), (B), (C) be m× n matrixes and α a constant. Then

(1) 〈A,B〉 = 〈B,A〉;
(2) 〈A+B,C〉 = 〈A,C〉+ 〈B,C〉;
(3) 〈αA,B〉 = α 〈B,A〉;
(4) 〈A,A〉 ≥ 0 with equality hold if and only if (A) = Om×n.

Proof (1)-(3) can be gotten immediately by definition. Now calculation shows that

〈A,A〉 =
∑

i,j

a2
ij ≥ 0

and with equality hold if and only if aij = 0 for any integers i, j, 1 ≤ i ≤ m, 1 ≤ j ≤ n, namely,

(A) = Om×n. �

Theorem 2.2 (A), (B) be m× n matrixes. Then

〈(A), (B)〉2 ≤ 〈(A), (A)〉 〈(B), (B)〉

and with equality hold only if (A) = λ(B), where λ is a real constant.

Proof If (A) = λ(B), then 〈A,B〉2 = λ2 〈B,B〉2 = 〈A,A〉 〈B,B〉. Now if there are no

constant λ enabling (A) = λ(B), then (A) − λ(B) 6= Om×n for any real number λ. According

to Theorem 2.1, we know that

〈(A)− λ(B), (A) − λ(B)〉 > 0,

i.e.,

〈(A), (A)〉 − 2λ 〈(A), (B)〉 + λ2 〈(B), (B)〉 > 0.
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Therefore, we find that

∆ = (−2 〈(A), (B)〉)2 − 4 〈(A), (A)〉 〈(B), (B)〉 < 0,

namely,

〈(A), (B)〉2 < 〈(A), (A)〉 〈(B), (B)〉 .�

Corollary 2.1 For given real numbers aij , bij, 1 ≤ i ≤ m, 1 ≤ j ≤ n,

(
∑

i,j

aijbij)
2 ≤ (

∑

i,j

a2
ij)(

∑

i,j

b2ij).

Let O be the original point of R̃(n1, · · · , nm). Then [O] = Om×nm
. Now for ∀p, q ∈

R̃(n1, · · · , nm), we also call
−→
Op the vector correspondent to the point p similar to that of

classical Euclidean spaces, Then −→pq =
−→
Oq −−→Op. Theorem 2.2 enables us to introduce an angle

between two vectors −→pq and −→uv for points p, q, u, v ∈ R̃(n1, · · · , nm).

Definition 2.3 Let p, q, u, v ∈ R̃(n1, · · · , nm). Then the angle θ between vectors −→pq and −→uv is

determined by

cos θ =
〈[p]− [q], [u]− [v]〉√

〈[p]− [q], [p]− [q]〉 〈[u]− [v], [u]− [v]〉
under the condition that 0 ≤ θ ≤ π.

Corollary 2.2 The conception of angle between two vectors is well defined.

Proof Notice that

〈[p]− [q], [u]− [v]〉2 ≤ 〈[p]− [q], [p]− [q]〉 〈[u]− [v], [u]− [v]〉

by Theorem 2.2. Thereby, we know that

−1 ≤ 〈[p]− [q], [u]− [v]〉√
〈[p]− [q], [p]− [q]〉 〈[u]− [v], [u]− [v]〉

≤ 1.

Therefore there is a unique angle θ with 0 ≤ θ ≤ π enabling Definition 2.3 hold. �

For two points p, q in R̃(n1, · · · , nm), the distance d(p, q) between points p and q is defined

to be
√
〈[p]− [q], [p]− [q]〉. We get the following result.

Theorem 2.3 For a given integer sequence n1, n2, · · · , nm,m ≥ 1 with 0 < n1 < n2 < · · · < nm,

(R̃(n1, · · · , nm); d) is a metric space.

Proof We need to verify that each condition for a metric space holds in (R̃(n1, · · · , nm); d).

For two point p, q ∈ R̃(n1, · · · , nm), by definition we know that

d(p, q) =
√
〈[p]− [q], [p]− [q]〉 ≥ 0
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with equality hold if and only if [p] = [q], namely, p = q and

d(p, q) =
√
〈[p]− [q], [p]− [q]〉 =

√
〈[q]− [p], [q]− [p]〉 = d(q, p).

Now let u ∈ R̃(n1, · · · , nm). By Theorem 2.2, we then find that

(d(p, u) + d(u, p))2

= 〈[p]− [u], [p]− [u]〉+ 2
√
〈[p]− [u], [p]− [u]〉 〈[u]− [q], [u]− [q]〉

+ 〈[u]− [q], [u]− [q]〉
≥ 〈[p]− [u], [p]− [u]〉+ 2 〈[p]− [u], [u]− [q]〉+ 〈[u]− [q], [u]− [q]〉
= 〈[p]− [q], [p]− [q]〉 = d2(p, q).

Whence, d(p, u) + d(u, p) ≥ d(p, q) and (R̃(n1, · · · , nm); d) is a metric space. �

By previous discussions, a combinatorially Euclidean space R̃(n1, n2, · · · , nm) can be turned

to an Euclidean space Rn with n = m̂+
m∑

i=1

(ni−m̂). It is the same the other way round, namely

we can also decompose an Euclidean space into a combinatorially Euclidean space.

Theorem 2.4 Let Rn be an Euclidean space and n1, n2, · · · , nm integers with m̂ < ni < n for

1 ≤ i ≤ m and the equation

m̂+

m∑

i=1

(ni − m̂) = n

hold for an integer m̂, 1 ≤ m̂ ≤ n. Then there is a combinatorially Euclidean space R̃(n1, n2, · · · ,
nm) such that

Rn ∼= R̃(n1, n2, · · · , nm).

Proof Not loss of generality, assume the coordinate system of Rn is (x1, x2, · · · , xn) with

a basis {e1, e2, · · · , en}. Since

n− m̂ =

m∑

i=1

(ni − m̂),

Choose

R1 = 〈e1, e2, · · · , ebm, ebm+1, · · · , en1〉 ;

R2 = 〈e1, e2, · · · , ebm, en1+1, en1+2, · · · , en2〉 ;

R3 = 〈e1, e2, · · · , ebm, en2+1, en2+2, · · · , en3〉 ;

· · · · · · · · · · · · · · · · · · · · · · · · · · · ;
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Rm =
〈
e1, e2, · · · , ebm, enm−1+1, enm−1+2, · · · , enm

〉
.

Calculation shows dimRi = ni and dim(
m⋂

i=1

Ri) = m̂. Whence R̃(n1, n2, · · · , nm) is a

combinatorially Euclidean space. By Definitions 2.1− 2.2 and Theorems 2.1− 2.3, we then get

that

Rn ∼= R̃(n1, n2, · · · , nm). �

§3. Determining HfM (n,m)

Let M̃(n1, · · · , nm) be a smoothly combinatorial manifold. Then there exists an atlas C =

{(Ũα, [ϕα])|α ∈ Ĩ} on M̃(n1, · · · , nm) consisting of positively oriented charts such that for

∀α ∈ Ĩ, ŝ(p) +
s(p)∑
i=1

(ni − ŝ(p)) is an constant neUα
for ∀p ∈ Ũα ([4]). The integer set HfM (n,m)

is then defined by

HfM (n,m) = {neUα
|α ∈ Ĩ}.

Notice that M̃(n1, · · · , nm) is smoothly. We know that HfM (n,m) is finite. This set is important

to the definition of integral and the establishing of Stokes’ or Gauss’ theorems on smoothly

combinatorial manifolds. We characterize it by a combinatorial manner in this section.

A vertex-edge labeled graph G([1, k], [1, l]) is a connected graph G = (V,E) with two map-

pings

τ1 : V → {1, 2, · · · , k},

τ2 : E → {1, 2, · · · , l}
for integers k and l. For example, two vertex-edge labeled graphs with an underlying graph K4

are shown in Fig.3.1.

Fig.3.1

For a combinatorial finite manifold M̃(n1, n2, · · · , nm) with 1 ≤ n1 < n2 < · · · < nm,m ≥
1, there is a natural 1− 1 mapping θ : M̃(n1, n2, · · · , nm) → G([0, nm], [0, nm]) determined in

the following. Define
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V (G([0, nm], [0, nm])) = V1

⋃
V2,

where V1 = {ni −manifolds Mni in M̃(n1, n2, · · · , nm)|1 ≤ i ≤ m} and V2 = {isolated inters−
ection points OMni ,M

nj ofMni ,Mnj in M̃(n1, n2, · · · , nm) for 1 ≤ i, j ≤ m}, and label each

ni-manifold Mni in V1 or O in V2 by τ1(M
ni) = ni, τ1(O) = 0. Choose

E(G([0, nm], [0, nm])) = E1

⋃
E2,

where E1 = {(Mni ,Mnj)|dim(Mni
⋂
Mnj ) ≥ 1, 1 ≤ i, j ≤ m} and E2 = {(OMni ,M

nj ,Mni),

(OMni ,Mnj ,Mnj )|Mni tangent Mnj at the point OMni ,Mnj for 1 ≤ i, j ≤ m}, and for an edge

(Mni ,Mnj ) ∈ E1 or (OMni ,M
nj ,Mni) ∈ E2, label it by τ2(M

ni ,Mnj ) = dim(Mni
⋂
Mnj ) or 0,

respectively. This construction then enables us getting a 1−1 mapping θ : M̃(n1, n2, · · · , nm)→
G([0, nm], [0, nm]).

Now let H(n1, n2, · · · , nm) denote all finitely combinatorial manifolds M̃(n1, n2, · · · , nm)

and let G[0, nm] denote all vertex-edge labeled graphs G([0, nm], [0, nm]) with conditions follow-

ing hold.

(1) Each induced subgraph by vertices labeled with 1 in G is a union of complete graphs

and vertices labeled with 0 can only be adjacent to vertices labeled with 1.

(2) For each edge e = (u, v) ∈ E(G), τ2(e) ≤ min{τ1(u), τ1(v)}.

Then we know a relation between sets H(n1, n2, · · · , nm) and G([0, nm], [0, nm]).

Theorem 3.1 Let 1 ≤ n1 < n2 < · · · < nm,m ≥ 1 be a given integer sequence. Then ev-

ery finitely combinatorial manifold M̃ ∈ H(n1, n2, · · · , nm) defines a vertex-edge labeled graph

G([0, nm], [0, nm]) ∈ G[0, nm]. Conversely, every vertex-edge labeled graph G([0, nm], [0, nm]) ∈
G[0, nm] defines a finitely combinatorial manifold M̃ ∈ H(n1, n2, · · · , nm) with a 1 − 1 map-

ping θ : G([0, nm], [0, nm])→ M̃ such that θ(u) is a θ(u)-manifold in M̃ , τ1(u) = dimθ(u) and

τ2(v, w) = dim(θ(v)
⋂
θ(w)) for ∀u ∈ V (G([0, nm], [0, nm])) and ∀(v, w) ∈ E(G([0, nm], [0, nm])).

Proof By definition, for ∀M̃ ∈ H(n1, n2, · · · , nm) there is a vertex-edge labeled graph

G([0, nm], [0, nm]) ∈ G([0, nm], [0, nm]) and a 1 − 1 mapping θ : M̃ → G([0, nm], [0, nm])

such that θ(u) is a θ(u)-manifold in M̃ . For completing the proof, we need to construct

a finitely combinatorial manifold M̃ ∈ H(n1, n2, · · · , nm) for ∀G([0, nm], [0, nm]) ∈ G[0, nm]

with τ1(u) = dimθ(u) and τ2(v, w) = dim(θ(v)
⋂
θ(w)) for ∀u ∈ V (G([0, nm], [0, nm])) and

∀(v, w) ∈ E(G([0, nm], [0, nm])). The construction is carried out by programming following.

STEP 1. Choose |G([0, nm], [0, nm])| − |V0| manifolds correspondent to each vertex u with a

dimensional ni if τ1(u) = ni, where V0 = {u|u ∈ V (G([0, nm], [0, nm])) and τ1(u) = 0}. Denoted

by V≥1 all these vertices in G([0, nm], [0, nm]) with label≥ 1.

STEP 2. For ∀u1 ∈ V≥1 with τ1(u1) = ni1 , if its neighborhood set NG([0,nm],[0,nm])(u1)
⋂
V≥1 =

{v1
1 , v

2
1 , · · · , vs(u1)

1 } with τ1(v
1
1) = n11, τ1(v

2
1) = n12, · · · , τ1(vs(u1)

1 ) = n1s(u1), then let the

manifold correspondent to the vertex u1 with an intersection dimension τ2(u1v
i
1) with manifold

correspondent to the vertex vi
1 for 1 ≤ i ≤ s(u1) and define a vertex set ∆1 = {u1}.
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STEP 3. If the vertex set ∆l = {u1, u2, · · · , ul} ⊆ V≥1 has been defined and V≥1 \∆l 6= ∅, let

ul+1 ∈ V≥1 \∆l with a label nil+1
. Assume

(NG([0,nm],[0,nm])(ul+1)
⋂
V≥1) \∆l = {v1

l+1, v
2
l+1, · · · , v

s(ul+1)
l+1 }

with τ1(v
1
l+1) = nl+1,1, τ1(v

2
l+1) = nl+1,2, · · · ,τ1(vs(ul+1)

l+1 ) = nl+1,s(ul+1). Then let the manifold

correspondent to the vertex ul+1 with an intersection dimension τ2(ul+1v
i
l+1) with the manifold

correspondent to the vertex vi
l+1, 1 ≤ i ≤ s(ul+1) and define a vertex set ∆l+1 = ∆l

⋃{ul+1}.

STEP 4. Repeat steps 2 and 3 until a vertex set ∆t = V≥1 has been constructed. This

construction is ended if there are no vertices w ∈ V (G) with τ1(w) = 0, i.e., V≥1 = V (G).

Otherwise, go to the next step.

STEP 5. For ∀w ∈ V (G([0, nm], [0, nm]))\V≥1, assume NG([0,nm],[0,nm])(w) = {w1, w2, · · · , we}.
Let all these manifolds correspondent to vertices w1, w2, · · · , we intersects at one point simul-

taneously and define a vertex set ∆∗
t+1 = ∆t

⋃{w}.

STEP 6. Repeat STEP 5 for vertices in V (G([0, nm], [0, nm]))\V≥1. This construction is finally

ended until a vertex set ∆∗
t+h = V (G[n1, n2, · · · , nm]) has been constructed.

A finitely combinatorial manifold M̃ correspondent to G([0, nm], [0, nm]) is gotten when

∆∗
t+h has been constructed. By this construction, it is easily verified that M̃ ∈ H(n1, n2, · · · , nm)

with τ1(u) = dimθ(u) and τ2(v, w) = dim(θ(v)
⋂
θ(w)) for ∀u ∈ V (G([0, nm], [0, nm])) and

∀(v, w) ∈ E(G([0, nm], [0, nm])). This completes the proof. �

Now we determine the integer set HfM (n,m) for a given smoothly combinatorial manifold

M̃(n1, n2, · · · , nm). Notice the relation between sets H(n1, n2, · · · , nm) and G([0, nm], [0, nm])

established in Theorem 2.4. We can determine it under its vertex-edge labeled graph G([0, nm],

[0, nm]).

Theorem 3.2 Let M̃ be a smoothly combinatorial manifold with a correspondent vertex-edge

labeled graph G([0, nm], [0, nm]). Then

HfM (n,m) ⊆ {n1, n2, · · · , nm}
⋃bd(p)≥3,p∈fM{d̂(p) +

d(p)∑

i=1

(ni − d̂(p))}

⋃
{τ1(u) + τ1(v) − τ2(u, v)|∀(u, v) ∈ E(G([0, nm], [0, nm]))}.

Particularly, if G([0, nm], [0, nm]) is K3-free, then

HfM (n,m) = {τ1(u)|u ∈ V (G([0, nm], [0, nm]))}
⋃
{τ1(u) + τ1(v) − τ2(u, v)|∀(u, v) ∈ E(G([0, nm], [0, nm]))}.

Proof Notice that the dimension of a point p ∈ M̃ is
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np = d̂(p) +

d(p)∑

i=1

(ni − d̂(p))

by definition. If d(p) = 1, then np = nj , 1 ≤ j ≤ m. If d(p) = 2, namely, p ∈ Mni ∩Mnj for

1 ≤ i, j ≤ m, we know that its dimension is

ni + nj − d̂(p) = τ1(M
ni) + τ1(M

nj )− d̂(p).

Whence, we get that

HfM (n,m) ⊆ {n1, n2, · · · , nm}
⋃bd(p)≥3,p∈fM{d̂(p) +

d(p)∑

i=1

(ni − d̂(p))}

⋃
{τ1(u) + τ1(v) − τ2(u, v)|∀(u, v) ∈ E(G([0, nm], [0, nm]))}.

Now ifG([0, nm], [0, nm]) isK3-free, then there are no points with intersectional dimension≥
3. In this case, there are really existing points p ∈ Mni for any integer i, 1 ≤ i ≤ m and

q ∈Mni ∩Mnj for 1 ≤ i, j ≤ m by definition. Therefore, we get that

HfM (n,m) = {τ1(u)|u ∈ V (G([0, nm], [0, nm]))}
⋃
{τ1(u) + τ1(v)− τ2(u, v)|∀(u, v) ∈ E(G([0, nm], [0, nm]))}.�

For some special graphs, we get the following interesting results for the integer set HfM (n,m).

Corollary 3.1 Let M̃ be a smoothly combinatorial manifold with a correspondent vertex-edge

labeled graph G([0, nm], [0, nm]). If G([0, nm], [0, nm]) ∼= P s, then

HfM (n,m) = {τ1(ui), 1 ≤ i ≤ p}
⋃
{τ1(ui) + τ1(ui+1)− τ2(ui, ui+1)|1 ≤ i ≤ p− 1}

and if G([0, nm], [0, nm]) ∼= Cp with p ≥ 4, then

HfM (n,m) = {τ1(ui), 1 ≤ i ≤ p}
⋃
{τ1(ui) + τ1(ui+1)− τ2(ui, ui+1)|1 ≤ i ≤ p, i ≡ (modp)}.

§4. Integration on combinatorial manifolds

We generalize the integration on manifolds to combinatorial manifolds and show it is indepen-

dent on the choice of local charts and partition of unity in this section.

4.1 Partition of unity

Definition 4.1 Let M̃ be a smoothly combinatorial manifold and ω ∈ Λ(M̃). A support set

Suppω of ω is defined by
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Suppω = {p ∈ M̃ ;ω(p) 6= 0}

and say ω has compact support if Suppω is compact in M̃ . A collection of subsets {Ci|i ∈ Ĩ} of

M̃ is called locally finite if for each p ∈ M̃ , there is a neighborhood Up of p such that Up∩Ci = ∅
except for finitely many indices i.

A partition of unity on a combinatorial manifold M̃ is defined in the next.

Definition 4.2 A partition of unity on a combinatorial manifold M̃ is a collection {(Ui, gi)|i ∈
Ĩ}, where

(1) {Ui|i ∈ Ĩ} is a locally finite open covering of M̃ ;

(2) gi ∈X (M̃), gi(p) ≥ 0 for ∀p ∈ M̃ and suppgi ∈ Ui for i ∈ Ĩ;
(3) For p ∈ M̃ ,

∑
i

gi(p) = 1.

For a smoothly combinatorial manifold M̃ , denoted by G[M̃ ] the underlying graph of its

correspondent vertex-edge labeled graph. We get the next result for a partition of unity on

smoothly combinatorial manifolds.

Theorem 4.1 Let M̃ be a smoothly combinatorial manifold. Then M̃ admits partitions of

unity.

Proof For ∀M ∈ V (G[M̃ ]), since M̃ is smooth we know that M is a smoothly submanifold

of M̃ . As a byproduct, there is a partition of unity {(Uα
M , gα

M )|α ∈ IM} on M with conditions

following hold.

(1) {Uα
M |α ∈ IM} is a locally finite open covering of M ;

(2) gα
M (p) ≥ 0 for ∀p ∈M and suppgα

M ∈ Uα
M for α ∈ IM ;

(3) For p ∈M ,
∑
i

gi
M (p) = 1.

By definition, for ∀p ∈ M̃ , there is a local chart (Up, [ϕp]) enable ϕp : Up → Bni1

⋃
Bni2

⋃ · · ·⋃
B

nis(p) with Bni1

⋂
Bni2

⋂ · · ·⋂B
nis(p) 6= ∅. Now let Uα

Mi1
, Uα

Mi2
, · · · , Uα

Mis(p)
be s(p) open

sets on manifolds M,M ∈ V (G[M̃ ]) such that

p ∈ Uα
p =

s(p)⋃

h=1

Uα
Mih

. (4.1)

We define

S̃(p) = {Uα
p | all integers α enabling (4.1) hold}.

Then

Ã =
⋃

p∈fM S̃(p) = {Uα
p |α ∈ Ĩ(p)}
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is locally finite covering of the combinatorial manifold M̃ by properties (1) − (3). For ∀Uα
p ∈

S̃(p), define

σUα
p

=
∑

s≥1

∑

{i1,i2,··· ,is}⊂{1,2,··· ,s(p)}

(

s∏

h=1

gMς
ih

)

and

gUα
p

=
σUα

p∑eV ∈eS(p)

σeV .
Then it can be checked immediately that {(Uα

p , gUα
p
)|p ∈ M̃, α ∈ Ĩ(p)} is a partition of unity

on M̃ by properties (1)-(3) on gα
M and the definition of gUα

p
. �

Corollary 4.1 Let M̃ be a smoothly combinatorial manifold with an atlas Ã = {(Vα, [ϕα])|α ∈
Ĩ} and tα be a Ck tensor field, k ≥ 1, of field type (r, s) defined on Vα for each α, and assume

that there exists a partition of unity {(Ui, gi)|i ∈ J} subordinate to Ã, i.e., for ∀i ∈ J , there

exists α(i) such that Ui ⊂ Vα(i). Then for ∀p ∈ M̃ ,

t(p) =
∑

i

gitα(i)

is a Ck tensor field of type (r, s) on M̃

Proof Since {Ui|i ∈ J} is locally finite, the sum at each point p is a finite sum and t(p)

is a type (r, s) for every p ∈ M̃ . Notice that t is Ck since the local form of t in a local chart

(Vα(i), [ϕα(i)]) is

∑

j

gitα(j),

where the summation taken over all indices j such that Vα(i)

⋂
Vα(j) 6= ∅. Those number j is

finite by the local finiteness. �

4.2 Integration on combinatorial manifolds

First, we introduce integration on combinatorial Euclidean spaces. Let R̃(n1, · · · , nm) be a

combinatorially Euclidean space and

τ : R̃(n1, · · · , nm)→ R̃(n1, · · · , nm)

a C1 differential mapping with

[y] = [yκλ]m×nm
= [τκλ([xµν ])]m×nm

.

The Jacobi matrix of f is defined by

∂[y]

∂[x]
= [A(κλ)(µν)],
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where A(κλ)(µν) = ∂τκλ

∂xµν .

Now let ω ∈ T 0
k (R̃(n1, · · · , nm)), a pull-back τ∗ω ∈ T 0

k (R̃(n1, · · · , nm)) is defined by

τ∗ω(a1, a2, · · · , ak) = ω(f(a1), f(a2), · · · , f(ak))

for ∀a1, a2, · · · , ak ∈ R̃.

Denoted by n = m̂+
m∑

i=1

(ni−m̂). If 0 ≤ l ≤ n, recall([4]) that the basis of Λl(R̃(n1, · · · , nm))

is

{ei1 ∧ ei2 ∧ · · · ∧ eil |1 ≤ i1 < i2 · · · < il ≤ n}

for a basis e1, e2, · · · , en of R̃(n1, · · · , nm) and its dual basis e1, e2, · · · , en. Thereby the di-

mension of Λl(R̃(n1, · · · , nm)) is


 n

l


 =

(m̂+
m∑

i=1

(ni − m̂))!

l!(m̂+
m∑

i=1

(ni − m̂)− l)!
.

Whence Λn(R̃(n1, · · · , nm)) is one-dimensional. Now if ω0 is a basis of Λn(R̃), we then

know that its each element ω can be represented by ω = cω0 for a number c ∈ R. Let

τ : R̃(n1, · · · , nm)→ R̃(n1, · · · , nm) be a linear mapping. Then

τ∗ : Λn(R̃(n1, · · · , nm))→ Λn(R̃(n1, · · · , nm))

is also a linear mapping with τ∗ω = cτ∗ω0 = bω for a unique constant b = detτ , called the

determinant of τ . It has been known that ([1])

detτ = det(
∂[y]

∂[x]
)

for a given basis e1, e2, · · · , en of R̃(n1, · · · , nm) and its dual basis e1, e2, · · · , en.

Definition 4.3 Let R̃(n1, n2, · · · , nm) be a combinatorial Euclidean space,n = m̂+
m∑

i=1

(ni−m̂),

Ũ ⊂ R̃(n1, n2, · · · , nm) and ω ∈ Λn(U) have compact support with

ω(x) = ω(µi1νi1 )···(µin νin )dx
µi1νi1 ∧ · · · ∧ dxµin νin

relative to the standard basis eµν , 1 ≤ µ ≤ m, 1 ≤ ν ≤ nm of R̃(n1, n2, · · · , nm) with eµν = eν

for 1 ≤ µ ≤ m̂. An integral of ω on Ũ is defined to be a mapping
∫eU : f →

∫eU f ∈ R with

∫eU ω =

∫
ω(x)

bm∏
ν=1

dxν
∏

µ≥bm+1,1≤ν≤ni

dxµν , (4.2)

where the right hand side of (4.2) is the Riemannian integral of ω on Ũ .

For example, consider the combinatorial Euclidean space R̃(3, 5) with R3∩R5 = R. Then

the integration of an ω ∈ Λ7(Ũ) for an open subset Ũ ∈ R̃(3, 5) is
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∫eU ω =

∫eU∩(R3∪R5)

ω(x)dx1dx12dx13dx22dx23dx24dx25.

Theorem 4.2 Let U and V be open subsets of R̃(n1, · · · , nm) and τ : U → V is an orientation-

preserving diffeomorphism. If ω ∈ Λn(V ) has a compact support for n = m̂+
m∑

i=1

(ni− m̂), then

τ∗ω ∈ Λn(U) has compact support and

∫
τ∗ω =

∫
ω.

Proof Let ω(x) = ω(µi1νi1 )···(µin νin )dx
µi1νi1 ∧ · · · ∧ dxµin νin ∈ Λn(V ). Since τ is a diffeo-

morphism, the support of τ∗ω is τ−1(suppω), which is compact by that of suppω compact.

By the usual change of variables formula, since τ∗ω = (ω ◦ τ)(detτ)ω0 by definition, where

ω0 = dx1 ∧ · · · ∧ dxbm ∧ dx1(bm+1) ∧ dx1(bm+2) ∧ · · · ∧ dx1n1 ∧ · · · ∧ dxmnm , we then get that

∫
τ∗ω =

∫
(ω ◦ τ)(detτ)

bm∏
ν=1

dxν
∏

µ≥bm+1,1≤ν≤nµ

dxµν

=

∫
ω.

�

Definition 4.4 Let M̃ be a smoothly combinatorial manifold. If there exists a family {(Uα, [ϕα]|α ∈
Ĩ)} of local charts such that

(1)
⋃

α∈eI Uα = M̃ ;

(2) for ∀α, β ∈ Ĩ, either Uα

⋂
Uβ = ∅ or Uα

⋂
Uβ 6= ∅ but for ∀p ∈ Uα

⋂
Uβ, the Jacobi

matrix

det(
∂[ϕβ ]

∂[ϕα]
) > 0,

then M̃ is called an oriently combinatorial manifold and (Uα, [ϕα]) an oriented chart for ∀α ∈ Ĩ.
Now for any integer ñ ∈ HfM (n,m), we can define an integral of ñ-forms on a smoothly

combinatorial manifold M̃(n1, · · · , nm).

Definition 4.5 Let M̃ be a smoothly combinatorial manifold with orientation O and (Ũ ; [ϕ])

a positively oriented chart with a constant neU ∈HfM (n,m). Suppose ω ∈ Λn eU (M̃), Ũ ⊂ M̃ has

compact support C̃ ⊂ Ũ . Then define

∫ eC ω =

∫
ϕ∗(ω|eU ). (4.3)

Now if CfM is an atlas of positively oriented charts with an integer set HfM (n,m), let

P̃ = {(Ũα, ϕα, gα)|α ∈ Ĩ} be a partition of unity subordinate to CfM . For ∀ω ∈ Λen(M̃),

ñ ∈HfM (n,m), an integral of ω on P̃ is defined by
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∫ eP ω =
∑

α∈eI ∫
gαω. (4.4)

The next result shows that the integral of ñ-forms for ∀ñ ∈HfM (n,m) is well-defined.

Theorem 4.3 Let M̃(n1, · · · , nm) be a smoothly combinatorial manifold. For ñ ∈HfM (n,m),

the integral of ñ-forms on M̃(n1, · · · , nm) is well-defined, namely, the sum on the right hand

side of (4.4) contains only a finite number of nonzero terms, not dependent on the choice of

CfM and if P and Q are two partitions of unity subordinate to CfM , then

∫ eP ω =

∫ eQ ω.
Proof By definition for any point p ∈ M̃(n1, · · · , nm), there is a neighborhood Ũp such

that only a finite number of gα are nonzero on Ũp. Now by the compactness of suppω, only

a finite number of such neighborhood cover suppω. Therefore, only a finite number of gα are

nonzero on the union of these Ũp, namely, the sum on the right hand side of (4.4) contains only

a finite number of nonzero terms.

Notice that the integral of ñ-forms on a smoothly combinatorial manifold M̃(n1, · · · , nm)

is well-defined for a local chart Ũ with a constant neU = ŝ(p) +
s(p)∑
i=1

(ni − ŝ(p)) for ∀p ∈ Ũ ⊂

M̃(n1, · · · , nm) by (4.3) and Definition 4.3. Whence each term on the right hand side of (4.4)

is well-defined. Thereby
∫ eP ω is well-defined.

Now let P̃ = {(Ũα, ϕα, gα)|α ∈ Ĩ} and Q̃ = {(Ṽβ , ϕβ , hβ)|β ∈ J̃} be partitions of unity

subordinate to atlas CfM and C ∗fM with respective integer sets HfM (n,m) and H ∗fM (n,m). Then

these functions {gαhβ} satisfy gαhβ(p) = 0 except only for a finite number of index pairs (α, β)

and

∑

α

∑

β

gαhβ(p) = 1, for ∀p ∈ M̃(n1, · · · , nm).

Since
∑
β

= 1, we then get that

∫ eP =
∑

α

∫
gαω =

∑

β

∑

α

∫
hβgαω

=
∑

α

∑

β

∫
gαhβω =

∫ eQ ω.
�

By the relation of smoothly combinatorial manifolds with these vertex-edge labeled graphs

established in Theorem 3.1, we can also get the integration on a vertex-edge labeled graph

G([0, nm], [0, nm]) by viewing it that of the correspondent smoothly combinatorial manifold M̃

with Λl(G) = Λl(M̃), HG(n,m) = HfM (n,m), namely define the integral of an ñ-form ω on

G([0, nm], [0, nm]) for ñ ∈HG(n,m) by
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∫

G([0,nm],[0,nm])

ω =

∫fM ω.

Then each result in this paper can be restated by combinatorial words, such as Theorem 5.1

and its corollaries in next section.

Now let n1, n2, · · · , nm be a positive integer sequence. For any point p ∈ M̃ , if there is a

local chart (Ũp, [ϕp]) such that [ϕp] : Up → Bn1
⋃
Bn2

⋃ · · ·⋃Bnm with dim(Bn1
⋂
Bn2

⋂ · · ·⋂

Bnm) = m̂, then M̃ is called a homogenously combinatorial manifold. Particularly, if m = 1,

a homogenously combinatorial manifold is nothing but a manifold. We then get consequences

for the integral of (m̂+
m∑

i=1

(ni − m̂))-forms on homogenously combinatorial manifolds.

Corollary 4.2 The integral of (m̂+
m∑

i=1

(ni−m̂))-forms on a homogenously combinatorial man-

ifold M̃(n1, n2, · · · , nm) is well-defined, particularly, the integral of n-forms on an n-manifold

is well-defined.

Similar to Theorem 4.2 for the change of variables formula of integral in a combinatorial

Euclidean space, we get that of formula in smoothly combinatorial manifolds.

Theorem 4.4 Let M̃(n1, n2, · · · , nm) and Ñ(k1, k2, · · · , kl) be oriently combinatorial manifolds

and τ : M̃ → Ñ an orientation-preserving diffeomorphism. If ω ∈ Λ
ek(Ñ), k̃ ∈ H eN (k, l) has

compact support, then τ∗ω has compact support and

∫
ω =

∫
τ∗ω.

Proof Notice that suppτ∗ω = τ−1(suppω). Thereby τ∗ω has compact support since ω has

so. Now let {(Ui, ϕi)|i ∈ Ĩ} be an atlas of positively oriented charts of M̃ and P̃ = {gi|i ∈ Ĩ} a

subordinate partition of unity with an integer set HfM (n,m). Then {(τ(Ui), ϕi ◦ τ−1)|i ∈ Ĩ} is

an atlas of positively oriented charts of Ñ and Q̃ = {gi ◦τ−1} is a partition of unity subordinate

to the covering {τ(Ui)|i ∈ Ĩ} with an integer set H
τ(fM)(k, l). Whence, we get that

∫
τ∗ω =

∑

i

∫
giτ

∗ω =
∑

i

∫
ϕi∗(giτ

∗ω)

=
∑

i

∫
ϕi∗(τ

−1)∗(gi ◦ τ−1)ω =
∑

i

∫
(ϕi ◦ τ−1)∗(gi ◦ τ−1)ω =

∫
ω.

�

§5. A generalized of Stokes’ or Gauss’ theorem

Definition 5.1 Let M̃ be a smoothly combinatorial manifold. A subset D̃ of M̃ is with boundary

if its points can be classified into two classes following.



A Combinatorially Generalized Stokes Theorem on Integrations 83

Class 1(interior point IntD̃) For ∀p ∈ IntD, there is a neighborhood Ṽp of p enable

Ṽp ⊂ D̃.

Case 2(boundary ∂D̃) For ∀p ∈ ∂D̃, there is integers µ, ν for a local chart (Up; [ϕp]) of

p such that xµν(p) = 0 but

Ũp ∩ D̃ = {q|q ∈ Up, x
κλ ≥ 0 for ∀{κ, λ} 6= {µ, ν}}.

Then we generalize the famous Stokes’ theorem on manifolds in the next.

Theorem 5.1 Let M̃ be a smoothly combinatorial manifold with an integer set HfM (n,m) and

D̃ a boundary subset of M̃ . For ∀ñ ∈HfM (n,m) if ω ∈ Λen(M̃) has a compact support, then

∫ eD d̃ω =

∫

∂ eD ω

with the convention
∫

∂ eD ω = 0 while ∂D̃ = ∅.

Proof By Definition 4.5, the integration on a smoothly combinatorial manifold was con-

structed with partitions of unity subordinate to an atlas. Let CfM be an atlas of positively

oriented charts with an integer set HfM (n,m) and P̃ = {(Ũα, ϕα, gα)|α ∈ Ĩ} a partition of

unity subordinate to CfM . Since suppω is compact, we know that

∫ eD d̃ω =
∑

α∈eI ∫ eD d̃(gαω),

∫

∂ eD ω =
∑

α∈eI ∫

∂ eD gαω.

and there are only finite nonzero terms on the right hand side of the above two formulae.

Thereby, we only need to prove

∫ eD d̃(gαω) =

∫

∂ eD gαω

for ∀α ∈ Ĩ.
Not loss of generality we can assume that ω is an ñ-forms on a local chart (Ũ , [ϕ]) with a

compact support for ñ ∈HfM (n,m). Now write

ω =

en∑

h=1

(−1)h−1ωµih
νih
dxµi1νi1 ∧ · · · ∧ ̂dxµih

νih ∧ · · · ∧ dxµien νien ,
where ̂dxµih

νih means that dxµih
νih is deleted, where

ih ∈ {1, · · · , n̂U , (1(n̂U + 1)), · · · , (1n1), (2(n̂U + 1)), · · · , (2n2), · · · , (mnm)}.

Then
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d̃ω =

en∑

h=1

∂ωµih
νih

∂xµih
νih

dxµi1νi1 ∧ · · · ∧ dxµien νien . (5.1)

Consider the appearance of neighborhood Ũ . There are two cases must be considered.

Case 1 Ũ
⋂
∂D̃ = ∅

In this case,
∫

∂ eD ω = 0 and Ũ is in M̃ \ D̃ or in IntD̃. The former is naturally implies that∫ eD d̃(gαω) = 0. For the later, we find that

∫ eD d̃ω =

en∑
h=1

∫eU ∂ωµih
νih

∂xµih
νih

dxµi1νi1 · · · dxµien νien . (5.2)

Notice that
∫ +∞

−∞

∂ωµih
νih

∂x
µih

νih
dxµih

νih = 0 since ωµih
νih

has compact support. Thus
∫ eD d̃ω = 0 as

desired.

Case 2 Ũ
⋂
∂D̃ 6= ∅

In this case we can do the same trick for each term except the last. Without loss of

generality, assume that

Ũ
⋂
D̃ = {q|q ∈ U, xµien νien (q) ≥ 0}

and

Ũ
⋂
∂D̃ = {q|q ∈ U, xµien νien (q) = 0}.

Then we get that

∫

∂ eD ω =

∫

U∩∂ eD ω

=
en∑

h=1

(−1)h−1

∫

U∩∂ eD ωµih
νih
dxµi1νi1 ∧ · · · ∧ ̂dxµih

νih ∧ · · · ∧ dxµien νien
= (−1)en−1

∫

U∩∂ eD ωµien νien dxµi1νi1 ∧ · · · ∧ dxµien−1
νien−1

since dxµin νien (q) = 0 for q ∈ Ũ ∩ ∂D̃. Notice that Ren−1 = ∂Ren+ but the usual orientation

on Ren−1 is not the boundary orientation, whose outward unit normal is −een = (0, · · · , 0,−1).

Hence

∫

∂ eD ω = −
∫

∂Ren
+

ωµien νien (xµi1νi1 , · · · , xµien−1
νien−1 , 0)dxµi1νi1 · · · dxµien−1

νien−1 .

On the other hand, by the fundamental theorem of calculus,
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∫

Ren−1

(

∫ ∞

0

∂ωµien νien
∂xµien νien )dxµi1νi1 · · · dxµien−1

νien−1

= −
∫

Ren−1

ωµien νien (xµi1νi1 , · · · , xµien−1
νien−1 , 0)dxµi1νi1 · · ·dxµin−1

νin−1 .

Since ωµien νien has a compact support, thus

∫

U

ω = −
∫

Ren−1

ωµien νien (xµi1νi1 , · · · , xµien−1
νien−1 , 0)dxµi1νi1 · · · dxµien−1

νien−1 .

Therefore, we get that

∫ eD d̃ω =

∫

∂ eD ω

This completes the proof. �

Corollaries following are immediately obtained by Theorem 5.1

Corollary 5.1 Let M̃ be a homogenously combinatorial manifold with an integer set HfM (n,m)

and D̃ a boundary subset of M̃ . For ñ ∈HfM (n,m) if ω ∈ Λen(M̃) has a compact support, then

∫ eD d̃ω =

∫

∂ eD ω,

particularly, if M̃ is nothing but a manifold, the Stokes’ theorem holds.

Corollary 5.2 Let M̃ be a smoothly combinatorial manifold with an integer set HfM (n,m).

For ñ ∈HfM (n,m), if ω ∈ Λen(M̃) has a compact support, then

∫fM ω = 0.

By the definition of integration on vertex-edge labeled graphs G([0, nm], [0, nm]), let a

boundary subset of G([0, nm], [0, nm]) mean that of its correspondent combinatorial manifold

M̃ . Theorem 5.1 and Corollary 5.2 then can be restated by a combinatorial manner as follows.

Theorem 5.2 Let G([0, nm], [0, nm]) be a vertex-edge labeled graph correspondent with an integer

set HG(n,m) and D̃ a boundary subset of G([0, nm], [0, nm]). For ∀ñ ∈ HG(n,m) if ω ∈
Λen(G([0, nm], [0, nm])) has a compact support, then

∫ eD d̃ω =

∫

∂ eD ω

with the convention
∫

∂ eD ω = 0 while ∂D̃ = ∅.

Corollary 5.3 Let G([0, nm], [0, nm]) be a vertex-edge labeled graph correspondent with an

integer set HG(n,m). For ∀ñ ∈HG(n,m) if ω ∈ Λen(G([0, nm], [0, nm])) has a compact support,

then
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∫

G([0,nm][0,nm])

ω = 0.

Similar to the case of manifolds, we find a generalization for Gauss’ theorem on smoothly

combinatorial manifolds in the next.

Theorem 5.3 Let M̃ be a smoothly combinatorial manifold with an integer set HfM (n,m), D̃

a boundary subset of M̃ and X a vector field on M̃ with a compact support. Then

∫ eD(divX)v =

∫

∂ eD iXv,

where v is a volume form on M̃ , i.e., nonzero elements in Λen(M̃) for ñ ∈HfM (n,m).

Proof This result is also a consequence of Theorem 5.1. Notice that

(divX)v = d̃iXv + iXd̃v = d̃iXv.

According to Theorem 5.1, we then get that

∫ eD(divX)v =

∫

∂ eD iXv.

�
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Abstract: Let G be a simple graph with diameter four,if G does not contain complete

subgraph K3 of order three. We prove that the Betti deficient number of G, ξ(G) ≤ 2.

i.e. the maximum genus of G, γM (G) ≥ 1

2
β(G) − 1 in this paper, which is related with

Smarandache 2-manifolds with minimum faces.
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§1. Preliminaries and known results

In this paper, G is a finite undirected simple connected graph. The maximum genus γM (G) of

G is the largest genus of an orientable surface on which G has a 2-cell embedding, and ξ(G) is

the Betti deficiency of G. To determine the maximum genus γM (G) of a graph G on orientable

surfaces is related with map geometries, i.e., Smarandache 2-manifolds (see [1] for details) with

minimum faces.

By Xuong’s theory on the maximum genus of a connected graph, ξ(G) equal to β(G) −
2γM (G), where β(G) = |E(G)| − |V (G)|+ 1 is the Betti number of G. For convenience, we use

deficiency to replace the words Betti deficiency in this paper. Nebeský[2] showed that if G is a

connected graph and A ⊆ E(G), let υ(G,A) = c(G−A) + b(G−A)− |A| − 1, where c(G−A)

denotes the number of components in G−A and b(G−A) denotes the number of components

in G−A with an odd Betti number, then we have ξ(G) = max{υ(G,A)|A ⊆ E(G)}.
Clearly, the maximum genus of a graph can be determined by its deficiency. In case of that

ξ(G) ≤ 1, the graph G is said to be upper embeddable. As we known, following theorems are

the main results on relations of the maximum genus with diameter of a graph.

Theorem 1.1 Let G be a multigraph of diameter 2. Then ξ(G) ≤ 1.

Skoviera proved Theorem 1.1 by a different method in [3]− [4].

Hunglin Fu and Minchu Tsai considered multigraphs of diameter 3 and proved the following

theorem in [5].

1Received July 24, 2007. Accepted August 25, 2007
2Supported by the NNSF of China under the granted No.10571013
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Theorem 1.2 Let G be a multigraph of diameter 3. Then ξ(G) ≤ 2.

When the diameter of graphs is larger than 3, the Betti deficiency of G is unbounded. The

following investigations have focused on graphs with a given diameter and some characters.

Some results in this direction are presented in the following.

Theorem 1.3([16]) Let G be a 3-connected multigraph of diameter 4, then ξ(G) ≤ 4.

Theorem 1.4([16]) Let G be a 3-connected simple graph of diameter 5. Then ξ(G) ≤ 18.

Yuanqiu Huang and Yanpei Liu proved the following result in [6].

Theorem 1.5 Let G be a simple, K3-free graph of diameter 4, then ξ(G) ≤ 4, where K3-free

graph means that there are no spanning subgraphs K3 in G.

The main purpose of this paper is to improve this result.

§2. Main result and its proof

Nebeský’s method is useful and the minimality property of the edge subset A in this method

plays an important role. For convenience, we call a graph with ξ(G) ≥ 2 a deficient graph.

Any set A ⊆ E(G) such that υ(G,A) = ξ(G) will be called a Nebeský set. Furthermore, if A is

minimal, then it will be called a minimal Nebeský set.

Lemma 2.1([5]) Let G be a deficient graph and A a minimal Nebeský set of G. Then

(a) b(G−A) = c(G−A) ≥ 2. More, if G is a simple graph then every component of G−A
contains at least three vertices;

(b) the end vertices of every edge in A belong to distinct components of G−A;

(c) any two components of G−A are joined by at most one edge of A;

(d) ξ(G) = 2c(G−A)− |A| − 1.

With the support of Lemma 2.1, we are able to construct a new graph based on the choice

of A. Let G be a deficient graph and A a minimal Nebeský set of G. GA is called a testable

graph of G if V (GA) is the set of components of G−A and two vertices in GA are adjacent if

and only if they are joined in G by an edge of A. We shall refer the vertices of GA to as the

nodes of GA, and uA, υA,...are typical notation for the nodes.

Lemma 2.2 Let G be a deficient graph and A a minimal Nebeský set of G. Then

ξ(G) = 2p(GA)− q(GA)− 1,

where p(GA) and q(GA) are the numbers of nodes and edges of GA, respectively.

Proof By the definition of GA, we know that p(GA) = c(G−A) and q(GA) = |A|. Applying

Lemma 2.1, we find that

ξ(G) = 2c(G−A)− |A| − 1 = 2p(GA)− q(GA)− 1.
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Lemma 2.3 If G is triangle-free, there exist a ωA ∈ V (GA) such that 2 ≤ |E(ωA, A)| ≤ 3,

where E(ωA, A) denotes the set of edges of GA incident with ωA.

Proof Let TωA
denote the component of G−A which corresponds to ωA in GA. By Lemma

2.1 |V (GA)| ≥ 2. If for all ωA ∈ V (GA), there is |E(ωA, A)| ≥ 4, then

|A| = 1

2

∑

ωA∈V (GA)

|E(ωA, A)| ≥ 2|V (GA)|.

Applying Lemma 2.1 and the definition of GA, ξ(G) = 2V (GA)−|A|−1 ≤ −1, a contradiction.

For G is connected, |E(ωA, A)| ≥ 1. If |E(ωA, A)| = 1, let E(ωA, A) = {e}, e = fh, f ∈
V (TωA

), h ∈ V (TσA
), σA ∈ V (GA). By Lemma 2.1, β(TωA

) is odd and TωA
is simple and

triangle-free, there exists f
′ ∈ V (TωA

) such that f
′ 6= f, ff

′ 6∈ E(G). Similarly, there exists

h
′ ∈ V (TσA

) such that h
′ 6= h, hh

′ 6∈ E(G). Since e is a bridge, dG(f
′

, h
′

) ≥ 5, a contradiction.

So we get that 2 ≤ |E(ωA, A)| ≤ 3.

Theorem Let G be a simple, triangle-free graph of diameter 4, then ξ(G) ≤ 2, i.e., the

maximum genus of G, γM (G) ≥ 1
2β(G) − 1.

Proof Let Π={H |H is a simple graph of diameter 4 and does not contain a spanning

subgraph K3 with ξ(G) > 2 }. We claim that Π is an empty set. Suppose it is not true, let

G ∈ Π be with minimum order. Clearly, G is a deficient graph. Now let A be a minimal Nebeský

set. Applying Lemma 2.1(a), each component of G − A has odd Betti number. Thus, each

component of G−A must be a quadrangle. Otherwise, there exists a graph |V (G
′

)| < |V (G)|.
Now let TxA

denote the component of G − A which corresponds to xA in GA for each node

xA ∈ V (GA).

By Lemma 2.3, choose zA ∈ V (GA) with 2 ≤ |E(zA, A)| ≤ 3, and define D0 = {zA}, D1 =

N(zA) and D2 = V (GA) − N(zA). We call x ∈ V (G) a distance k vertex, if min {d(x, z)|z ∈
V (TzA

)} = k and denote E(Di, Dj) = {xAyA ∈ E(GA)|xA ∈ Di and yA ∈ Dj}, where 0 ≤
i, j ≤ 2 (Note that the order of xA and yA is important throughout of the proof). We also need

the following definitions.

A1={xAyA ∈ E(D2, D1)| there exists a distance 1 vertex of TyA
adjacent to a distance 2

vertex of TxA
, or a distance 2 vertex of TyA

adjacent to a distance 3 vertex of TxA
and a distance

1 vertex of TωA
for some ωA ∈ D1 − {yA}}.

A2={xAyA ∈ E(D2, D2)| xA is not incident with any edge of A1 and yA is incident with

one edge of A1 and TyA
contains a vertex both adjacent to a vertex of TxA

and a vertex of TuA

for some uA ∈ D1} ∪ {xAyA ∈ E(D2, D2)| xA is not incident with any edge of A1 and yA is

incident with at least two edges of A1}.
A3={xAyA ∈ E(D1, D1)| there exists a distance 2 vertex of TxA

adjacent to a distance 1

vertex of TyA
}.

Now, according to these edge subsets A1 − A3 of E(GA), we define a directed graph
−→
GA

based on GA:

(i) V (
−→
GA) = V (GA);

(ii) if xAyA ∈ E
′

= (
⋃3

i=1 Ai)
⋃

(D1, D0), then join two arcs from yA to xA;
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(iii) if xAyA ∈ E(GA)− E′

, then let (xA, yA) and (yA, xA) be arcs of
−→
GA.

By this definition, it is easy to see that

∑

xA∈V (GA)

deg(xA) =
∑

xA∈V (
−→
GA)

deg−(xA),

where deg−(xA) denotes the in-degree of xA in
−→
GA. Therefore, the in-degree sum of

−→
GA gives

2q(GA).

Now, we count the in-degree sum of
−→
GA. Let xA be an arbitrary node in V (

−→
GA).

(1) xA ∈ D0. Then deg−(xA) = 0 clearly.

(2) xA ∈ D2. The situation is divided into the discussions (i)-(iv) following.

(i) xA is not incident with edges of A1, but incident with edges of A2.

Case 1 xA is incident with at least two edges of A2, then deg−(xA) ≥ 4.

Case 2 xA is incident with one edge e of A2. Let x1y1 be an edge of E(G) which corresponds

to the edge e. Accordingly, TzA
is a quadrangle and 2 ≤ |E(zA, A)| ≤ 3. Then there exist

z1 ∈ V (TzA
) and deg(z1) = 2. We know that d(x1, z1) = 4 in G. Let V (TxA

) = {x1, x2, x3, x4}.
In TxA

, x2 must be incident with an edge of E(GA) − E
′

such that d(x2, z1) ≤ 4(in fact

d(x2, z1) = 4). Similar discussion can be done done for vertices x3 and x4. So deg−(xA) ≥ 4.

(ii) xA is not incident with edges of A1

⋃
A2.

Let V (TxA
) = {x1, x2, x3, x4}. In TxA

, x1 must be incident with an edge of E(GA) − E′

such that d(x1, z1) ≤ 4(in fact d(x2, z1) = 4). Similar discussion can be done done for vertices

x2,x3 and x4. So deg−(xA) ≥ 4.

(iii) xA is incident with edges of A1, but not incident with edges of A2.

Case 1 xA is incident with at least two edges of A1, then deg−(xA) ≥ 4.

Case 2 xA is incident with one edge e of A1. Let x1y1 be an edge of E(G) which corresponds

to the edge e. Let V (TxA
) = {x1, x2, x3, x4} and d(x1, z1) ≥ 3. In TxA

, it supposes that x3 is

not incident with x1, then x3 must be incident an edge of E(GA). Let this edge be e
′

. Then

e
′ ∈ E(GA)−E′

, and e
′

contributes one de-agree. So deg−(xA) ≥ 3(in fact, when deg−(xA) = 3,

e
′ ∈ E(D2, D1)).

(iv) xA is incident with edges of A1 and A2.

Case 1 xA is incident with at least two edges of A1, then deg−(xA) ≥ 4.

Case 2 xA is incident with one edge e of A1. Let x1y1 be an edge of E(G) which corresponds

to the edge e. Let V (TxA
) = {x1, x2, x3, x4} and d(x1, z1) ≥ 3. In TxA

, it supposes that x3

is not incident with x1, then x3 must be incident with an edge of E(GA). Let this edge be

e
′

. Then e
′ ∈ A2 or e

′ ∈ E(GA) − E′

. In the former, e
′

must contributes two de-agree for

xA. In the latter, e
′

contributes one de-agree. So deg−(xA) ≥ 3(in fact,when deg−(xA) = 3,

e
′ ∈ E(D2, D1)).

Hence, for xA ∈ D2, deg
−(xA) ≥ 3.
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Let M={xA ∈ D2|deg−(xA) = 3}. We get that

∑

xA∈D2

deg−(xA) ≥ 4|D2| − |M |.

(3) xA ∈ D1.

By the definition of
−→
GA, the edge connects D0 and D1 contributes two de-agree for xA.

Let x1y1 be an edge of E(G) corresponds to this edge(y1 ∈ E(TzA
)).

Let V (TxA
) = {x1, x2, x3, x4}. In TxA

, it supposes that x3 is not incident with x1. In TzA
,

there exists z2 ∈ V (TzA
) so that if d(x3, z2) ≤ 4. If x3 does not connect z2 though x2 or x4,

x3 must be incident with one edge of E(GA). Let that edge be e. Then e ∈ E(GA) − E′

and

deg(xA) ≥ 3. If x3 connects z2 though x2 or x4, x2 or x4 is incident with one edge of E(GA).

Let that edge be e. Then e ∈ E(GA) − E′

or e ∈ A3, and e contributes at least one de-agree.

So deg(xA) ≥ 3.

Hence, for all xA ∈ D1,

∑

xA∈D1

deg−(xA) ≥ 3|D1|+ |M |.

Now by discussions (1) and (2), we get that

2q(GA) =
∑

xA∈V (
−→
GA)

deg−(xA)

≥ 4|D2| − |M |+ 3|D1|+ |M |
= 4p(GA)− |D1| − 4

≥ 4P (GA)− 7.

Applying Lemma 2.2 again, we get that ξ(G) = 2p(GA)− 1− q(GA) ≤ 2, also a contradic-

tion. This completes the proof.

To see that the upper bound presented in our theorem is best possible, let us consider the

following family of infinite graphs, as depicts in Fig. 1. There are even paths with length 2

from m to n. Thus, this graph is triangle-free with diameter 4. It is not difficult to check that

its Betti deficiency are equal to 2.
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m

n

Fig.1
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Abstract: Let G be a connected graph of order n, and NC2(G) denote min{|N(u)∪N(v)| :

dist(u, v) = 2}, where dist(u, v) is the distance between u and v in G. A cycle C in G is

called a dominating cycle, if V (G)\V (C) is an independent set in G. In this paper, we prove

that if G contains a dominating cycle and δ ≥ 2, then G contains a dominating cycle of

length at least min{n, 2NC2(G)−1} and give a family of graphs showing our result is sharp,

which proves a conjecture of R. Shen and F. Tian, also related with the cyclic structures of

algebraically Smarandache multi-spaces.

Key words: Dominating cycle, neighborhood union, distance.

AMS(2000): 05C38, 05C45.

§1. Introduction

All graphs considered in this paper will be finite and simple. We use Bondy & Murty [1] for

terminology and notations not defined here.

Let G = (V,E) be a graph of order n and C be a cycle in G. C is called a dominating

cycle, or briefly a D-cycle, if V (G)\V (C) is an independent set in G. For a vertex v in G, the

neighborhood of v is denoted by N(v), and the degree of v is denoted by d(v). For two subsets

S and T of V (G), we set NT (S) = {v ∈ T \S :N(v) ∩ S 6= ∅}. We write N(u, v) instead of

NV (G)({u, v}) for any u, v ∈ V (G). If F and H are two subgraphs of G, we also write NF (H)

instead of NV (F )

(
V (H)

)
. In the case F = G, if no ambiguity can arise, we usually omit the

subscript G of NG(H). We denote by G[S] the subgraph of G induced by any subset S of V (G).

For a connected graph G and u, v ∈ V (G), we define the distance between u and v in

G, denoted by dist(u, v), as the minimum value of the lengths of all paths joining u and v in

G. If G is non-complete, let NC(G) denote min{|N(u, v)| : uv /∈ E(G)} and NC2(G) denote

min{|N(u, v)| : dist(u, v) = 2}; if G is complete, we set NC(G) = n− 1 and NC2(G) = n− 1.

In [2], Broersma and Veldman gave the following result.

Theorem 1([2]) If G is a 2-connected graph of order n and G contains a D-cycle, then G has

a D-cycle of length at least min{n, 2NC(G)} unless G is the Petersen graph.

For given positive integers n1,n2 and n3, let K(n1, n2, n3) denote the set of all graphs

1Received August 6, 2007. Accepted September 8, 2007
2Supported by the National Science Foundation of China(10671095) and the Tian Yuan Foundation on

Mathematics.
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of order n1 + n2 + n3 consisting of three disjoint complete graphs of order n1, n2 and n3,

respectively. For any integer p ≥ 3, let J ∗
1 (resp. J ∗

2 ) denote the family of all graphs of order

2p+ 3 (resp. 2p+ 4) which can be obtained from a graph H in K(3, p, p) (resp. K(3, p, p+ 1))

by adding the edges of two triangles between two disjoint triples of vertices, each containing

one vertex of each component of H . Let J1 = {G :G is a spanning subgraph of some graph in

J ∗
1 } and J2 = {G :G is a spanning subgraph of some graph in J ∗

2 }. In [5], Tian and Zhang

got the following result.

Theorem 2([5]) If G is a 2-connected graph of order n such that every longest cycle in G

is a D-cycle, then G contains a D-cycle of length at least min{n, 2NC2(G)} unless G is the

Petersen graph or G ∈ J1 ∪ J2.

In [4], Shen and Tian weakened the conditions of Theorem 2 and obtained the following

theorem.

Theorem 3([4]) If G contains a D-cycle and δ ≥ 2, then G contains a D-cycle of length at

least min{n, 2NC2(G)− 3}.

Theorem 4([6]) If G contains a D-cycle and δ ≥ 2, then G contains a D-cycle of length at

least min{n, 2NC2(G)− 2}.

In [4], Shen and Tian believed the followings are true.

Conjecture 1 If G satisfies the conditions of Theorem 3, then G contains a D-cycle of length

at least min{n, 2NC2(G)− ǫ(n)}, where ǫ(n) = 1 if n is even, and ǫ(n) = 2 if n is odd.

Conjecture 2 If G contains a D-cycle and δ ≥ 2, then G contains a D-cycle of length at

least min{n, 2NC2(G)} unless G is one of the exceptional graphs listed in Theorem 2. And the

complete bipartite graphs Km,m+q (q ≥ 1) show that the bound 2NC2(G) is sharp.

In this paper, we prove the following result, which solves Conjecture 1 due to Shen and

Tian, also related with the cyclic structures of algebraically Smarandache multi-spaces (see [3]

for details).

Theorem 5 If G contains a D-cycle and δ ≥ 2, then G contains a D-cycle of length at least

min{n, 2NC2(G)− 1} unless G ∈ J1.

Remark The Petersen graph shows that our bound 2NC2(G)− 1 is sharp.

§2. Proof of Theorem 5

In order to prove Theorem 5, we introduce some additional notations.

Let C be a cycle in G. We denote by
−→
C the cycle C with a given orientation. If u, v ∈ V (C),

then u
−→
Cv denotes the consecutive vertices on C from u to v in the direction specified by−→

C . The same vertices, in reverse order, are given by v
←−
Cu. We will consider u

−→
Cv and v

←−
Cu

both as paths and as vertex sets. We use u+ to denote the successor of u on
−→
C and u− to
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denote its predecessor. We write u+2 := (u+)+ and u−2 := (u−)−, etc. If A ⊆ V (C), then

A+ = {v+ : v ∈ A} and A− = {v− : v ∈ A}. For any subset S of V (G), we write N+(S) and

N−(S) instead of (N(S))+ and (N(S))−,respectively.

Let G be a graph satisfying the conditions of Theorem 4, i.e. G contains a D-cycle and

δ ≥ 2. Throughout, we suppose that

——G is non-hamiltonian and C is a longest D-cycle in G,

——|V (C)| ≤ 2NC2(G)− 2,

——R = G\V (C) and x ∈ R, such that d(x) is as large as possible.

First of all, we prove some claims.

By the maximality of C and the definition of D-cycle, we have

Claim 1 N(x) ⊆ V (C).

Claim 2 N(x) ∩N+(x) = N(x) ∩N−(x) = ∅.

Let v1, v2, . . . , vk be the vertices of N(x), in cyclic order around
−→
C . Then k ≥ 2 since

δ ≥ 2. For any i ∈ {1, 2, . . . , k}, we have v+
i 6= vi+1 (indices taken modulo k) by Claim 2. Let

ui = v+
i , wi = v−i+1 (indices taken modulo k), Ti = ui

−→
Cwi, ti = |Ti|.

Claim 3 NR(y1) ∩NR(y2) = ∅, if y1, y2 ∈ N+(x) or y1, y2 ∈ N−(x).In particular, N+(x) ∩
N(ui) = N−(x) ∩N(wi) = ∅.

For any i, j ∈ {1, 2, . . . , k}(i 6= j), we also have the following Claims.

Claim 4 Each of the followings does not hold :

(1) There are two paths P1[wj , z] and P2[ui, z
−], (z ∈ vj+1

−→
Cvi) of length at most two

that are internally disjoint from C and each other ;

(2) There are two paths P1[wj , z] and P2[ui, z
+] (z ∈ vj+1

−→
C vi) of length at two that are

internally disjoint from C and each other ;

(3) There are two paths P1[ui, z] and P2[uj, z
+] ( z ∈ u+

j

−→
C vi) of length at most two that are

internally disjoint from C and each other, and similarly for P1[ui, z] and P2[uj , z
−] (z ∈ u+

i

−→
C vj).

Claim 5 For any v ∈ V (G), we have dR(v) ≤ 1.

If not, then by Claim 1, there exists a vertex, say v, in C such that dR(v) > 1. Let

x1, x2 ∈ NR(v), then |N(x1, x2)| ≥ NC2(G).

First, we prove that |N(x1, x2) ∩ N+(x1, x2)| ≤ 2. Otherwise, let y1, y2 and y3 be three

distinct vertices in N(x1, x2) ∩ N+(x1, x2). By Claim 2, we know yi ∈ N(x1) ∩N+(x2) or

yi ∈ N(x2) ∩N+(x1) for any i ∈ {1, 2, 3}. Thus, there must exist i and j (i 6= j, i, j ∈ {1, 2, 3})
such that yi, yj ∈ N(x1) ∩ N+(x2) or yi, yj ∈ N(x2) ∩ N+(x1). In either case, it contradicts

Claim 3. So we have that |N(x1, x2) ∩N+(x1, x2)| ≤ 2.
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Now we have

|V (C)| ≥ |N(x1, x2) ∪N+(x1, x2)|
≥ 2|N(x1, x2)| − 2

≥ 2NC2(G)− 2,

so V (C) = N(x1, x2) ∪ N+(x1, x2) by assumption on |V (C)|, and in particular, N(x1, x2) ∩
N+(x1, x2) = {y1, y2}.Therefore y1 ∈ N(x1) ∩N+(x2) and y2 ∈ N+(x1) ∩N(x2).

Now, we prove that dR(v+) ≤ 1, dR(v−) ≤ 1. If not,suppose dR(v−) > 1, let z1, z2 ∈
NR(v−), by Claim 1 and V (C) = N(x1, x2) ∪N+(x1, x2), N(z1, z2) ⊆ N+(x1, x2), so we have

x1 (or x2) ∈ N(v−2). Using a similar argument as above, we have z1 (or z2) ∈ N(v−3), which

contradicts Claim 3. Thus, we have dR(v−) ≤ 1; similarly, dR(v+) ≤ 1.

Now, we consider N(x2, v
−) ∪ N−(x1, v

+).Since dist(x2, v
−) = dist(x1, v

+) = 2 and

|N(x2, v
−)| ≥ NC2(G), |N−(x1, v

+)| = |N(x1, v
+)| ≥ NC2(G). We prove that |NC(x2, v

−) ∩
N−

C (x1, v
+)| ≤ 1. Let z ∈ {NC(x2, v

−) ∩N−
C (x1, v

+)}\{y−1 }.

We consider following cases.

(i) Let z ∈ y+
1

−→
Cy−2

2 , if zx2 ∈ E(G) and x1z
+ ∈ E(G), or zx2 ∈ E(G) and v+z+ ∈ E(G),

or v−z ∈ E(G) and x1z
+ ∈ E(G), each case contradicts Claim 3; if v−z ∈ E(G) and v+z+ ∈

E(G), then C′ = x1y
−
2

←−
Cz+v+−→Czv−←−Cy2x2vx1 is a D-cycle longer than C,a contradiction.

(ii) Let z ∈ y+
2

−→
C y−2

1 , if x2z ∈ E(G) and x1z
+ ∈ E(G), or x2z ∈ E(G) and v+z+ ∈

E(G), both contradict Claim 3; if v−z ∈ E(G) and x1z
+ ∈ E(G), it contradicts Claim 3; if

v−x1 ∈ E(G) and z+v+ ∈ E(G), then C′ = x1y1
−→
C v−z

←−
Cv+z+−→Cy−1 x2vx1 is a D-cycle longer

than C, for z ∈ v−→C y−1 ; and C′ = x1y
−
2

←−
Cv+z+−→Cv−z←−Cy2x2vx1 is a D-cycle longer than C for

z ∈ y2
−→
Cv−.

So, we have |NC(x2, v
−) ∩N−

C (x1, v
+)| ≤ 1. Moreover, y1, y

−
2 /∈ N(x2, v

−) ∪N−(x1, v
+).

Otherwise, if y1 ∈ N(v−), then C′ = x1y
−
2

←−
Cy1v

−←−Cy2x2y
−
1

←−
Cvx1 is a D-cycle longer than C.

By Claim 2, y1 /∈ N(x2) ∪N−(x1, v
+), so we have y1 /∈ N(x2, v

−) ∪N−(x1, v
+). By Claims 1

and 3 we have y−2 /∈ N(x2, v
−) ∪N−(x1, v

+). Thus, we have

|V (C)| ≥ |NC(x2, v
−) ∪N−

C (x1, v
+)|+ 2

≥ |NC(x2, v
−)|+ |N−

C (x1, v
+)| − 1 + 2

= |N(x2, v
−)\NR(x2, v

−)|+ |N(x1, v
+)\NR(x1, v

+)|+ 1

≥ 2NC2(G)− 2 + 1

= 2NC2(G)− 1,

a contradiction with |V (C)| ≤ 2NC2(G)− 2. So, we have dR(v) ≤ 1, for any v ∈ V (G).

Claim 6 ti ≥ 2.

If ti = 1 for all of i, then NR(ui) = ∅ for all of i (if not, let z ∈ NR(ui) for some i, by

Claim 1 and Claim 5 N(z) ⊆ V (C) and ujz ∈ E(G) for some j. then, z ∈ NR(ui) ∩ NR(uj),

a contradiction). Then N(ui) ∩ N+(ui) = ∅ ( otherwise, y ∈ N(ui) ∩ N+(ui), then C′ =
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xvi+1
−→
Cy−uiy

−→
Cvix is a D-cycle longer than C). Moreover, we have N(x) ∩ N+(x) = ∅ by

Claim 2, N+(x) ∩N(ui) = N+(ui) ∩N(x) = ∅ by Claim 3. Hence, N(x, ui) ∩N+(x, ui) = ∅.
So we have

|V (C)| ≥ |N(x, ui) ∪N+(x, ui)| ≥ 2|N(x, ui)| ≥ 2NC2(G),

a contradiction. So we may assume ti = 1 for some i, without loss of generality, suppose t1 = 1

and NR(wk) 6= ∅. Let y ∈ NR(wk), choose y1 ∈ N(y) such that N(y) ∩ (y+
1

−→
Cw−

k ) = ∅. Using a

similar argument as above and dR(u1) ≤ 1, by Claim 5, we have

|V (C)| = |NC(x, u1) ∪N+
C (x, u1)| ≥ 2NC2(G)− 2.

So V (C) = NC(x, u1) ∪ N+
C (x, u1). Similarly, we know that V (C) = NC(x, u1) ∪ N−

C (x, u1).

Moreover, u1w
−
k ∈ E(G). If |y+

1

−→
Cw−

k | = 1, then C′ = xv2
−→
Cy1ywkw

−
k u1v1x is a D–cycle longer

than C, a contradiction. So we may assume that |y+
1

−→
Cw−

k | ≥ 2.

Now, we consider NC(y, y+
1 ) ∪N−

C (x, u1). Since dist(y, y+
1 ) = dist(x, u1) = 2, |N(y, y+

1 | ≥
NC2(G), |N−(x, u1)| = |N(x, u1)| ≥ NC2(G).Moreover, we have v1, v2 /∈ NC(y, y+

1 )∪N−
C (x, u1)

and NC(y, y+
1 ) ∩ N−

C (x, u1) ⊆ {wk}. In fact, v1 /∈ N(y, y+
1 ) by Claims 3 and 5, if v1 ∈

N−(x, u1), then v+
1 x ∈ E(G) or v+

1 u1 ∈ E(G), which contradicts to Claims 2 and 3. So

v1 /∈ NC(y, y+
1 )∪N−

C (x, u1);if v2 ∈ NC(y, y+
1 ), then v2y

+ ∈ E(G) by Claim 5, which contradicts

to Claim 4. If v2 ∈ N−
C (x, u1) then v+

2 ∈ N(x, u1), which contradicts to Claims 2 and 3. So

v2 /∈ NC(y, y+
1 ) ∪N−

C (x, u1). Suppose z ∈ NC(y, y+
1 ) ∩N−

C (x, u1)\{wk}. Now, we consider the

following cases.

(i) z ∈ v2
−→
Cy−1 . If yz ∈ E(G) and xz+ ∈ E(G), then, it contradicts to Claim 3. Put

C′ =





yz
←−
Cv2xv1u1z

+←−Cwky if yz ∈ E(G)andu1z
+ ∈ E(G);

xz+−→Cy1ywk

←−
Cy+

1 z
←−
Cv1x if y+

1 z ∈ E(G) andxz+ ∈ E(G);

xv2
−→
Czy+

1

−→
Cwkyy1

←−
Cz+u1v1x if y+

1 z ∈ E(G) and u1z
+ ∈ E(G).

(ii) z ∈ y1
−→
Cw−

k , then z ∈ N(y+
1 ) since N(y)∩ (y+

1

−→
Cw−

k ) = ∅. Let zy+
1 ∈ E(G) and z+ ∈

NC(x, u1). Since V (C) = NC(x, u1) ∪ N−
C (x, u1), So y+

1 ∈ NC(x, u1) ∪ N−
C (x, u1). If u1y

+
1 ∈

E(G) then C′ = xv2
−→
Cy1ywk

←−
Cy+

1 u1v1x is a D–cycle longer than C , a contradiction; if xy+
1 ∈

E(G), then it contradicts with Claim 3. Then, y+
1 ∈ N−(x, u1). If xz+ ∈ E(G) and y+2

1 x ∈
E(G), then it contradicts to Claim 3; Put

C′ =





xy+2−→Czy+
1

←−
Cu1z

+←−Cv1x if y+2
1 x ∈ E(G) and u1z

+ ∈ E(G);

xv2
−→
C y+

1 z
←−
Cy+2

1 u1
←−
Cz+x if y+2

1 u1 ∈ E(G) and xz+ ∈ E(G);

xv2
−→
C y+

1 z
←−
Cy+2

1 u1z
+←−Cv1x if y+2

1 u1 ∈ E(G) and u1z
+ ∈ E(G).

In any cases, C′ is aD–cycle longer than C, a contradiction. Therefore, v1, v2 /∈ NC(y, y+
1 )∪

N−
C (x, u1), NC(y, y+

1 ) ∩N−
C (x, u1) ⊆ {wk}. Hence, we have

|V (C)| ≥ |NC(y, y+
1 ) ∪N−

C (x1, u1)|+ 2

≥ |NC(y, y+
1 )|+ |N−

C (x1, u1)| − 1 + 2

= |N(y, y+
1 )\NR(y, y+

1 )|+ |N(x1, u1)\NR(x1, u1)|+ 1

≥ 2NC2(G)− 2 + 1

= 2NC2(G)− 1,
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a contradiction with |V (C)| ≤ 2NC2(G)− 2.

Claim 7 If
⋃k

i=1NR(yi) 6= ∅, then NR(yi) 6= ∅ for all i ∈ {1, 2, . . . , k}, where yi = ui (wi,

respectively).

If not, without loss of generality, we assume that NR(u1) 6= ∅ and NR(uk) = ∅. Suppose

x1 ∈ NR(u1) and y ∈ N(x1) (y 6= u1). Then dist(x1, y
+) = dist(x1, y

−) = 2 and |N(x1, y
+)| ≥

NC2(G), |N(x1, y
−)| ≥ NC2(G).

Case 1 N(x1) ∩ (u+
1

−→
Cvk) = ∅.

If not, we may choose y, y ∈ N(x1) ∩ (u+
1

−→
Cvk), such that N(x1) ∩ (u+

1

−→
Cy−) = ∅. We

define a mapping f on V (C) as follows:

f(v) =





v− if v ∈ uk

−→
Cy−;

v+ if v ∈ y−→Cwk−1;

y− if v = vk.

Then |f(NC(x, uk))| = |NC(x, uk)| = |N(x, uk)| ≥ NC2(G) by Claim 1 and the assumption

NR(uk) = ∅. Moreover, we have f(NC(x, uk)) ∩ N(x1, y
−) ⊆ {wk, u1}. In fact, suppose that

z ∈ f(NC(x, uk)) ∩ N(x1, y
−)\{wk, u1}. Obviously, z 6= v1, y

− by Claims 2 and 4. Now we

consider the following cases.

(i) If z ∈ uk

−→
Cw−

k , then z ∈ N−
C (uk) since N(x) ∩ (uk

−→
Cwk) = ∅. Put

C′ =





ukz
+−→Cv1xvk

←−
Cu1x1z

←−
Cuk if x1z ∈ E(G);

ukz
+−→Cv1xvk

←−
Cyx1u1

−→
C y−z

←−
Cuk if y−z ∈ E(G).

(ii) If z ∈ u+
1

−→
Cy−2, then zy− ∈ E(G) since N(x1) ∩ (u+

1

−→
Cy−) = ∅. Put

C′ =





u1
−→
Czy−

←−
Cz+xv1

←−
Cyx1u1 if xz+ ∈ E(G);

u1
−→
Czy−

←−
Cz+uk

−→
Cv1xvk

←−
Cyx1u1 if ukz

+ ∈ E(G).

(iii) If z ∈ y+−→Cvk, we put

C′ =





u1
−→
Cz−xv1

←−
Czx1u1 ifxz− ∈ E(G) and x1z ∈ E(G);

u1
−→
Cy−z

−→
Cv1xz

−←−Cyx1u1 if xz− ∈ E(G) and y−z ∈ E(G);

u1
−→
Cz−uk

−→
Cv1xvk

←−
Czx1u1 if ukz

− ∈ E(G) and x1z ∈ E(G);

u1
−→
Cy−z

−→
Cvkxv1

←−
Cukz

−←−Cyx1u1 if ukz
− ∈ E(G) and y−z ∈ E(G).

In any cases, C′ is a D-cycle longer than C, a contradiction. Therefore, we have f(NC(x, uk))∩
N(x1, y

−) ⊆ {wk, u1}. By Claims 2 and 4, we have u1 /∈ N(x, uk) and v1 /∈ N(x1, y
−). Then

v1 6∈ f(NC(x, uk)) ∪N(x1, y
−). Hence, by Claim 6 we have

|V (C)| ≥ |f(NC(x, uk)) ∪NC(x1, y
−)|+ 1

≥ |f(NC(x, uk))|+ |NC(x1, y
−)| − 2 + 1

≥ 2NC2(G)− 2.
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So, we have V (C) = NC(x1, y
−) ∪ f(NC(x, uk)) ∪ {v1}, NC(x1, y

−) ∩ f(NC(x, uk)) =

{wk, u1}. Hence, y−wk ∈ E(G) and uku
+
1 ∈ E(G) since ti ≥ 2.

Now, we prove that NR(y−) = ∅. If not, there exist y1 ∈ NR(y−), z ∈ NC(y1) (z 6= y−) by

Claim 1 and δ ≥ 2.

Subcase 1N(y1) ∩ (u1
−→
Cy−2) = ∅.

If not, we choose z ∈ N(y1), such that N(y1) ∩ (z+−→Cy−2) = ∅. Therefore we can define a

mapping f1 on V (C) as follows:

f1(v) =





v− if v ∈ u+
k

−→
Cz+;

v+ if v ∈ z+2−→Cwk−1;

z+2 if v = vk;

z+ if v = uk.

Using an argument as above , we have |f1(NC(x, uk)| ≥ NC2(G). Moreover, we have z+, v1, y /∈
NC(y1, z

+) ∪ f1(NC(x, uk)) and NC(y1, z
+) ∩ f1(NC(x, uk)) ⊆ {z+2, y−, wk}. Clearly, z+ /∈

NC(y1, z
+). If z+ ∈ f1(NC(x, uk)), then, uk ∈ NC(x, uk), a contradiction. y1v1 /∈ E(G) by

Claim 5. If v1z
+ ∈ E(G), since y, z+ ∈ N+(y1), the two paths yx1u1 and z+v1 contradict with

Claim 4; By Claims 2 and 4 , we have y /∈ N(y1, z
+), if y ∈ f1(NC(x, uk)) then y− ∈ NC(x, uk),

by Claim 3 y− /∈ N(x), so y− ∈ N(uk), then C′ = xvk

←−
Cyx1u1

−→
Cy−uk

−→
C v1x is a D –cycle

longer than C, a contradiction. So we have z+, v1, y /∈ NC(y1, z
+) ∪ f1(NC(x, uk)). Suppose

s ∈ NC(y1, z
+) ∩ f1(NC(x, uk))\{z+2, y−, wk}.

Now, we consider the following cases.

(i) s ∈ y+−→Cvk. If y1s ∈ E(G) and xs− ∈ E(G) then it contradicts with Claim 4. We put

C′ =





xvk

←−
Csy1y

−←−Cu1x1y
←−
Cs−uk

−→
Cv1x if y1s, uks

− ∈ E(G);

xs−
←−
Cyx1u1

−→
Czy1y

−←−Cz+s
−→
Cv1x if z+s, xs− ∈ E(G);

xvk

←−
Csz+−→Cy−y1z

←−
Cu1x1y

−→
Cs−uk

−→
Cv1x if z+s, uks

− ∈ E(G).

(ii) s ∈ uk

−→
Cwk−1. We have s ∈ N−(uk) since N(x) ∩ (uk

−→
Cwk) = ∅.Put

C′ =





xvk

←−
Cyx1u1

−→
Cy−y1s

←−
Cuks

+−→Cv1x if y1s, uks
+ ∈ E(G);

xvk

←−
Cyx1u1

−→
Czy1y

−←−Cz+s
←−
Cuks

+−→Cv1x if z+s, uks
+ ∈ E(G);

(iii) s ∈ u1
−→
Cy−2. If y1s, xs

+ ∈ E(G) then contradicts to Claim 4. If y1s, uks
+ ∈ E(G),

then

C′ = xvk

←−
Cyx1u1

−→
Csy1y

−←−Cs+uk

−→
Cv1x

is a D–cycle longer than C, a contradiction. If s ∈ z+−→Cy−, we put

C′ =





xs−
←−
Cz+s

−→
Cy−y1z

←−
Cu1x1y

−→
Cv1x if z+s, s−x ∈ E(G);

xvk

←−
Cyx1u1

−→
Czy1y

−←−Csz+−→Cs−uk

−→
Cv1x if z+s, s−uk ∈ E(G).
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If s ∈ u1
−→
Cz, we put

C′ =





xs+
−→
Czy1y

−←−Cz+s
←−
Cu1x1y

−→
Cv1x if z+s, xs+ ∈ E(G);

xvk

←−
Cyx1u1

−→
Csz+−→Cy−y1z

←−
Cs+uk

−→
Cv1x if z+s, uks

+ ∈ E(G).

In any cases, C′ is a D–cycle longer than C, a contradiction. Hence, by Claim 5 we have

|V (C)| ≥ |f1(NC(x, uk)) ∪NC(y1, z
+)|+ 3

≥ |f1(NC(x, uk))| + |NC(y1, z
+)| − 3 + 3

≥ 2NC2(G)− 1,

a contradiction. So N(y1) ∩ (u1
−→
Cy−2) = ∅,

Subcase 2 N(y1) ∩ (y
−→
Cvk) = ∅.

If not, we may choose z ∈ N(y1) ∩ (y
−→
Cvk), such that N(y1) ∩ (y

−→
Cz−) = ∅. Therefore, we

can define a mapping f2 on V (C) as follows:

f2(v) =





v+ if v ∈ u1
−→
Cy−2 ∪ z−−→Cwk−1;

v− if v ∈ y+−→Cz−2 ∪ u+
k

−→
Cv1;

z− if v = vk;

v1 if v = uk;

z−2 if v = y;

u1 if v = y−

Using a similar argument as above , we have |f2(NC(x, uk))| ≥ NC2(G).We considerNC(y1, z
−)∪

f2(NC(x, uk)), then v1, u
+
1 /∈ NC(y1, z

−) ∪ f2(NC(x, uk)), and NC(y1, z
−) ∩ f2(NC(x, uk)) ⊆

{y−, wk}. In fact, v1 /∈ N(y1, z
−) by Claims 4, 5 ; if v1 ∈ f2(N(x, uk)) then uk ∈ N(x, uk),

a contradiction; if u+
1 ∈ N(z−), then the paths yx1u1 and z−u+

1 contradict with Claim 5; if

u+
1 ∈ f2(NC(x, uk)), then u1 ∈ N(x, uk), a contradiction. So we have v1, u

+
1 , /∈ NC(y1, z

−) ∪
f2(NC(x, uk)). For s ∈ NC(y1, z

−) ∩ f2(NC(x, uk))\{y−, wk}, we consider the following cases.

(i) If s ∈ u1
−→
Cy. We have s ∈ N(z−) since N(y1) ∩ (u1

−→
Cy−2) = ∅. Put

C′ =





xs−
←−
Cu1x1y

−→
Cz−s

−→
Cy−y1z

−→
Cv1x if s−x ∈ E(G);

xvk

←−
Czy1y

−←−Csz←−Cyx1u1
−→
Cs−uk

−→
Cv1x if s−uk ∈ E(G).

(ii) If s ∈ uk

−→
Cv1, then s+ ∈ N(uk) since N(x) ∩ (uk

−→
Cwk) = ∅. Put

C′ =





xvk

←−
C zy1y

−←−Cu1x1y
−→
Cz−s

←−
Cuks

+−→Cv1x if z−s ∈ E(G);

xvk

←−
C yx1u1

−→
Cy−y1s

←−
Cuks

+−→Cv1x if y1s ∈ E(G).

(iii) If s ∈ y−→Cz−2, then we have s ∈ N(z−) since N(y1) ∩ (y
−→
Cz−2) = ∅. Put

C′ =





x1y
−→
Csz−

←−
C s+xv1

←−
C zy1y

−←−Cu1x1 if xs+ ∈ E(G);

xvk

←−
C zy1y

−←−Cu1x1y
−→
Csz−s+uk

−→
Cv1x if uks

+ ∈ E(G).
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(iv) If s ∈ z−−→Cvk. If y1s, xs
− ∈ E(G) then it contradicts to Claim 4. We put

C′ =





xvk

←−
Csy1y

−←−Cu1x1y
−→
Cs−uk

−→
Cv1x if y1s, uks

− ∈ E(G);

xs−
←−
Czy1y

−←−Cu1x1y
−→
Cz−s

−→
Cv1x if z−s, s−x ∈ E(G);

xvk

←−
Csz−

←−
Cyx1u1

−→
Cy−y1z

−→
Cs−uk

−→
Cv1x if z−s, s−uk ∈ E(G).

In any cases, C′ is a D-cycle longer than C, a contradiction. Therefore, we have v1, u
+
1 , /∈

NC(y1, z
−) ∪ f2(NC(x, uk)), and NC(y1, z

−) ∩ f2(NC(x, uk)) ⊆ {y−, wk}. So

|V (C)| ≥ |NC(y1, z
−) ∪ f2(NC(x, uk))|+ 2

≥ |NC(y1, z
−)|+ |NC(x, uk)| − 2 + 2

≥ 2NC2(G)− 1,

a contradiction with |V (C)| ≤ 2NC2(G)− 2. Hence, N(y1)\{y−} ⊆ (uk

−→
Cu1).

Subcase 3 N(y1) ∩ (uk

−→
Cu1) = ∅.

If not, we may choose z ∈ N(y1)∩ (uk

−→
Cu1), such that N(y1) ∩ (z+−→Cu1) = ∅. We define a

mapping f3 on V (C) as follows:

f3(v) =





v− if v ∈ y+−→Cvk ∪ u+
k

−→
Cz+;

v+ if v ∈ z+2−→Cy−2;

z+ if v = uk;

vk if v = y;

z+2 if v = y−.

Using a similar argument as above , we have |f3(NC(x, uk))| ≥ NC2(G). Moreover, z+, u+
1 /∈

NC(y1, z
+) ∪ f3(NC(x, uk)), NC(y1, z

+) ∩ f3(NC(x, uk)) ⊆ {y−, wk}. In fact, clearly, z+ /∈
NC(y1, z

+), if z+ ∈ f3(NC(x, uk)), then uk ∈ NC(x, uk), a contradiction; if u+
1 ∈ NC(y1, z

+),

then u+
1 ∈ N(z+) since NC(y1) ∩ (y−2−→Cuk) = ∅, so C′ = x1y

−→
Czy1y

−←−Cu+
1 z

+−→Cu1x1 is a

D –cycle longer than C, a contradiction; if u+
1 ∈ f3(NC(x, uk)) then u1 ∈ NC(x, uk),a con-

tradiction; so we have z+, u+
1 /∈ NC(y1, z

+) ∪ f3(NC(x, uk)). Suppose s ∈ NC(y1, z
+) ∩

f3(NC(x, uk))\{y−, wk}. Now, we consider the following cases.

(i) If s ∈ vk

−→
C z+, then We have s+uk ∈ E(G) since N(x) ∩ (uk

−→
Cwk) = ∅. Put

C′ =





xvk

←−
C yx1u1

−→
Cy−y1s

←−
Cuks

+−→Cv1x if y1s ∈ E(G);

xvk

←−
C yx1u1

−→
Cy−y1z

←−
Cs+uk

−→
Csz+−→Cv1x if z+s ∈ E(G).

(ii) If s ∈ z+2−→Cw−
k , then we have s−uk, sz

+ ∈ E(G) since N(x) ∩ (uk

−→
Cwk) = N(y1) ∩

(z+−→Cv1) = ∅. Put

C′ = xvk

−→
Cyx1u1

−→
Cy−y1z

←−
Cuks

−←−C z+s
−→
Cv1x

.

(iii) If s ∈ u1
−→
Cy−2, then we have sz+ ∈ E(G) since N(y1) ∩ (u1

−→
Cy−2) = ∅. Put
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C′ =





xs−
←−
Cu1x1y

−→
Czy1y

−←−C sz+−→Cv1x if xs− ∈ E(G);

xvk

←−
C yx1u1

←−
Cs−uk

−→
Czy1y

−←−Csz+−→Cv1x if uks
− ∈ E(G).

(iv) If s ∈ y−→Cvk, then we have sz+ ∈ E(G) since N(y1) ∩ (y
−→
Cvk) = ∅.Put

C′ =





xs+
−→
Czy1y

−←−Cu1x1y
−→
Csz+−→Cv1x if xs+ ∈ E(G);

xvk

←−
Cs+uk

−→
Czy1y

−←−Cu1x1y
−→
Csz+−→Cv1x if uks

+ ∈ E(G).

In any cases, C′ is aD–cycle longer than C, a contradiction. Therefore we haveNC(y1, z
+)∩

f3(NC(x, uk)) ⊆ {y−, wk}. So we have

|V (C)| ≥ |NC(y1, z
+) ∪ f3(NC(x, uk)|+ 2

≥ |NC(y1, z
+|+ |NC(x, uk)| − 2 + 2

≥ 2NC2(G)− 1,

a contradiction with |V (C)| ≤ 2NC2(G)− 2. Hence, N(y1) ∩ (uk

−→
Cv1) = ∅.

Thus, N(y1) = {y−}, which contradicts to δ ≥ 2. Therefore, we know that NR(y−) = ∅.
So we have

|V (C)| ≥ |f(NC(x, uk)) ∪NC(x1, y
−)|+ 1

≥ |f(NC(x, uk))|+ |NC(x1, y
−)| − 2 + 1

= |N(x, uk)\NR(x, uk)|+ |N(x1, y
−)\NR(x1, y

−)| − 1

= |N(x, uk)|+ |N(x1, y
−)| − 1

≥ 2NC2(G)− 1,

a contradiction. So we have N(x1) ∩ (u+
1

−→
Cvk) = ∅, hence, N(x1) ⊆ uk

−→
Cu1.

Case 2 N(x1) ∩ (uk

−→
Cv1) = ∅.

Otherwise, since v1x1 /∈ E(G), we can choose y, y ∈ uk

−→
Cwk, such that N(x1)∩(y+−→Cv1) =

∅. Therefore, we can define a mapping g on V (C) as follows:

g(v) =





v− if v ∈ u+
1

−→
Cy;

v+ if v ∈ y+−→Cwk;

y+ if v = u1,

y if v = v1.

Using a similar argument as before, we have |g(NC(x, uk))| ≥ NC2(G), y+ /∈ g(NC(x, uk)) ∪
N(x1, y

+) and g(NC(x, uk)) ∩N(x1, y
+) ⊆ {u1}. Hence, by Claim 6 we have

|V (C)| ≥ |g(NC(x, uk)) ∪N(x1, y
+)|+ 1

≥ |g(NC(x, uk))|+ |N(x1, y
+)| − 1 + 1

≥ 2NC2(G)− 1,
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a contradiction. So N(x1) ∩ (uk

−→
Cv1) = ∅. Then N(x1) = {u1}, which contradicts to δ ≥ 2.

Claim 8 If x1 ∈ NR(u1) and N(x1) ∩ (u+
1

−→
Cvk) 6= ∅, then |{uku

+
1 , y

−wk} ∩ E(G)| = 1 for

y ∈ N(x1) ∩ (u+
1

−→
Cvk) with N(x1) ∩ (u+

1

−→
Cy−) = ∅.

First we have d(x1, y
−) = 2 and |N(x1, y

−)| ≥ NC2(G).Let uku
+
1 /∈ E(G). Now we define

a mapping f on V (C) as follows:

f(v) =





v− if v ∈ u+2
k

−→
Cv1 ∪ u+2

1

−→
C y−;

v+ if v ∈ y−→Cwk−1;

y− if v = uk;

y if v = vk;

u1 if v = u+
k ;

v1 if v = u+
1 ;

uk if v = u1.

Then |f(NC(x, uk))| = |NC(x, uk)| ≥ NC2(G) − 1 by Claim 5. Moreover using a similar

argument as in Claim 7, we have f(NC(x, uk)) ∩ N(x1, y
−) ⊆ {wk, u1, y}. But we have

y−, v1, uk /∈ f(NC(x, uk))∪N(x1 , y
−) by the choice of y Claims 2 and 4, respectively. Therefore,

by Claim 5 we have

|V (C)| ≥ |f(NC(x, uk)) ∪NC(x1, y
−)|+ 3

≥ |f(NC(x, uk))|+ |NC(x1, y
−)| − 3 + 3

≥ 2NC2(G)− 2.

So V (C) = f(NC(x, uk)) ∪ NC(x1, y
−) ∪ {v1, y−, uk} by the assumption on |V (C)|, and in

particular, f(NC(x, uk))∩NC(x1, y
−) = {wk, u1, y}. Therefore, y−wk ∈ E(G). Using a similar

argument as above, we have if y−wk /∈ E(G), then uku
+
1 ∈ E(G).

Claim 9 There exists a vertex x with x /∈ V (C) such that NR(ui) = NR(wi) = ∅.

We only prove NR(ui) = ∅. If not, we may choose x 6∈ V (C) such that min{ti} is as

small as possible. By Claim 7, without loss of generality, suppose that tk = min{ti} for the

vertex x. Let x1 ∈ NR(u1), x2 ∈ NR(uk). By Claims 2 and 3, x 6= x1, x2;x1 6= x2. And

by Claim 5 and the choice of x, we have N(xi) ∩ (uk

−→
Cv1) = ∅, for i = 1, 2. Since δ ≥ 2,

N(x1) ∩ (u+
1

−→
Cvk) 6= ∅. Choose y ∈ N(x1) ∩ (uk

−→
Cvk) such that N(x1) ∩ (u+

1

−→
Cy−) = ∅, then

d(x1, y
−) = 2 and |N(x1, y

−)| ≥ NC2(G). By Claim 8, we have uku
+
1 or y−wk ∈ E(G).

First we prove that N(x2) ∩ (y
−→
Cvk) = ∅. If not, we may choose z ∈ y+−→Cv−k such that

N(x2) ∩ (z+−→C vk) = ∅ by Claim 5. Then d(x2, z
+) = 2 and |N(x2, z

+)| ≥ NC2(G). Now we

define a mapping f on V (C) as follows:
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f(v) =





v− if v ∈ u+
1

−→
Cy− ∪ z+2−→Cvk;

v+ if v ∈ y−→Cz− ∪ uk

−→
Cwk;

y if v = z;

vk if v = z+;

uk if v = v1;

y− if v = u1.

Then |f(NC(x2, z
+))| = |NC(x2, z

+)| ≥ NC2(G) − 1 by Claim 5. Moreover using a similar

argument as in Claim 7, we have f(NC(x2, z
+)) ∩ N(x1, y

−) ⊆ {u1, y}. But y−, vk, v1 /∈
f(NC(x2, z

+)) ∪ N(x1, y
−), otherwise, u1z

+ ∈ E(G) or y−vk ∈ E(G) or z+wk ∈ E(G) by

Claim 5, and hence the D-cycle

C′ =





u1
−→
C zx2uk

−→
Cv1xvk

←−
Cz+u1 if u1z

+ ∈ E(G);

u1x1y
−→
Cvky

−←−Cu+
1 uk

−→
Cu1 if y−vk ∈ E(G);

xvk

←−
Cz+wk

←−
Cukx2z

←−
Cv1x if z+wk ∈ E(G).

is longer than C, a contradiction. Therefore, by Claim 5 we have

|V (C)| ≥ |f(NC(x2, z
+)) ∪NC(x1, y

−)|+ 3

≥ |f(NC(x2, z
+))|+ |NC(x1, y

−)| − 2 + 3

≥ 2NC2(G)− 1,

which contradicts to that |V (C)| ≤ 2NC2(G) − 2. So we have N(x2) ∩ (y
−→
Cvk) = ∅. Hence

N(x2)(u
+
1

−→
Cy−) ∪ {uk}.

Now, we prove that N(x2) ∩ (u+
1

−→
C y−) = ∅. In fact, we may choose z ∈ u+

1

−→
Cy−2

with z ∈ N(x2) such that N(x2) ∩ (u+
1

−→
Cz−) = ∅. (Since x2y

− /∈ E(G), otherwise, C′ =

u1
−→
Cy−x2uk

−→
C v1xvk

←−
Cyx1u1 is a D-cycle longer than C, a contradiction.) Then d(x2, z

−) = 2

and |N(x2, z
−)| ≥ NC2(G). We define a mapping g on V (C) as follows:

g(v) =





v− if v ∈ z+−→Cvk;

v+ if v ∈ uk

−→
Cz−2;

vk if v = z;

uk if v = z−.

Then we have |g(NC(x2, z
−))| ≥ NC2(G)−1 by Claim 5. Moreover using a similar argument as

in Claim 7, we have g(NC(x2, z
−))∩N(x1, y

−) ⊆ {u1}. But v1, uk /∈ g(NC(x2, z
−))∪N(x1, y

−),

otherwise since uk /∈ g(NC(x2, z
−))∪N(x1 , y

−), wkz
− ∈ E(G) by Claims 2 and 4, and hence the

D-cycle u1
−→
Cz−wk

←−
C ukx2z

−→
Cvkxv1u1 is longer than C, a contradiction. Therefore, by Claim 5

we have
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|V (C)| ≥ |g(NC(x2, z
−)) ∩N(x1, y

−)|+ 2

≥ |g(NC(x2, z
−))|+ |N(x1, y

−)| − 1 + 2

≥ 2NC2(G)− 1,

which contradicts to that |V (C)| ≤ 2NC2(G)− 2. So we have N(x2) ∩ (u+
1

−→
Cy−) = ∅.

Therefore, N(x2) = {uk}, which contradicts to δ ≥ 2.

Claim 10 For any x /∈ V (C), ti ≥ 3.

Otherwise, there exists a vertex x, x /∈ V (C), such that min{ti} = 2 by Claim 6. Note

that the choice of the vertex x in Claim 9, we have NR(ui) = NR(wi) = ∅ for the vertex

x. Without loss of generality, suppose t1 = 2, then N−
C (u1) ∩ NC(w1) = {u1} by Claim 4,

N(x) ∩ N+(x) = ∅ by Claim 2, and N−
C (u1) ∩ N(x) = N−(x) ∩ NC(w1) = ∅ by Claim 3.

Hence, N−
C (x, u1)∩NC(x,w1) = {u1}. We also have |NC(x, u1)| ≥ NC2(G) and |NC(x,w1)| ≥

NC2(G) since d(x, u1) = d(x,w1) = 2. Then

|V (C)| ≥ |N−
C (x, u1) ∪NC(x,w1)|

≥ |N−
C (x, u1)|+ |NC(x,w1)| − 1

≥ 2NC2(G)− 1,

which contradicts to that |V (C)| ≤ 2NC2(G)− 2.

By Claim 10, we have |V (C)| = k +
k∑

i=1

ti ≥ 4k. Thus we get the following.

Claim 11 For any x, x /∈ V (C),

d(x) ≤ |V (C)|
4

≤ 2NC2(G)− 2

4
= (NC2(G)− 1)/2.

Claim 12 u+
i uj 6∈ E(G), for the vertex x as in Claim 9.

In fact, if u+
i uj ∈ E(G), then the cycle u+

i

−→
Cvjxvi

←−
Cuju

+
i is a longest D-cycle not containing

ui, by Claim 9. Thus d(ui) ≤ (NC2(G)− 1)/2 by Claim 11. So we have

NC2(G) ≤ |N(x, ui)| ≤ d(x) + d(ui) ≤ NC2(G)− 1,

a contradiction. We choose x as in Claim 9, and define a mapping f on V (C) as follows:

f(v) =





v+ if v ∈ u1
−→
Cv−k ;

v− if v ∈ u+
k

−→
Cv1;

u1 if v = vk;

v1 if v = uk.

Then |f(NC(x, uk))| ≥ NC2(G) and |NC(x, u1)| ≥ NC2(G) by Claim 10. Moreover, we

have f(NC(x, uk)) ∩ NC(x, u1){v2, v3, . . . , vk, wk}. By Claims 2, 4, and 12, we also have

u+
2 , u

+
3 , . . . , u

+
k−1 /∈ f(NC(x, uk)) ∪NC(x, u1). Therefore, we have
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|V (C)| ≥ |f(NC(x, uk)) ∪NC(x, u1)|+ k − 2

≥ |f(NC(x, uk))|+ |NC(x, u1)| − k + k − 2

≥ 2NC2(G)− 2.

So

V (C) = f(NC(x, uk)) ∪NC(x, u1) ∪ {u+
2 , u

+
3 , . . . , u

+
k−1}

by the assumption on |V (C)|, and in particular,

f(NC(x, uk)) ∩NC(x, u1) = {v2, v3, . . . , vk, wk}.

Then u1wk, ukwk−1 ∈ E(G).

Claim 13 k = 2.

If there exists v ∈ V (C)\{v1, vk} , by partition of V (C), we have v+2 ∈ f(NC(x, uk)) ∪
NC(x, u1)∪{u+

2 , u
+
3 , ..., u

+
k−1}. If v+2 ∈ NC(x, u1), then v+2u1 ∈ E(G), and the cycle u1v

+2−→C v1x
v
←−
Cu1 is a D-cycle not containing v+ by Claim 9. Thus d(v+) ≤ (NC2(G)− 1)/2 by Claim 11.

So we have

NC2(G) ≤ |N(x, v+)| ≤ d(x) + d(v+) ≤ NC2(G)− 1,

a contradiction.So v+ ∈ N(x, uk), which contradicts to Claims 2,3. Hence we have k = 2.

Claim 14 Each of the followings does not hold :

(1) There is u ∈ u1
−→
Cv2, such that u+u1 ∈ E(G) and u−u2 ∈ E(G).

(2) There is u ∈ u2
−→
Cv1, such that u−u1 ∈ E(G) and u+u2 ∈ E(G).

(3) There is u ∈ u2
−→
Cv1, such that u+w1 ∈ E(G) and u−w2 ∈ E(G).

(4)There is u ∈ u1
−→
Cv2, such that u+w2 ∈ E(G) and u−w1 ∈ E(G).

If not, suppose there is u ∈ u1
−→
Cv2, such that u+u1 ∈ E(G) and u−u2 ∈ E(G). We define a

mapping h on V (C) as follows :

h(v) =





v+ if v ∈ u1
−→
Cu−u2 ∪ u+−→Cw1;

v− if v ∈ u+
2

−→
Cv1;

u+ if v = v2;

v1 if v = u2;

u1 if v = u;

u if v = u+
2 .

Then |h(NC(x, u2))| ≥ NC2(G) and |NC(x, u1)| ≥ NC2(G). Moreover we have u1 /∈ N(x, u1)∪
h(N(x, u2)), and N(x, u1) ∩ h(N(x, u2)) ⊆ {v2, u+}. In fact, clearly u1 /∈ N(x, u1), if u1 ∈
h(N(x, u2)), then u ∈ N(x, u2), a contradiction. Let s ∈ N(x, u1) ∩ h(N(x, u2))\{v2, u+},
if s ∈ u+

1

−→
C v2 ∩ N(x, u1) ∩ h(N(x, u2))\{v2, u+} then su1 ∈ E(G) and s−u2 ∈ E(G); or if
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s ∈ u2
−→
Cw2 ∩N(x, u1)∩h(N(x, u2)), then su1 ∈ E(G) and s+u2 ∈ E(G), both cases contradict

to Claim 3. So u1 /∈ N(x, u1) ∪ h(N(x, u2)), N(x, u1) ∩ h(N(x, u2)) ⊆ {v2, u+}. Hence

|V (C)| ≥ |h(NC(x, u2)) ∪NC(x, u1)|+ 1

≥ |h(NC(x, u2))|+ |NC(x, u1)| − 2 + 1

≥ 2NC2(G)− 1,

a contradiction. Similarly, (2), (3) and (4) are true.

Claim 15 N(u2) ∩ (u1
−→
Cw−

1 ) = N(u1) ∩ (u2
−→
Cw−

2 ) = ∅.

If not, we may choose z ∈ N(u2) ∩ (u1
−→
Cw−

1 ), such that N(u2) ∩ (u1
−→
Cz−) = ∅. then

u1z ∈ E(G) ( if not, u1z /∈ E(G) then u2z
− ∈ E(G) by partition of V (G), which contradicts

the choice of z ) and N(u1)∩ (z+−→Cw1) = ∅ (if not, we may choose s ∈ N(u1)∩ (z+−→Cw1), such

that N(u1) ∩ (z+−→C s−) = ∅ since z+u1 /∈ E(G). So s−u1 /∈ E(G),by partition of the V (C),

s−2u2 ∈ E(G). Which contradicts Claim 14 ) Moreover u+
1

−→
Cz ⊆ N(u1), and z

−→
Cv2 ⊆ N(u2).

Similarly , we have y ∈ u2
−→
Cw2,such that u2y, u1y ∈ E(G) and N(u1) ∩ (u2

−→
Cy−) = N(u2) ∩

(y+−→Cw2) = ∅, y−→Cv1 ⊆ N(u1) and u+
2

−→
C y ⊆ N(u2).

Now we define a mapping g on V (C) as follows:

g(v) =





v+ if v ∈ v2
−→
Cw−

2 ;

v− if v ∈ u1
−→
Cw1;

v2 if v = w2;

w1 if v = v1.

Using similar argument as above , consider N(x,w1) ∪ g(N(x,w2)), there exists u ∈ V (C),

such that w1u,w2u ∈ E(G) . Without loss generality, we may assume u ∈ u1
−→
Cw1, Moreover

then N(w2) ∩ (u+−→Cw1) = N(w1) ∩ (u1
−→
Cu−) = ∅, and v1

−→
Cu ⊆ N(w2), u

−→
Cv2 ⊆ N(w1). Let

u 6= z. If u ∈ z−→Cw−
1 , u−u2 ∈ E(G) by partition of V (C) since uu1 /∈ E(G), which contradicts

to Claim 4 ; if u ∈ u1
−→
Cz, then C′ = xv2w1u

−→
Cw−

1 u2
−→
Cw2u

−←−Cv1x is a D-cycle longer than

C, a contradiction. If u = z, since z+2u1 /∈ E(G), z+u2 ∈ E(G) by partition of V (C), which

contradicts to Claim 4. Hence N(u2) ∩ (u1
−→
Cw−

2 ) = ∅. Similarly N(u1) ∩ (u2
−→
Cw−

1 ) = ∅.
By Claim 15 we have

Claim 16 If there exists z ∈ v1
−→
Cv2, such that u2z ∈ E(G), then u1z ∈ E(G) and u+

1

−→
Cz ⊆

N(u1), z
−→
Cw1 ⊆ N(u2). similarly if there exists z ∈ v2

−→
Cv1, such that u2z ∈ E(G), then

u1z ∈ E(G) and u+
2

−→
Cz ⊆ N(u2), z

−→
Cw2 ⊆ N(u1).

Proof of Theorem 5

Now we are going to complete the proof of Theorem 5. We choose x as in Claim 9. By

Claim 13, we know that k = 2.

First we prove that there exists u ∈ V (C) such that u1, u2 ∈ N(u). If there is not any

u ∈ V (C)\{v2, w1, u
+
2 } such that u2u /∈ E(G), then w−

1 u1 ∈ E(G) (if not, w−2
1 u2 ∈ E(G) by
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partition of V (C) ). If u1w1 /∈ E(G) then u2w
−
1 ∈ E(G), so we have u1, u2 ∈ N(w−

1 ); if there

is u ∈ V (C), such that u2u ∈ E(G) then, by Claim 16, u1u ∈ E(G), hence u1, u2 ∈ N(u).

By Claim 16, clearly, there are not z ∈ u1
−→
Cw1, y ∈ u2

−→
Cw2, such that yz ∈ E(G).

So we have G ∈ J1. The proof of Theorem 5 is finished.
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§1. Introduction

Let G be a simple and undirected graph with vertex set V and edge set E. The crossing

number cr(G) of the graph G is the minimum number of pairwise intersections of edges in all

drawings of G in a plane, which are related with parallel bundles in planar map geometries, i.e.,

Smarandache spherical geometries (see [6]-[7] for details). It is well known that the crossing

number of a graph is attained only in good drawings , means that no edge crosses itself, no two

edges cross more than once, no two edges incident with the same vertex cross, no more than

two edges cross at a point of the plane, and no edge meets a vertex which is not one of its

endpoints. It is easy to see that a drawing with the minimum number of crossings (an optimal

drawing) is always a good drawing. Let D be a good drawing of the graph G, we denote the

number of crossings in D by crD(G). Let A and B be disjoint edge subsets of G. We denote

by crD(A,B) the number of crossings between edges of A and B, and by crD(A) the number

of crossings whose two crossed edges are both in A. Let H be a subgraph of G, the restricted

drawing D|H is said to be a subdrawing of H . As for more on the theory of crossing number, we

refer readers to [1] and [2]. In this paper, we also use the term region in non-planar drawings.

In this case, crossings are considered to be vertices of the map.

Let G1 and G2 be two disjoint graphs. The union of G1 and G2, denoted by G1 +G2, has

vertex set V (G1) ∪ V (G2) and edge set E(G1) ∪E(G2), and the join of G1 and G2 is obtained

by adjoining every vertex of G1 to every vertex of G2 in G1 +G2 which is denoted by G1 ∨G2

(see [3]).

Let Km,n denote the complete bipartite graph on sets of m and n vertices, Pn the path of

length n and Cm the cycle with m vertices.

From these definitions, following results are well-known.

1Received August 6, 2007. Accepted September 10, 2007
2Supported by the key project of the Education Department of Hunan Province of China (05A037)
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Proposition 1.1 Let G1 be a graph homeomorphic to G2. Then cr(G1) = cr(G2).

Proposition 1.2 If G1 is a subgraph of G2, then cr(G1) ≤ cr(G2).

Proposition 1.3 Let D be a good drawing of a graph G. If A, B and C are three mutually

disjoint edge subsets of G, then we have

(1) crD(A ∪B) = crD(A) + crD(A,B) + crD(B);

(2) crD(A ∪B,C) = crD(A,C) + crD(B,C).

Proposition 1.4([4]) If G has n vertices and m edges with n ≥ 3, then cr(G) ≥ m− 3n+ 6.

Computing the crossing number of graphs is a classical problem , and yet it is also an

elusive one. In fact, Garey and Johnson in [5] have proved that to determine the crossing

number of graphs is NP-complete in general. At present, the classes of graphs whose crossing

numbers have been determined are very scarce.

On the crossing number of the complete bipartite graphs Km,n, Zarankiewicz gave a draw-

ing of Km,n in [8] which demonstrates that

cr(Km,n) ≤ Z(m,n) = ⌊m
2
⌋⌊m− 1

2
⌋⌊n

2
⌋⌊n− 1

2
⌋.

and conjectured cr(Km,n) = Z(m,n), Which is called the Zarankiewicz conjecture. More pre-

cisely, Kleitman proved in [9] that if m ≤ 6 and m ≤ n, cr(Km,n) = Z(m,n).

As we known, results for the join of graphs are fewer, particularly, Bogdan Oporowski

proved cr(C3 ∨C5) = 6 in [4]. Based on this, we begin to consider the crossing numbers of the

join of Pm and Pn, Cm and Pn, Cm and Cn, and get the following theorems which consist of

these main results in this paper.

Theorem A If m ≥ 1, n ≥ 1 and min{m,n} ≤ 5, then

cr(Pm ∨ Pn) = ⌊m
2
⌋⌊m+ 1

2
⌋⌊n

2
⌋⌊n+ 1

2
⌋.

If m ≥ 3, n ≥ 1 and min{m,n+ 1} ≤ 6, then

cr(Cm ∨ Pn) = ⌊m
2
⌋⌊m− 1

2
⌋⌊n

2
⌋⌊n+ 1

2
⌋+ 1

and if m ≥ 3, n ≥ 3, min{m,n} ≤ 6, then

cr(Cm ∨ Cn) = ⌊m
2
⌋⌊m− 1

2
⌋⌊n

2
⌋⌊n− 1

2
⌋+ 2.

Theorem B If the Zarankiewicz conjecture is held for m ≥ 7 and m ≤ n, then if m ≥ 1, n ≥
1, min{m,n} ≥ 6,

cr(Pm ∨ Pn) = ⌊m
2
⌋⌊m+ 1

2
⌋⌊n

2
⌋⌊n+ 1

2
⌋;

if m ≥ 3, n ≥ 1, min{m,n+ 1} ≥ 7,

cr(Cm ∨ Pn) = ⌊m
2
⌋⌊m− 1

2
⌋⌊n

2
⌋⌊n+ 1

2
⌋+ 1
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and if m ≥ 3, n ≥ 3, min{m,n} ≥ 7,

cr(Cm ∨ Cn) = ⌊m
2
⌋⌊m− 1

2
⌋⌊n

2
⌋⌊n− 1

2
⌋+ 2.

§2. Some Lemmas

Lemma 2.1 (1) There exists a good drawing D1 of Pm∨Pn for given integers m ≥ 1 and n ≥ 1

such that

crD1(Pm ∨ Pn) = ⌊m
2
⌋⌊m+ 1

2
⌋⌊n

2
⌋⌊n+ 1

2
⌋;

(2) There exists a good drawing D2 of Cm ∨ Pn for given integers m ≥ 3 and n ≥ 1 such

that

crD2(Cm ∨ Pn) = ⌊m
2
⌋⌊m− 1

2
⌋⌊n

2
⌋⌊n+ 1

2
⌋+ 1;

(3) There exists a good drawing D3 of Cm ∨ Cn for given integers m ≥ 3 and n ≥ 3 such

that

crD3(Cm ∨ Cn) = ⌊m
2
⌋⌊m− 1

2
⌋⌊n

2
⌋⌊n− 1

2
⌋+ 2.

Proof By Fig.2.1-Fig.2.3, the conclusions are immediately held. �

Lemma 2.2 cr(C3 ∨C3) = 3.

Proof From Lemma 2.1(3), cr(C3∨C3) ≤ 3. We know C3∨C3 has 6 vertices and 15 edges,

then cr(C3 ∨ C3) ≥ 15− 3× 6 + 6 = 3. Therefore the conclusion is held. �

In the following Lemmas, let G be a connected graph with V (G) = {x1, x2, . . . , xn (n ≥ 3)}
and Cm a cycle with V (Cm) = {y1, y2, . . . , ym}. Then we know that V (Cm∨G) = V (Cm)∪V (G)

and E(Cm ∨G) = E(Cm) ∪ E(G) ∪ E∗, here E∗ = {xiyj|i = 1, 2, . . . , n; j = 1, 2, . . . ,m}.

Lemma 2.3 For any good drawing D of Cm ∨G,

cr(Cm ∨G) ≥ crD(E∗) ≥ cr(Km,n).

Proof Since the edge-induced subgraph of E∗ is Km,n, the conclusion is evident. �

Lemma 2.4 Let φ be an optimal drawing of Cm ∨G. Then crφ(E(Cm)) = 0.

Proof We assume there exists an optimal drawing φ of Cm ∨G such that crφ(E(Cm)) 6= 0.

Thenm ≥ 4 and there exist two crossed edges e, f ∈ E(Cm). We assume that e = yiyj, f = ykyl,

where i, j, k, l are distinct. For convenience, we denote the crossing between e and f by v. Since

Cm is 2-connected, there exist two paths P1 and P2 connected yi and yk, yj and yl, respectively

and Pi(i = 1, 2) does not pass v. In the following, we shall produce a new good drawing φ′ of

Cm ∨G (see Fig.2.2 below).
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Pn

Pm

Fig.2.1

Cm

Pn

Fig.2.2

Cn

Cm

Fig.2.3

At first, we connect yi to yl sufficiently close to the section between yi and v of e and

the section between yl and v of f , then we get a new edge e′ = yiyl. Analogously, we can get

another new edge f ′ = yjyk. Secondly, we delete two original edges e and f . In this way, we

produce a new good drawing φ′ of Cm ∨ G such that the crossing v in φ is deleted in φ′, the

other crossings in φ are not changed in φ′ and there is no new crossing occurring in φ′, then we

get that crφ′(Cm ∨G) = crφ(Cm ∨G)− 1, contradicts to that φ is an optimal drawing. �

.................................................................

.................................................................

yi

yjyk

yl

P1 P2v
e

f

e′

f ′

Fig.2.2

Lemma 2.5 Let φ be a good drawing of Cm∨G such that crφ(E(Cm)) = 0, crφ(E(Cm), E(G)) =
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0 and crφ(E(Cm), E∗) ≤ 1.

(1) If crφ(E(Cm), E∗) = 0, then crφ(Cm ∨G) ≥ 1
2n(n− 1)⌊m

2 ⌋⌊m−1
2 ⌋;

(2) If crφ(E(Cm), E∗) = 1, then crφ(Cm ∨G) ≥ 1
2 (n− 1)(n− 2)⌊m

2 ⌋⌊m−1
2 ⌋+ 1.

Proof Since crφ(E(Cm)) = 0, the subdrawing φ|Cm
divides the plane into two regions.

As crφ(E(Cm), E(G)) = 0 and G is connected, any vertex xi of G lies in the same region, say

the finite region. For convenience, let Ei = {xiyj |j = 1, 2, . . . ,m} for i = 1, 2, . . . , n. Then

crφ(Ei) = 0. Since E∗ = ∪n
i=1E

i, we find that crφ(E∗) =
∑

1≤i<k≤n crφ(Ei, Ek).

(i) Since crφ(E(Cm), E∗) = 0, then for any i = 1, 2, . . . , n, xiyj does not cross any edge in

E(Cm). For any integers i, k, 1 ≤ i < k ≤ n, xi must be connected to each yj (j = 1, 2, . . . ,m),

these m edges connecting xi to all yj ∈ V (Cm) which divide the finite region into m subregions,

we know that xk lies in one of these subregions. Thus the m edges connecting xk to yj must

cross the edges adjacent to xi at least ⌊m
2 ⌋⌊m−1

2 ⌋ times (see Fig.2.3 below). Then crφ(Ei, Ek) ≥
⌊m

2 ⌋⌊m−1
2 ⌋. So crφ(Cm ∨G) ≥ crφ(E∗) =

∑
1≤i<k≤n crφ(Ei, Ek) ≥ 1

2n(n− 1)⌊m
2 ⌋⌊m−1

2 ⌋. Our

conclusion (1) is held.

Fig.2.3

(ii) Since crφ(E(Cm), E∗) = 1, there exists only one k ∈ {1, 2, . . . , n}. Without loss of

generality, we assume that k = n such that for some j ∈ {1, 2, . . . ,m}, xnyj crosses exactly one

edge in E(Cm). For any integer i = 1, 2, . . . , n − 1, xiyj does not cross any edge in E(Cm).

Similar to (i), for 1 ≤ i < k ≤ n − 1, crφ(Ei, Ek) ≥ ⌊m
2 ⌋⌊m−1

2 ⌋. Then crφ(Cm ∨ G) ≥
crφ(E∗) + 1 ≥∑

1≤i<k≤n−1 crφ(Ei, Ek) + 1 ≥ 1
2 (n− 1)(n− 2)⌊m

2 ⌋⌊m−1
2 ⌋+ 1. Our conclusion

(2) is held too. �

§3. Proofs

Proof of Theorem A

(1) If n = 1, Pm ∨ P1 is a planar graph, the conclusion is held.
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If n ≥ 2, from Lemma 2.1(1) we know cr(Pm ∨ Pn) ≤ ⌊m
2 ⌋⌊m+1

2 ⌋⌊n
2 ⌋⌊n+1

2 ⌋. Since Pn is

connected, combining with Lemma 2.3, cr(Pm ∨ Pn) ≥ cr(Km+1,n+1). For min{m,n} ≤ 5,

cr(Km+1,n+1) = ⌊m
2 ⌋⌊m+1

2 ⌋⌊n
2 ⌋⌊n+1

2 ⌋. Then cr(Pm ∨ Pn) ≥ ⌊m
2 ⌋⌊m+1

2 ⌋⌊n
2 ⌋⌊n+1

2 ⌋. So the

conclusion is held.

(2) From Lemma 2.1(2), we know that cr(Cm ∨ Pn) ≤ ⌊m
2 ⌋⌊m−1

2 ⌋⌊n
2 ⌋⌊n+1

2 ⌋+ 1.

If n = 1, cr(Cm ∨ P1) ≤ 1, and Cm ∨ P1 has a subgraph which is homeomorphic to K5,

then the conclusion is held.

If n ≥ 2, since Pn is connected, combining with Lemma 2.3 and min{m,n + 1} ≤ 6,

cr(Cm ∨ Pn) ≥ ⌊m
2 ⌋⌊m−1

2 ⌋⌊n
2 ⌋⌊n+1

2 ⌋. We assume there exists an optimal drawing φ such that

crφ(Cm ∨ Pn) = ⌊m
2 ⌋⌊m−1

2 ⌋⌊n
2 ⌋⌊n+1

2 ⌋. By Lemma 2.3 and min{m,n + 1} ≤ 6, crφ(E∗) ≥
⌊m

2 ⌋⌊m−1
2 ⌋⌊n

2 ⌋⌊n+1
2 ⌋. While

crφ(Cm ∨ Pn) = crφ(E(Cm)) + crφ(E(Pn)) + crφ(E∗)

+ crφ(E(Cm), E(Pn)) + crφ(E(Cm), E∗) + crφ(E(Pn), E∗),

we get crφ(E(Cm)) = 0, crφ(E(Cm), E(Pn)) = 0 and crφ(E(Cm), E∗) = 0, combining with

Lemma 2.5(1), crφ(Cm∨Pn) ≥ 1
2n(n+1)⌊m

2 ⌋⌊m−1
2 ⌋. It is easy to check that 1

2n(n+1)⌊m
2 ⌋⌊m−1

2 ⌋
> ⌊m

2 ⌋⌊m−1
2 ⌋⌊n

2 ⌋⌊n+1
2 ⌋ for integers m ≥ 3 and n ≥ 2, a contradiction. Thus the conclusion is

held.

(3) By Lemma 2.2, we have determined the crossing number of C3 ∨ C3. Without loss of

generality, we can assume n ≥ 4 in the following arguments.

From Lemma 2.1(3) we know that cr(Cm ∨ Cn) ≤ ⌊m
2 ⌋⌊m−1

2 ⌋⌊n
2 ⌋⌊n−1

2 ⌋ + 2. Since Cn is

connected, by Lemma 2.3 and min{m,n} ≤ 6, cr(Cm∨Cn) ≥ ⌊m
2 ⌋⌊m−1

2 ⌋⌊n
2 ⌋⌊n−1

2 ⌋. We assume

there exists an optimal drawing ϕ such that

⌊m
2
⌋⌊m− 1

2
⌋⌊n

2
⌋⌊n− 1

2
⌋ ≤ crϕ(Cm ∨ Cn) ≤ ⌊m

2
⌋⌊m− 1

2
⌋⌊n

2
⌋⌊n− 1

2
⌋+ 1.

By Lemma 2.3 and min{m,n} ≤ 6, crϕ(E∗) ≥ ⌊m
2 ⌋⌊m−1

2 ⌋⌊n
2 ⌋⌊n−1

2 ⌋.
By Lemma 2.4, crϕ(E(Cm)) = 0 and crϕ(E(Cn)) = 0. As crϕ(Cm ∨ Cn) = crϕ(E(Cm)) +

crϕ(E(Cn)) + crϕ(E∗) + crϕ(E(Cm), E(Cn)) + crϕ(E(Cm), E∗) + crϕ(E(Cn), E∗), we get that

crϕ(E(Cm), E(Cn)) ≤ 1, crϕ(E(Cm), E∗) ≤ 1.

If crϕ(E(Cm), E(Cn)) = 1, since Cm and Cn are vertex-disjoint cycles, then they cross at least

twice, also a contradiction. So crϕ(E(Cm), E(Cn)) = 0.

If crϕ(E(Cm), E∗) = 0, by Lemma 2.5(1), crφ(Cm ∨Cn) ≥ 1
2n(n− 1)⌊m

2 ⌋⌊m−1
2 ⌋. It is easy

to check that 1
2n(n− 1)⌊m

2 ⌋⌊m−1
2 ⌋ > ⌊m

2 ⌋⌊m−1
2 ⌋⌊n

2 ⌋⌊n−1
2 ⌋+ 1 for integers m ≥ 3 and n ≥ 4, a

contradiction.

If crϕ(E(Cm), E∗) = 1, by Lemma 2.5(2), crφ(Cm ∨Cn) ≥ 1
2 (n− 1)(n− 2)⌊m

2 ⌋⌊m−1
2 ⌋+ 1,

it is also easy to check that 1
2 (n−1)(n−2)⌊m

2 ⌋⌊m−1
2 ⌋+1 > ⌊m

2 ⌋⌊m−1
2 ⌋⌊n

2 ⌋⌊n−1
2 ⌋+1 for m ≥ 3

and n ≥ 4, a contradiction too. So the conclusion is held.

This completes the proof of Theorem A. �
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Proof of Theorem B

If the Zarankiewicz conjecture is held for integers m ≥ 7 and m ≤ n, then the crossing number

of Km,n is Z(m,n) for m ≥ 7 and m ≤ n, so the proof of Theorem B is analogous to the proof

of Theorem A. �

Notice that these drawings D1, D2 and D3 in Fig.2.1−2.3 are optimal drawings of Pm∨Pn

for integers m ≥ 1 and n ≥ 1, Cm ∨Pn for integers m ≥ 3 and Cm ∨Cn for integers m ≥ 3 and

n ≥ 3, respectively.
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Abstract: A hamiltonian graph G of order n is k-ordered for an integer k, 2 ≤ k ≤ n if for

every sequence (v1, v2, ..., vk) of k distinct vertices of G, there exists a hamiltonian cycle that

encounters (v1, v2, ..., vk) in order. For any integer k ≥1, let G =Z3k−1 denote the additive

group of integers modulo 3k − 1 and C the subset of Z3k−1 consisting of these elements

congruent to 1 modulo 3. Denote by And(k) the Cayley graph Cay(G : C). In this note, we

show that And(k) is a 4-ordered hamiltonian graph.

Keywords: Cayley graph, k-ordered, hamiltonicity.
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§1. Introduction

All groups and graphs considered in this paper are finite. For any integers n ≥ 3 and k, 2 ≤
k ≤ n, a hamiltonian graph G of order n is k-ordered if for every sequence (v1, v2, ..., vk) of k

distinct vertices of G, there exists a hamiltonian cycle that encounters (v1, v2, ..., vk) in order.

Let G =Z3k−1 denote the additive group of integers modulo 3k−1 with k ≥ 1 and C the subset

of Z3k−1 consisting of these elements congruent to 1 modulo 3. We denote the Cayley graph

Cay(G : C) by And(k) in this note.

For ∀vi, vj ∈ V (And(k)), d(vi)=d(vj)=k, vi ∼ vj if and only if j − i ≡ ±1(mod 3).

We have known that the diameter of And(k) is 2 and the subgraph of And(k) induced by

{0, 1, 2, ..., 3(k − 1)− 2} is And(k − 1) by results in references [2]− [3]. Therefore, we can get

And(k − 1) from And(k) by deleting the path 3k− 4 ∼ 3k − 3 ∼ 3k − 2. As it has been shown

also in [2], there exist 4-regular, 4-ordered graphs of order n for any integer n ≥ 5. In this note,

we research 4-ordered property of And(k).

§2. Main result and its proof

Theorem And(k) is a 4-ordered hamiltonian graph.

Proof We have known that And(k) is a hamiltonian graph. For any S = (x, u, v, w) ⊆
V [And(k)] = {0, 1, 2, ..., 3k−2}, it is obvious that there is a hamiltonian cycle C that encounters

the vertices of S, not loss of generality, we can assume it passing through these vertices in the

order (x, u, v, w). By a reverse traversing, we also get a hamiltonian cycle that encounters the

1Received August 16, 2007. Accepted September 18, 2007
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vertices of S in the order (x,w, v, u). Notice that there are six cyclic orders for (x, u, v, w) as

follows:

(x, u, v, w), (x,w, v, u);

(x,w, u, v), (x, v, u, w);

(x, u, w, v), (x, v, w, u).

Here, in each row, one is a reversion of another.

Our proof is divided into following discussions.

Firstly, we show that there is a hamiltonian cycle C that encounters the vertices of S in

the order (x, v, u, w).

Case 1 v − u ≡ 0(mod3)

Notice that v−(u−1) = v−u+1 ≡ 1(mod3), v ∼ (u−1), (v+1)−u = v−u+1 ≡ 1(mod3),

(v + 1) ∼ u in this case. There exists a hamiltonian cycle

x = 0, 1, 2, 3, ..., u− 1, v, v − 1, v − 2, ..., u, v + 1, v + 2, ...w, ..., 3k − 2

in And(k) encountering vertices of S in the order (x, v, u, w).

Case 2 v − u ≡ 1(mod3)

In this case, v− (u−3) = v−u+3 ≡ 1(mod3) , v ∼ (u−3), (v+1)− (u−2) = v−u+3 ≡
1(mod3) , (v + 1) ∼ (u− 2). We find a hamiltonian cycle

x = 0, 1, 2, ..., u− 3, v, v − 1, ..., u, u− 1, u− 2, v + 1, v + 2, ...w, ..., 3k − 2

in And(k) encountering vertices of S in the order (x, v, u, w).

Case 3 v − u ≡ 2(mod3)

Since v−(u−2) = v−u+2 ≡ 1(mod3), v ∼ (u−2), (v+1)−(u−1) = v−u+2 ≡ 1(mod3),

(v + 1) ∼ (u − 1) in this case. We have a hamiltonian cycle

x = 0, 1, 2, ..., u− 2, v, v − 1, ..., u, u− 1, v + 1, v + 2, ...w, ..., 3k − 2

in And(k) encountering vertices of S in the order (x, v, u, w).

By traversing this cycle in a reverse direction, there is also a hamiltonian cycle that en-

counters the vertices of S in the order (x,w, u, v).

Next, we show that there is also a hamiltonian cycle C that encounters the vertices of S

in the order (x, u, w, v).

Case 1 w − v ≡ 0(mod3)

Notice that w−(v−1) = w−v+1 ≡ 1(mod3), w ∼ (v−1), (w+1)−v = w−v+1 ≡ 1(mod3),

(w + 1) ∼ v in this case. We find a hamiltonian cycle

x = 0, 1, 2, ..., u, ..., v − 1, w, w − 1, ..., v, w + 1, w + 2, ..., 3k − 2
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in And(k) encountering vertices of S in the order (x, u, w, v).

Case 2 w − v ≡ 1mod3

In this case, (w+1)− (v−2) = w− v+3 ≡ 1(mod3), (w+1) ∼ (v−2), (w+2)− (v−1) =

w − v + 3 ≡ 1(mod3), (w + 2) ∼ (v − 1). There exists a hamiltonian cycle

x = 0, 1, 2, ..., u, ..., v− 2, w + 1, w, w − 1, ..., v, v − 1, w + 2, ..., 3k − 2

in the graph And(k) encountering vertices of S in the order (x, u, w, v) if w 6= 3k− 2, u 6= v− 1.

While w = 3k − 2, u = v − 1, notice that (3k − 2) − v ≡ 1(mod3), 3k − v ≡ 0(mod3) and

v ≡ 0(mod3). So u+ 5 = (v − 1) + 5 = v + 4 ≡ 1(mod3), u+ 5 ∼ 0. The cycle

x = 0, 1, 2, 3, ..., u, u+ 4, u+ 3, u+ 2, u+ 6, u+ 7, ..., 3k − 2, v(u+ 1), u+ 5, 0

in And(k) is a hamiltonian cycle encountering vertices of S in the order (x, u, w, v).

Case 3 w − v ≡ 2(mod3)

By assumption, (w+ 1)− (v− 1) = w− v+ 2 ≡ 1(mod3), (w+ 1) ∼ (v− 1), (w+ 2)− v =

w − v + 2 ≡ 1(mod3), (w + 2) ∼ v. We get a hamiltonian cycle

x = 0, 1, 2, ..., u, ..., v − 1, w + 1, w, w − 1, ..., v, w + 2, ..., 3k − 2

in And(k) encountering all vertices of S in the order (x, u, w, v) if w 6= 3k−2, u 6= v−1. Now if

w = 3k−2, u = v−1, w−v ≡ 2(mod3), notice that (w−2)−u = (w−2)−(v−1) = w−v−1 ≡
1(mod3), (w − 2) ∼ u, w − (u − 1) = w − (v − 1 − 1) = w − v + 2 ≡ 1(mod3), w ∼ (u − 1),

(w−3)−0 = (3k−2)−3 = 3k−5 ≡ 1(mod3), (w−3) ∼ 0, (3k−2)−(u+1) = 3k−3−u ≡ 2(mod3),

u− 0 ≡ 1mod3), u ∼ 0. There is also a hamiltonian cycle

x = 0, u, w − 2, w − 1, w, u− 1, ..., 1, v, v + 1, v + 2, ..., w − 3, 0

in And(k) encountering vertices of S in the order (x, u, w, v).

By traversing the cycle in a reverse direction, we also find a hamiltonian cycle that en-

counters the vertices of S in the order (x, v, w, u).

This completes the proof. �
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§1. Introduction

A drawing D of a graph G on a surface S consists of an immersion of G in S such that no edge

has a vertex as an interior point and no point is an interior point of three edges. We say a

drawing of G is a good drawing if the following conditions hold:

(1) no edge has a self-intersection;

(2) no two adjacent edges intersect;

(3) no two edges intersect each other more than once;

(4) each intersection of edges is a crossing rather than tangential.

The crossing number cr(G) of a graph G is the smallest number of pairs of nonadjacent

edges that intersect in a drawing of G in the plane. An optimal drawing of a graph G is a

drawing whose number of crossings equals cr(G).

Now let G1 and G2 be two vertex-disjoint graphs. Then the union of G1 and G2, denoted

by G1

⋃
G2, is a graph with V (G1

⋃
G2) = V (G1)

⋃
V (G2) and E(G1

⋃
G2) = E(G1)

⋃
E(G2).

The Cartesian product G1×G2 of graphsG1 and G2 has vertex set V (G1×G2) = V (G1)×V (G2)

and edge set E(G1 × G2) = {{(ui, vj), (uh, vk)}|(ui = uh and vjvk ∈ E(G2)) or (vj = vk and

uiuh ∈ E(G1))}. A circuit C of a graph G is called non-separating if G/V (C) is connected,

and induced if the vertex-induced subgraph G[V (C)] of G is C itself. A circuit is called to be

an induced non-separating circuit if it is both induced and non-separating. For definitions not

explained in this paper, readers are referred to [1]. The following result is obvious by definitions.

Lemma 1.1 If C is an induced non-separating circuit of G, then C must be the boundary of a

face in the planar embedding.

The problem of determining the crossing number of a graph is NP-complete. As we known,

the crossing number are known only for a few families of graphs, most of them are Cartesian

products of special graphs. For examples,

1Received August 15, 2007. Accepted September 20, 2007
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cr(C3 × C3) = 3 (Harary et al, 1973, see [5]);

cr(C3 × Cn) = n (Ringeisen and Beinekein, 1978, see [9]);

cr(C4 × C4) = 8 (Dean and Richter, 1995, see [3]);

cr(C4 ×Cn) = 2n, cr(K4×Cn) = 3n (Beineke and Ringeisen, 1980, see [2])

Let Sn−1 and Pn be the star and path with n vertices, respectively. Klesc [6] proved that

cr(S4 × Pn) = 2(n− 2) and cr(S4 × Cn) = 2(n− 1). He also showed that cr(K2,3 × Sn) = 2n

[7] and cr(K5 × Pn) = 6n in [7]. Peng and Yiew [4] proved that cr(P3,1 × Pn) = 4(n− 1).

In this paper, we extend these results to the product Gj × Pn, 1 ≤ j ≤ 2 for two special

graphs shown in Fig.1 following.

x

G1 G2 G∗
1

Fig.1

T x1

2

3 4

5

6

For convenience, we label these six vertices on their outer circuits of G1 consecutively by

integers 1, 2, 3, 4, 5 and 6 in clockwise, such as those shown in Fig.1. Notice that for any graph

Gi, i = 1, 2, Gi×Pn contains n copies of Gi, denoted by Gj
i (1 ≤ j ≤ n) and 6 copies of Pn. We

call the edges in Gj
i black and the edges in these copies of Pn red. For j = 1, 2, · · ·n − 1, let

L(j, j + 1) denote the subgraph of Gi × Pn, induced by six red edges joining Gj
i to Gj+1

i . Note

that L(j, j + 1) is homeomorphic to 6K2.

§2. The crossing number of G1 × Pn

By joining all 6 vertices of G1 to a new vertex x, we obtain a new graph, denoted by G∗
1. Let

T x be the six edges incident with x, see Fig.1. We know G∗
1 = G1

⋃
T x by definition.

Lemma 2.1 cr(G∗
1) = 2.

Proof A good drawing of G∗
1 shown in Fig.2 following enables us to get cr(G∗

1) ≤ 2. We

prove the reverse inequality by a case-by-case analysis. In any good drawing D of G∗
1 , there

are only three cases, i.e., crD(G1) = 0, crD(G1) = 1 or crD(G1) ≥ 2.

Case 1 crD(G1) = 0.

Use Euler’s formula, f = 6 and we note that there are 6 induced non-separating circuits

1231, 2342, 3453, 4564, 12461, 13561. So there are at most 4 vertices of G1 on each boundary.
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Joining all 6 vertices to x, there are 2 crossings among the edges of G1 and the edges of T x at

least. This implies cr(G∗
1) ≥ 2.

Case 2 crD(G1) = 1.

There are at most five vertices of G1 on each boundary. Joining all 6 vertices to x, there

are at least one crossing made by edges of G1 with edges of T x. So cr(G∗
1) ≥ 2.

Case 3 crD(G1) ≥ 2.

Then cr(G∗
1) ≥ 2. Whence, cr(G∗

1) = 2. �

u1

u2

u3

u4

u5

u6

v2

v1

v3

v4

v5

v6

w2

w1

w3

w4

w5

w6

G1 × P3 K2,3 × S2

Fig.2

Lemma 2.2 In any good drawing of G1 × Pn, n ≥ 2, there are at least two crossings on the

edges of Gi
1 for i = 1, 2, · · ·n.

Proof Let wi denote the number of crossings on the edges of Gi
1 for i = 1, 2, · · ·n and

Hi = 〈V (Gi
1)

⋃
V (Gi+1

1 )〉G1×Pn
for i = 1, 2, · · ·n− 1. First, we prove that wn ≥ 2. Let T ′ be a

graph obtained by contracting the edges of Gn−1
1 in Hn−1 resulting in a graph homeomorphic

to G∗
1.

By the proof of Lemma 2.1, wn ≥ cr(T ′) = cr(G∗
1) = 2. For i = 1, 2, · · ·n − 1, let Ti be

the graph obtained by contracting the edges of Gi+1
1 in Hi resulting in a graph homeomorphic

to G∗
1. Similarly, by Lemma 2.1, we get that wi ≥ cr(Ti) = cr(G∗

1) = 2 for i = 1, 2, · · ·n− 1. �

Lemma 2.3 If D is a good drawing of G1 × Pn in which every copy of G1 has at most three

crossings on its edges, then D has at least 4(n− 1) crossings.

Proof Let D be a good drawing of G1 × Pn in which every copy of G1 has at most three

crossings on its edges. We first show that in D no black edges of Gi
1 cross any black edges of

Gj
1 for i 6= j. If not, suppose there is a black edge of Gi

1 crossing with a black edge of Gj
1. Since

D is a good drawing and every edge of G1 is an edge of a cycle, there exists a cycle induced by

V (Gi
1) which contains a black edge crossing with at least two black edges of Gj

1. Now delete

the black edges of Gi
1. The resulting graph is either

(1) homeomorphic to G1 × Pn−1 for i = 2, 3, · · ·n− 1; or
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(2) contains a subgraph homeomorphic to G1 × Pn−1 for i = 1 or i = n.

Since every copy of G1 in G1×Pn has at most three crossings on its edges, the drawing of

the resulting graph has at most one crossing on the edges of Gj
1. Contradicts to Lemma 2.2.

Next, we show that no black edge of Gi
1 crosses with a red edge of L(t− 1, t) for t 6= i and

t 6= i + 1. If not, suppose that in D there is a black edge of Gi
1, (i 6= t or i 6= t − 1) crossing

with a red edge of L(t − 1, t). Then the red edge crosses at least two black edges of Gi
1, for

otherwise, in D, the subdrawing D(Gi
1) separates two G1 and Gi

1 is crossed by all six edges of

L(t−1, t), a contradiction. Therefore, the red edge crosses at least two black edges of Gi
1. Thus,

D contains a subdrawing of a graph homeomorphic to G1×P2 induced by V (Gi−1
1 )

⋃
V (Gi

1) or

V (Gi
1)

⋃
V (Gi+1

1 ) with at most one crossing on the edges of Gi
1. Also contradicts to the Lemma

2.2.

For i = 2, 3, · · ·n− 1, let

Qi = 〈V (Gi−1
1 )

⋃
V (Gi

1)
⋃
V (Gi+1

1 )〉G1×Pn
.

Thus, Qi has six red edges in each of L(i− 1, i) and L(i, i+ 1), and ten black edges in each of

Gi−1
1 , Gi

1 and Gi+1
1 . Note that Qi is homeomorphic to G1 × P3. See Fig.2 for details.

Denote by Qi
c the subgraph of Qi obtained by removing nine edges u2u3, u3u4,u4u6,v2v3,

v3v4, v4v6, w2w3, w3w4 and w4w6. Notice that Qi
c is homeomorphic to K2,3×S2, such as shown

in Fig.2.

In a good drawing of G1 × Pn, define the force f(Qi
c) of Qi

c to be the total number of

crossing types following.

(1) a crossing of a red edge in L(i− 1, i)
⋃
L(i, i+ 1) with a black edge in Gi

1;

(2) a crossing of a red edge in L(i− 1, i) with a red edge in L(i, i+ 1);

(3) a self-intersection in Gi
1.

The total force of the drawing is the sum of f(Qi
c) for i = 2, 3, · · ·n− 1. It is readily seen

that a crossing contributes at most one to the total force of a drawing.

Consider now a drawing Di
c of Qi

c induced by D. As we have shown above, in Di
c no

two black edges of different Gx
1 and Gy

1 , for x, y ∈ {i − 1, i, i + 1} cross each other, no red

edge of L(i − 1, i) crosses a black edge of Gi+1
1 and no red edge of L(i, i + 1) crosses a black

edge of Gi−1
1 . Thus, we can easily see that in any optimal drawing Di

c of Qi
c there are only

crossing of types (i) , (ii) or (iii) above. This implies that in D, for every i, i = 2, 3, · · ·n− 1,

f(Qi
c) ≥ cr(K2,3 × S2) = 4 ([7]), and thus the total force of D is

∑n−1
i=2 f(Qi

c) ≥ 4(n− 2).

By lemma 2.2, in D there are at least two crossings on the edges of G1
1 and at least

two crossings on the edges of Gn
1 . None of these crossings is counted in the total force of D.

Therefore, in D there are at least
∑n−1

i=2 f(Qi
c) + 4 ≥ 4(n− 1) crossings. �

Theorem 2.1 cr(G1 × Pn) = 4(n− 1), for n ≥ 1.

Proof The drawing in Fig.3 shows that cr(G1 × Pn) ≤ 4(n− 1) for n ≥ 1.
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G1 × Pn

Fig.3

We prove the reverse inequality by the induction on n. First we have cr(G1 × P1) =

4(1 − 1) = 0. So the result is true for n = 1. Assume it is true for n = k, k ≥ 1 and suppose

that there is a good drawing of G1 × Pk+1 with fewer than 4k crossings. By Lemma 2.3, some

Gi
1 must then be crossed at least four times. By the removal of all black edges of this Gi

1, we

obtain either

(1) a graph homeomorphic to G1 × Pk for i = 2, 3, · · ·n− 1; or

(2) a graph which contains the subgraph G1 × Pk for i = 1 or i = n.

The drawing of any of these graphs has fewer than 4(k− 1) crossings and thus contradicts

the induction hypothesis. �

§3. The crossing number of G2 × Pn

By joining all 6 vertices of G2 to a new vertex y, we obtain a new graph denoted by G∗
2.

y

G∗
2

G2 × P3

Fig.4

Lemma 3.1 cr(G∗
2) = 3.

Proof A good drawing of G∗
2 in Fig.4 shows that cr(G∗

2) ≤ 3.|V (G∗
2)| = 7, |E(G∗

2)| = 18.

Apply
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|E| ≤ 3|V | − 6,

|E(G∗
2)|+ 2× cr(G∗

2) ≤ 3× (|V (G∗
2|+ cr(G∗

2))− 6,

it follows that cr(G∗
2) ≥ 3. Therefore cr(G∗

2) = 3. �

Lemma 3.2 In any good drawing of G2 × Pn, n ≥ 2, there are at least three crossings on the

edges of Gi
2 for i = 1, 2, · · ·n.

Proof Using the same way as in the proof of Lemma 2.2 just instead of Gi
1 by Gi

2), we can

get the result. �

Lemma 3.3 If D is a good drawing of G2 × Pn in which every copy of G2 has at most five

crossings on its edges, then D has at least 6(n− 1) crossings.

Proof Let D be a good drawing of G2 × Pn in which every copy of G2 has at most five

crossings on its edges. We first show that in D no black edges of Gi
2 crosses with any black

edges of Gj
2 for i 6= j. if not, suppose there is a black edge of Gi

2 crossing with a black edge of

Gj
2. Since D is a good drawing and there are four disjoint paths between any two vertices in

G2, there are at least four crossings on the edges of Gj
2 crossed with edges of Gi

2. Now delete

the black edges of Gi
2. Then the resulting graph is either

(1) homeomorphic to G2 × Pn−1 for i = 2, 3, · · ·n− 1; or

(2) contains a subgraph homeomorphic to G2 × Pn−1 for i = 1 or i = n.

Since every copy of G2 in G2 × Pn has at most five crossings on its edges, the drawing of

the resulting graph has at most one crossing on the edges of Gj
1. Contradicts to Lemma 3.2.

Next, we show that no black edge of Gi
2 is crossed by a red edge of L(t− 1, t) for t 6= i and

t 6= i+1. If not, suppose that in D there is a black edge of Gi
2, (i 6= t or i 6= t− 1) crossed by a

red edge of L(t− 1, t). Then the red edge crosses at least four black edges of Gi
2, for otherwise,

in D, the subdrawing D(Gi
2) separates two G2 and Gi

2 is crossed by all six edges of L(t− 1, t),

a contradiction. Therefore, the red edge crosses at least four black edges of Gi
2. Thus, D

contains a subdrawing of a graph homeomorphic to G2 × P2 induced by V (Gi−1
2 )

⋃
V (Gi

2) or

V (Gi
2)

⋃
V (Gi+1

1 ) with one crossing on the edges of Gi
2 at most. Contradicts to Lemma 3.2.

For i = 2, 3, · · ·n− 1, let

Qi = 〈V (Gi−1
2 )

⋃
V (Gi

2)
⋃
V (Gi+1

2 )〉G2×Pn
.

Thus, Qi has six red edges in each of L(i− 1, i) and L(i, i+ 1), and twelve black edges in each

of Gi−1
2 , Gi

2, and Gi+1
2 . Note that Qi is homeomorphic to G2 × P3. See Fig.4 for details.

It is easy to see that G2 × P3 contains a subgraph homeomorphic to G1 × P3, denoted by

Qi
c. In a good drawing of G2 × Pn, define the force f(Qi

c) of Qi
c to be the total number of

crossing types following.

(1) a crossing of a red edge in L(i− 1, i)
⋃
L(i, i+ 1) with a black edge in Gi

2;

(2) a crossing of a red edge in L(i− 1, i) with a red edge in L(i, i+ 1);

(3) a self-intersection in Gi
2.

The total force of the drawing is the sum of f(Qi
c) for i = 2, 3, · · ·n− 1. It is readily seen

that a crossing contributes at most one to the total force of the drawing.
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Consider now a drawing Di
c of Qi

c induced by D. As we have shown previous, in Di
c no

two black edges of Gx
2 and Gy

2 , for x, y ∈ {i − 1, i, i + 1} cross each other, no red edge of

L(i− 1, i) crosses with a black edge of Gi+1
2 and no red edge of L(i, i+ 1) crosses with a black

edge of Gi−1
2 . Thus, we can easily see that in any optimal drawing Di

c of Qi
c there are only

crossings of types (i), (ii) or (iii) above. This implies that in D, for every i, i = 2, 3, · · ·n− 1,

f(Qi
c) ≥ cr(G1 × P3) = 8, and thus the total force of D is

∑n−1
i=2 f(Qi

c) ≥ 8(n− 2).

By lemma 2.2, in D there are at least three crossings on the edges of G1
2 and at least

three crossings on the edges of Gn
2 . None of these crossings is counted in the total force of D.

Therefore, there are at least
∑n−1

i=2 f(Qi
c) + 6 ≥ 6(n− 1) crossings in D. �

6

y

?

Y
^

q

G2 × Pn

Fig.5

Theorem 3.1 cr(G2 × Pn) = 6(n− 1), for n ≥ 1.

Proof The drawing in Fig.5 following shows that cr(G2 × Pn) ≤ 6(n − 1) for n ≥ 1. We

prove the reverse inequality by the induction on n. First we have cr(G2 × P1) = 6(1− 1) = 0.

So the result is true for n = 1. Assume it is true for n = k, k ≥ 1 and suppose that there is a

good drawing of G2 × Pk+1 with fewer than 6k crossings. By Lemma 2.3, some Gi
2 must then

be crossed at least six times. By the removal of all black edges of this Gi
2, we obtain either

(1) a graph homeomorphic to G2 × Pk for i = 2, 3, · · ·n− 1; or

(2) a graph which contains the subgraph G2 × Pk for i = 1 or i = n.

The drawing of any of these graphs has fewer than 6(k− 1) crossings and thus contradicts

the induction hypothesis.
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Imagination is more important than knowledge.

By Albert Einstein, an American theoretical physicist.
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