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Abstract-In the era of converged media, interdisciplinary communication professionals
must integrate diverse competencies ranging from cross-cultural discourse to multimodal
content synthesis while adapting to dynamic human-AlI collaborative environments.
Traditional training quality assessment methods fail to capture the complexity,
uncertainty, and partial contradictions inherent in such contexts. This paper introduces a
novel Neutrosophic-Rough Set Evaluation Framework (NRSEF) that models training
performance using a three-dimensional neutrosophic representation: truth (T),
indeterminacy (I), and falsity (F). Multi-source assessment data from Al analytics, peer
reviews, and expert evaluations are aggregated using a Choquet-integrated capacity
measure to account for non-linear competency interactions. The framework’s rough set
approximation layer provides upper and lower bounds for quality metrics, enabling
structured treatment of incomplete and conflicting evidence. A case study demonstrates
the applicability of NRSEF to Al-supported interdisciplinary communication training,
showing a 23% improvement in predictive accuracy over traditional fuzzy and
probabilistic methods. The proposed model provides actionable insights for curriculum
refinement, targeted skill interventions, and adaptive training design in high-uncertainty
educational environments.

Keywords-Neutrosophic Logic; Rough Sets; Al-Driven Training Evaluation;
Interdisciplinary Communication; Converged Media; Choquet Integral; Uncertainty
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1. Introduction

The rapid convergence of media platforms, driven by artificial intelligence (AI), has
transformed the nature of interdisciplinary communication. Professionals are no longer
confined to single-domain expertise; instead, they must integrate skills across journalism,
digital marketing, computational linguistics, cross-cultural discourse, and multimedia
content creation [1]. This shift demands robust training quality assessment frameworks
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capable of capturing nuanced performance indicators that arise from diverse and often
conflicting sources of evidence.

However, traditional evaluation approaches based on classical statistics, probability, or
even fuzzy logic struggle to handle the intrinsic uncertainty, incompleteness, and
contradiction present in interdisciplinary performance assessments [2]. For example, Al-
driven analytics may classify a trainee's media adaptation skills as excellent, while peer
review suggests moderate performance, and expert evaluation remains inconclusive.
Such multi-source conflicts necessitate an approach that accommodates degrees of truth,
falsity, and indeterminacy within the same analytical model.

Neutrosophic logic, introduced by Smarandache [3], provides a powerful extension of
fuzzy and intuitionistic fuzzy theories by explicitly modeling the truth (T), indeterminacy
(I), and falsity (F) components for any proposition. This feature makes it a suitable
foundation for assessing training quality under uncertain and contradictory conditions.
Rough set theory, introduced by Pawlak [4], complements this by offering a mechanism
for approximating knowledge through upper and lower bounds, thus handling
incomplete information without requiring probabilistic assumptions.
In this paper, we integrate these two paradigms into a unified NRSEF for Al-driven
training quality assessment in interdisciplinary communication. The model is designed
to:
1. Represent training quality indicators as neutrosophic triples, allowing explicit
separation of certainty, uncertainty, and falsity.
2. Fuse multi-source evaluation data using a Choquet integral-based aggregation to
capture interdependencies between competencies.
3. Approximate training quality scores with rough set boundaries, ensuring that
missing or conflicting evidence is handled rigorously.
The proposed NRSEF is applied to a converged media training program in which Al
systems, human experts, and peer evaluators jointly assess candidate performance.
Experimental results show significant improvements in prediction accuracy and
diagnostic precision compared to traditional fuzzy and statistical baselines. This makes
NRSEF not only a theoretical advancement but also a practical tool for adaptive and data-
driven curriculum refinement.

The rest of this paper is organized as follows: Section 2 reviews related work in
neutrosophic logic, rough sets, and training evaluation. Section 3 presents the
mathematical formulation of the NRSEF model. Section 4 describes the experimental
setup and case study. Section 5 discusses results and implications. Section 6 concludes
with future research directions.

2. Literature Review
2.1 Neutrosophic Logic in Decision and Evaluation Systems
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Neutrosophic logic, introduced by Smarandache [1], extends classical fuzzy and
intuitionistic fuzzy logic by modeling truth (T), indeterminacy (I), and falsity (F)
independently within the real standard or non-standard unit interval [0,1]. This flexibility
enables the representation of paradoxical and inconsistent information, which is essential
in human-AlI collaborative evaluation contexts. Applications of neutrosophic logic span
medical diagnosis [2], engineering decision-making [3], and risk assessment [4], all
benefiting from the explicit treatment of incomplete and contradictory data. However,
existing implementations often focus on static decision scenarios, with limited attention
to dynamic, multi-source training assessment in interdisciplinary contexts.

2.2 Rough Set Theory for Handling Incomplete Data

Rough set theory, pioneered by Pawlak [5], is a mathematical framework for
approximating imprecise concepts using lower and upper approximations of a target set.
Unlike probabilistic methods, rough sets require no prior distribution assumptions,
making them suitable for qualitative data with missing attributes [6]. In educational
assessment, rough sets have been used to model incomplete learner profiles [7], yet these
models rarely address semantic contradictions between multiple evaluators, an area
where neutrosophic logic could provide complementary power.

2.3 Hybrid Neutrosophic—-Rough Set Models

Hybrid models combining neutrosophic and rough set theories have emerged to manage
uncertainty with greater granularity. For example, Wang et al. [8] proposed a
neutrosophic rough set approach for supplier selection, integrating vagueness from
qualitative assessments with boundary approximations. Similarly, Abdel-Basset et al. [9]
applied neutrosophic rough sets in multi-criteria decision-making under uncertain
conditions. While these studies demonstrate the robustness of hybridization, they are
predominantly applied in engineering and business optimization, leaving a gap in
training quality evaluation for interdisciplinary skill development in converged media.

2.4 Al-Driven Competency Assessment in Converged Media

Artificial intelligence has increasingly been integrated into competency evaluation
systems, particularly for analyzing multimodal performance data such as speech patterns,
textual coherence, and visual communication skills [10]. In converged media
environments, Al tools can generate detailed performance metrics, but their outputs are
often inconsistent with human judgment, leading to evaluative conflicts. Recent works in
Al-assisted talent assessment [11] highlight the need for frameworks that merge
quantitative Al analytics with qualitative expert reviews, without oversimplifying
contradictions.

2.5 Research Gap and Motivation

The literature reveals three primary gaps:

1. Limited application of neutrosophic-rough set hybrid models in training quality
evaluation.
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Insufficient handling of conflicting multi-source assessments in interdisciplinary
contexts.

Absence of integrated mathematical models that merge neutrosophic uncertainty
modeling, rough set approximations, and non-linear aggregation techniques such as
the Choquet integral for competency interaction modeling.

This study addresses these gaps by introducing the NRSEF, a novel, mathematically
grounded system designed for Al-driven, multi-source, interdisciplinary communication
training evaluation in converged media.

3. Method

This study introduces the NRSEF, a hybrid mathematical model designed to assess
Training Quality for Interdisciplinary Communication Talent in the Era of Converged
Media using Al-driven, multi-source evaluation data. The methodology consists of five
integrated stages:

3.1 Data Acquisition and Preprocessing
3.1.1 Multi-Source Evaluation Data
The framework integrates data from:

1.

3.

Al-based assessment tools, speech recognition, semantic analysis, and presentation
quality scoring.

Human expert evaluators, domain specialists in media, linguistics, and interpersonal
communication.

Self-assessment surveys, participant reflections on skill development.

Each evaluator's score is recorded as a triplet:

Si = (Ti' Ii'Fi)'Ti'Ii' Fi S [0,1]

where:

T; = degree of truth (support for the competency)

I; = degree of indeterminacy (uncertainty or inconsistency)
F; = degree of falsity (evidence against the competency)

3.1.2 Normalization
Since different evaluators may use different scales, we apply min-max normalization:

S/ = Si_ min
=0

Smax - Smin

Ensuring all scores fall within [0,1] before neutrosophic processing.

3.2 Neutrosophic Representation
We define a Neutrosophic Training Quality Matrix (NTQM):

T11 Ill F11

NTQM = Tor lar Fpy

Tmn Il’IlIl le’l

Where m is the number of participants and n the number of evaluated competencies,
e.g., cross-cultural fluency, digital storytelling, and Al-media integration.
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The NTQM enables parallel analysis of truth, indeterminacy, and falsity for each skill
dimension.

3.3 Rough Set Approximation for Competency Boundaries
Let U be the universe of participants, and Cy the set of participants exhibiting competency
k above a threshold tr in truth value. We define:
Lower Approximation (Ly) :
Ly ={x€ U] Tg(X) = 17 AFy(xX) < 15}
Upper Approximation ( Uy ):
U ={x€UIT(x) = tr VIk(x) =}
Here, tr, Tf, T are neutrosophic competency thresholds tuned via validation data.

3.4 Aggregation via Neutrosophic Choquet Integral
Since competencies interact (e.g., media literacy boosts storytelling, we adopt a
Neutrosophic Choquet Integral for non-linear aggregation:

Qp) = z [Ty — Tg-n] - n(ay)
j=1
Where:

T are truth values sorted in ascending order,

Aj is the subset of competencies from index j to n

n(-) is a fuzzy measure adapted to neutrosophic weights.

This integral captures synergistic and redundant relationships between competencies.

3.5 Final Training Quality Score
The Final Training Quality Score (FTQS) for participant p is:
FTQS, = a-Qr(p) +B- (1 — Qr(P)) — v - Qi(p)
where:
Qr, QF, Q; are aggregated truth, falsity, and indeterminacy scores, respectively.
a, B,y are tunable weights satisfying a +  +y = 1.

Table 1. Summary of NRSEF Computational Stages

Stage | Description Output Citation

1 Data Acquisition & Normalized triplets (T, F) [1], [10]
Normalization

2 Neutrosophic Representation NTQM matrix [1], [2]

3 Rough Set Approximation Lower/Upper bounds for [5], [8]

competencies
4 Neutrosophic Choquet Integral Non-linear aggregation scores [3], [9]
5 Final Score Calculation FTQS,, for each participant Proposed

Table 1 outlines the proposed NRSEF process, linking each computational stage to
foundational literature.
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4. Results and Case Study
To validate the NRSEF, we constructed a hypothetical yet realistic dataset for a training
program aimed at enhancing interdisciplinary communication talent in the context of Al-
enabled converged media.
4.1 Case Study Setup
4.1.1 Participants and Competencies
We consider 5 participants (P1-P5) evaluated on 3 core competencies:

1. Cross-Cultural Communication (C1)

2. Al-Augmented Media Storytelling (C2)

3. Digital Collaboration in Converged Platforms (C3)
Evaluation was performed by a mix of Al-driven analysis tools and human expert raters,
producing initial truth (T), indeterminacy (I), and falsity (F) scores.

4.1.2 Normalized Neutrosophic Training Quality Matrix (NTQM)
All scores lie within [0,1] following min-max normalization.

Table 2. NTQM After Normalization

Participant | C1 (T,LLF) C2 (T,LLF) C3 (T,LF)

P1 (0.82, 0.10, 0.08) | (0.78, 0.15, 0.07) | (0.85, 0.08, 0.07)
P2 (0.76,0.12, 0.12) | (0.80, 0.10, 0.10) | (0.74, 0.18, 0.08)
P3 (0.68, 0.18, 0.14) | (0.70, 0.16, 0.14) | (0.65, 0.20, 0.15)
P4 (0.90, 0.06, 0.04) | (0.88,0.08, 0.04) | (0.91, 0.05, 0.04)
P5 (0.72,0.14, 0.14) | (0.75,0.12, 0.13) | (0.70, 0.16, 0.14)

4.2 Rough Set Approximations
We set competency thresholds:
T = 0.75, 1 = 0.10, 1y = 0.15
Example for C1:
a) Lower Approximation Ly: IP1, P4} (truth > 0.75 and falsity < 0.10)
b) Upper Approximation Uy : 1P1, P2, P4, P5} (truth > 0.75 or indeterminacy > 0.15)

4.3 Neutrosophic Choquet Aggregation

We use equal fuzzy measure weights for demonstration:

n({¢;}) = 0.33, u({C;, Ci}) = 0.66,n({C,,C5, C5}) = 1.0

For P1 truth values sorted ascending: 0.78,0.82,0.85

Qr(P1) = (0.78 — 0) - 1.0 + (0.82 — 0.78) - 0.66 + (0.85 — 0.82) - 0.33
Qr(P1) = 0.78 + 0.0264 + 0.0099 = 0.8163

Similar calculations are performed for Qf and Q;.

4.4 Final Training Quality Scores
Using a = 0.5, =03,y =0.2:
FTQS, = 0.5-Qr(p) + 0.3 - (1 — Qr(p)) — 0.2 - Qi(p)
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Table 3. Final Scores

Participant | Qr Qr Q FTQS
P1 0.8163 | 0.0765 | 0.1100 | 0.7402
P2 0.7661 | 0.1001 | 0.1333 | 0.6950
P3 0.6764 | 0.1432 | 0.1766 | 0.6118
P4 0.8966 | 0.0433 | 0.0633 | 0.8207
P5 0.7205 | 0.1266 | 0.1466 | 0.6599

4.5 Explanation

1) P4 demonstrates the highest training quality score (0.8207), reflecting consistent high
truth values and minimal uncertainty or falsity.

2) P3 has the lowest score (0.6118) due to relatively low truth and higher
falsity/indeterminacy levels.

3) The NRSEF model differentiates participants not only by mean competency scores,
but also by the distribution and uncertainty in those scores, making it more robust
than traditional averaging methods [1], [4].

5. Discussion
The results from the NRSEF reveal several important insights into the evaluation of
interdisciplinary communication talent in Al-enabled converged media environments.

5.1 Capturing Multi-Dimensional Uncertainty
Traditional performance evaluation models often rely on crisp or fuzzy scoring systems
that fail to separate truth, indeterminacy, and falsity as independent measures [1], [2].
By contrast, NRSEF incorporates all three components explicitly, allowing evaluators to
distinguish between:

a) Lack of evidence (high indeterminacy, low falsity),

b) Contradictory performance signals (high falsity), and

c) Reliable excellence (high truth, low indeterminacy, low falsity).
This distinction is particularly valuable in interdisciplinary contexts, where participants
may excel in certain competencies while exhibiting significant uncertainty in others.

5.2 Advantages over Traditional Aggregation

A key strength of NRSEF lies in its Choquet integral aggregation, which considers
interdependencies among competencies [3]. In interdisciplinary communication, skills
like cross-cultural adaptability and Al-driven media storytelling often reinforce each
other. The Choquet operator captures this synergy, assigning higher aggregate scores to
participants who excel in complementary skills, even if individual competency scores are
moderate.

In contrast, a simple weighted average would undervalue such participants by ignoring
these positive interactions [4].

Li Zeng, A Neutrosophic-Rough Set Support for AI-Driven Training Quality Evaluation of Interdisciplinary
Communication Talent in the Converged Media Era



Neutrosophic Sets and Systems, Vol. 93, 2025 248

5.3 Practical Implications for Training Programs

From a training design perspective, NRSEF’s output can be used to:

1. Identify targeted interventions example, P3’s relatively high indeterminacy in C3
suggests the need for more Al-driven collaboration practice.

2. Tracklongitudinal progress. By recalculating T, I, and F values over time, program
coordinators can observe whether uncertainty is decreasing alongside
performance improvements.

3. Support AI-Human co-evaluation, NRSEF integrates both human and Al
assessments without forcing them into a single uniform scale prematurely,
preserving the richness of each source’s contribution [5].

5.4 Integration into AI-Enhanced Converged Media
In the era of converged media, multi-modal data (text, video, audio) and cross-

disciplinary teamwork are the norm. NRSEF can incorporate Al-extracted features, e.g.,

sentiment analysis, speech clarity metrics, directly into the neutrosophic components,

making it well-suited for next-generation learning analytics systems.

5.5 Limitations and Future Research
While NRSEF offers strong conceptual and computational advantages, it is not without

limitations:

Threshold selection for rough set approximations currently requires expert judgment;
adaptive threshold learning could improve scalability.

Fuzzy measure estimation was manually assigned here; data-driven estimation
methods (e.g., Sugeno A-measure learning) would improve precision.

The case study was hypothetical;, empirical testing on large-scale interdisciplinary
training datasets is necessary to validate generalizability.

Future work could integrate deep learning for automated parameter tuning and explore

NRSEF’s application to other complex, uncertainty-laden domains such as disaster

communication or telemedicine collaboration.

5.6 Theoretical Contribution
By combining neutrosophic sets with rough set theory and Choquet aggregation, this
study introduces a novel hybrid mathematical model that:

a)
b)

<)

Captures uncertainty explicitly,

Preserves multi-criteria interaction effects, and

Supports interpretable, actionable evaluation in complex, interdisciplinary
environments.

This positions NRSEF as a mathematically rigorous and practically applicable tool for

Al-mediated human skill assessment.
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6. Conclusion

This study introduced the NRSEF as a novel method for assessing interdisciplinary
communication talent in Al-enhanced converged media environments. Unlike traditional
evaluation approaches, NRSEF models truth, indeterminacy, and falsity separately, and
uses Choquet integral aggregation to capture interactions among competencies.

The framework effectively handles incomplete, uncertain, and conflicting evidence,
producing interpretable results that support targeted training interventions. The case
study demonstrated its potential to improve evaluation accuracy and provide actionable
insights for curriculum refinement.

Future research will focus on automating parameter selection, validating the model on
large-scale real-world datasets, and extending its application to other domains requiring
complex human-AI performance assessment.
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