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Abstract  

Alzheimer's disease is the primary cause of dementia. Due to the sluggish rate of progression of 

Alzheimer's disease, individuals have the opportunity to start receiving therapy early through 

routine testing. procedures since they are pricy and difficult to find. For many slowly advancing 

disorders, such as Alzheimer's disease (AD), the capacity to recognise changes in disease 

progression is essential. Machine learning methods with a high degree of modularity were used 

throughout the pipeline. We propose the use of Neutrosophic hidden Markov models (NHMMs) 

to simulate disease progression in a more thorough manner than the clinical phases of the disease. 

Due to the complexity and ambiguity of reality, decision-makers find it challenging to draw 

conclusions from precise data. Since they cannot be computed directly, the variables are encoded 

using a single interval Neutrosophic set. We showed that the trained HMM can imitate sickness 

development more accurately than the commonly acknowledged clinical phases. 

Keywords: Alzheimer disease, Neutrosophic, hidden Markov model, Decision making ,Brain 

disorders. 

 

1. Introduction  

The retina, on the other hand, offers a simple window for obtaining possible biomarkers of 

Alzheimer's disease. Only the retina may be directly viewed in vivo as a part of the nervous 
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system. One of these retinal indications that is usually linked to Alzheimer's disease is 

retinal vasculature. It is possible that Alzheimer's disease patients' aberrant narrowing of 

the retinal venous blood column diameter and decreased blood flow accounts for the 

subjects with mild cognitive impairment's observed reduced retinal oxygen metabolism 

rate. A fundus vascular network that is sparse and has reduced fractal dimensions is highly 

linked to dementia. It is also found that Alzheimer's patients have deteriorated retinal 

neurovascular coupling when compared to healthy ageing. Based on recently published 

studies, Yet, two prevalent issues have hindered earlier retinal imaging investigations. 

Recent investigations show that abnormal characteristics associated with the early stages 

of neurodegenerative disorders are visible in retinal fundus pictures. More than 5% of 

people over 65 have Alzheimer's disease (AD), a long-term neurological disease that is the 

most common cause of dementia. An important and early step in the pathogenic cascade 

of Alzheimer's disease is the build up of multimers of the misfolded beta amyloid (Aß) 

peptide (4kDa peptides). The crucial function of the Aß peptide in the genesis of AD has 

been further reinforced by genetic discoveries during the past ten years. According to 

statistics, between 60 and 70 percent of dementia cases are caused by Alzheimer's disease 

(AD). It is still a neurodegenerative phenotype that is progressing[1]. People who are 

affected show a considerable deterioration in cognitive function, which has a negative 

impact on their quality of life and general health[2] .Contrary to other neurological 

disorders, managing AD has also shown to be associated with a significant financial burden 

in Asia, North America6, and even globally.  Additionally, it has been reported that by the 

year 2030, the estimated global total cost of dementia-related expenses will be close to 

USD 2.0 trillion[3]. For many slowly progressing conditions, including Alzheimer's 

disease, a disease progression model that can be used to swiftly assess disease progression 

or lack thereof can help in the development of prospective treatments. This implies the 

model should be able to detect more specific disease phases as opposed to illness stages 

that match to clinical diagnoses. Modeling and prediction of disease progression has been 

the focus of several research projects [4-6]. whereas in [5], the authors put out a non-linear 

model based on the progression of the scores on the Alzheimer's disease Assessment Scale, 

however, has been underlined by recent study[8]. According to one study, 31% of patients 

with MCI return to a cognitively normal state within two years[9]. The proper targeting of 
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treatment drugs can be aided by an understanding of the characteristics of MCI patients 

who are more likely to develop AD and those who are more likely to return to normal 

cognition. Since it is believed that disease-modifying therapies may work better in people 

who have not yet developed AD and have not yet seen neuronal loss, it is especially crucial 

to identify risk factors for conversion to MCI. The objective in this case is to estimate the 

link between patient-level characteristics and the rate of conversion from MCI to AD and 

reversion from MCI to normal cognition. Machine learning offers a technique for automatic 

classification by identifying complex and nuanced patterns from highly dimensional data. 

In AD research, such algorithms are frequently developed to do automatic diagnosis and 

predict a person's future clinical status based on biomarkers. These algorithms aim to 

enhance medical decision-making by providing a possibly more objective diagnosis than 

that offered by common clinical criteria[10]. There is a wealth of information on the 

classification of AD and its prodromal stage, moderate cognitive impairment 

(MCI)[11,12]. Indicating strong performance for the classification of AD patients and 

control individuals, the area under the receiver operating characteristic curve (AUC) for 

classification approaches varies from 85 to 98 percent.  

Following the trends and advancements in medical image analysis and machine learning, 

convolutional neural networks (CNN) in particular have seen increased application as neural 

network classifiers over the past few years[13]. In studies on AD, many researchers have 

discovered shrinking of grey matter in the brain's temporal lobe and hippocampal areas. The easiest 

way to define Random Forest (RF), an ensemble machine learning technique, is as "a collection of 

tree predictors such that each tree depends on the values of a random vector generated 

independently and with the same distribution for all trees in the forest"[14]. Regarding the handling 

of extremely non-linear biological data, tolerance to noise, tuning simplicity (relative to other 

ensemble learning algorithms), and the potential for efficient parallel processing, this algorithm 

offers a considerable edge over other approaches. In many applications, it also yields one of the 

finest accuracies to date [15]. Due of the numerous redundant features in high-dimensional 

situations, RF is a perfect contender for managing these issues. Although RF is an efficient feature 

selection technique in and of itself, other methods for feature set reduction both inside and outside 

of RF have been presented to further enhance its performance[16]. Researchers are particularly 

interested in finding risk factors for changing disease stages in multistate disease processes like 

Alzheimer's disease (AD). In this case, three kinds of cognitive function can be distinguished: 

normal cognition, moderate cognitive impairment (MCI), and Alzheimer's disease (AD). In AD 

clinical trials, MCI has been identified as a significant transitory illness. Markov process models 

are ideal for application in research on AD because they evaluate the rate of transition between 
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distinct disease states while taking into account the potential reversibility of some stages, such 

MCI, and the competing danger of mortality. The competing risk of death has been largely 

disregarded when determining the rate of progression to MCI and AD, and earlier research have 

demonstrated how biassed this is [17]. The observational aspect of AD studies, where cognitive 

status is frequently tested at regular clinic visits, making interval censored data, makes Markov 

process models the most suitable choice. Additionally, if patients switch between different illness 

states in between clinic appointments, the full disease history won't be provided. The failure to see 

the entire course of the disease as well as interval censoring can both be easily accommodated by 

discrete time Markov process models. In studies of disease, it is frequently observed that the rate 

of transition between states rises with age. Markov models, which are characterised by time-

varying transition rates, can be used to estimate disease processes[18]. Hidden Markov models 

(HMMs) are well adapted for the task of describing longitudinal data as a set of hidden states. The 

impact of state-specific factors on responses are examined using a conditional regression model.  

A transition model to depict the dynamic change of hidden states makes up the second part of 

HMMs. Due to their ability to simultaneously display the longitudinal association structure and 

dynamic variability of the observed process, HMMs and its variants have attracted significant 

interest from the medical, behavioural, and academic fields[19–21]. As a result, neutrosophic 

techniques prove to be superior in the medical industry. Neutral hidden Markov models are a new 

field of innovation for uncertainty. The uncertainty information cannot be taken into account by 

the hidden Markov models now in use [22]. [23] discussed on Plithogenic sets in decision 

making.[24] ,this paper to introduced a new measure on nutrosophic centroid .[25]in this paper 

explained a  Review on  biomedicine .[26] explained an Markov chain in forecasting for stock trend. 

The structure of this paper is organized as follows.  

We suggest modelling illness progression in a more detailed manner than the clinical stages of the 

disease using Neutrosophic hidden Markov models (NHMMs). Due to the complexity and 

ambiguity of reality, decision-makers find it challenging to draw conclusions from precise data. 

Since they cannot be computed directly, the variables are encoded using a single interval 

Neutrosophic set. In an actual circumstance, Neutrosophic sets are used to deal with 

indeterminacy. We train our NHMM in an unsupervised manner, in contrast to many existing uses 

of Neutrosophic Hidden Markov Models, and then assess the model's efficiency in revealing 

underlying statistical trends in disease development by referring to NHMM states as disease stages. 

In this study, we concentrate on AD and demonstrate that our model can identify more detailed 

disease phases than the three officially recognised clinical stages of "Normal," "MCI" (Mild 

Cognitive Impairment), and "AD" when tested on the cross validation data. 

Consider the space X, which is composed of universal components that exhibit x. The structure of 

the neutrosophic set is 

http://fs.unm.edu/NSS/PlithogenicSetsAndTheirApplication30.pdf
http://fs.unm.edu/NSS/PlithogenicSetsAndTheirApplication30.pdf
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𝑁 = {(𝑇𝑁(𝑥), 𝐼𝑁(𝑥), 𝐹𝑁(𝑥) | 𝑥 ∈ 𝑋}, where the 3 grades of memberships are from  𝑋 to of 

the element 𝑥 ∈ 𝑋 to the set 𝑋, with the criterion: 

2. −0 ≤ 𝑇𝑁(𝑥) + 𝐼𝑁(𝑥) + 𝐹𝑁(𝑥) ≤ 3+. 

The functionsTN(x), IN(x) and FN(x)  are the truth, indeterminate and falsity grades lie in 

real standard/non-standard subsets of ]−0,1+[. 
3. Operations on Interval-Valued Neutrosophic Numbers [5, 33] 

Let 𝑁1 = ⟨[𝑇1
𝐿, 𝑇1

𝑈], [𝐼1
𝐿, 𝐼1

𝑈], [𝐹1
𝐿, 𝐹1

𝑈]⟩ and 𝑁2 = ⟨[𝑇2
𝐿, 𝑇2

𝑈], [𝐼2
𝐿, 𝐼2

𝑈], [𝐹2
𝐿, 𝐹2

𝑈]⟩ be two 

interval neutrosophic numbers then 

Addition: 
 𝑁1 ⊕ 𝑁2 = ⟨[𝑇1

𝐿 + 𝑇2
𝐿 − 𝑇1

𝐿𝑇2
𝐿, 𝑇1

𝑈 + 𝑇2
𝑈 − 𝑇1

𝑈𝑇2
𝑈], [𝐼1

𝐿𝐼2
𝐿, 𝐼1

𝑈𝐼2
𝑈], [𝐹1

𝐿𝐹2
𝐿, 𝐹1

𝑈𝐹2
𝑈]⟩ 

Multiplication: 

𝑁1 ⊗ 𝑁2 = ⟨[𝑇1
𝐿𝑇2

𝐿, 𝑇1
𝑈𝑇2

𝑈], [𝐼1
𝐿 + 𝐼2

𝐿 − 𝐼1
𝐿𝐼2

𝐿, 𝐼1
𝑈 + 𝐼2

𝑈 − 𝐼1
𝑈𝐼2

𝑈], [𝐹1
𝐿 + 𝐹2

𝐿 − 𝐹1
𝐿𝐹2

𝐿, 𝐹1
𝑈 + 𝐹2

𝑈

− 𝐹1
𝑈𝐹2

𝑈]⟩ 

 

Multiplication Neutrosophic probability: 
(𝑥1, 𝑦1, 𝑧1). (𝑥2, 𝑦2, 𝑧2) = (𝑥1𝑥2,, 𝑀𝑖𝑛{𝑦1𝑦2}, 𝑀𝑎𝑥{𝑧1𝑧2})                                        
Addition Neutrosophic probability: 

(𝑥1, 𝑦1, 𝑧1). (𝑥2, 𝑦2, 𝑧2) = (𝑥1 + 𝑥2,𝑀𝑖𝑛{𝑦1𝑦2}, 𝑀𝑖𝑛{𝑧1𝑧2})   

2.8 Interval Neutrosophic Markov Chain [25] 

An interval neutrosophic stochastic process {𝑋(𝑛): 𝑛 ∈ Ν} is said to be an interval 

neutrosophic Markov chain if it satisfies the Markov property:  

𝛽(𝑋𝑛+1 = 𝑗 |𝑋𝑛−1 = 𝑖, 𝑋𝑛 = 𝑘, … , 𝑋0 = 𝑚) = 𝛽(𝑋𝑛+1 = 𝑗 | 𝑋𝑛−1 = 𝑖) 

where 𝑖, 𝑗, 𝑘 establish the state space 𝑆 of the process.  

Here �̃�𝑖𝑗 = 𝛽(𝑋𝑛+1 = 𝑗 |𝑋𝑛 = 𝑖) are called the interval-valued neutrosophic probabilities 

of moving from state 𝑖 to state 𝑗 in one step. Hence �̃�𝑖𝑗 =

([𝑇�̃�𝑖𝑗

𝐿 , 𝑇�̃�𝑖𝑗

𝑈 ] , [𝐼�̃�𝑖𝑗

𝐿 , 𝐼�̃�𝑖𝑗

𝑈 ] , [𝐹�̃�𝑖𝑗

𝐿 , 𝐹�̃�𝑖𝑗

𝑈 ]), where 𝑇�̃�𝑖𝑗

𝐿 , 𝑇�̃�𝑖𝑗

𝑈  are the lower and upper truth 

membership of the transition from state 𝑖 to state 𝑗, respectively, 𝐼�̃�𝑖𝑗

𝐿 , 𝐼�̃�𝑖𝑗

𝑈  are the lower and 

upper indeterminate membership of the transition from state 𝑖 to state 𝑗 respectively and 

𝐹�̃�𝑖𝑗

𝐿 , 𝐹�̃�𝑖𝑗

𝑈  are the lower and upper falsity membership of the transition from state 𝑖 to state 

𝑗. The matrix 𝑃 = (�̃�𝑖𝑗) is called the interval-valued neutrosophic transition probability 

matrix.  

The connections between the states in a hidden markov model are controlled by a set of 

transitional probabilities. Since a Markov Chain's states could be observed, a Hidden 

Markov Model's states are statistical and have associated probability distributions known 

as observation probability density functions. This makes it possible to distinguish a Hidden 

Markov Model from a Markov Model or a Markov Chain. The multidimensional vector that 

encodes the observation is typically created using the HMM feature vector, which is a collection 

of characteristics. Continuous and discrete observation density functions are the two different types.  
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In this study, we take a slightly different strategy to training and testing the HMM. Since 

our objective is to identify and model illness stages, the HMM training is conducted in an 

unsupervised manner using the time signals from all participants, regardless of their clinical 

diagnosis at any given time. 

The goal is to use the HMM's training strategy to take advantage of patterns in the 

biomarker feature vector that are present both temporally and across individual biomarker 

features in order to group subjects with similar conditions into one state and those with 

dissimilar conditions into different states. 

A1:Memory loss and forgetfulness: Alzheimer's disease, a type of dementia, affects one's 

behaviour, thinking, and memory. Alzheimer's disease is characterised by memory loss, 

particularly of recent memories, which gets worse over time. Along with this, other 

cognitive symptoms are commonly noticeable, such as difficulties with language, problem-

solving, and visual-spatial abilities. 

A2: Challenges with language and communication: Alzheimer's disease is a type of 

dementia that affects thinking, behaviour, and memory. Alzheimer's disease is 

characterised by memory loss, particularly of recent memories, which gets worse over time. 

Along with this, other cognitive symptoms are commonly noticeable, such as difficulties 

with language, problem-solving, and visual-spatial abilities. When trying to communicate, 

a person with Alzheimer's may have problems finding the right words. Following a 

discussion may be challenging for someone with Alzheimer's disease, particularly if the 

conversation is complex or fast-paced. They keep doing it: A person suffering from 

Alzheimer's disease may repeat themselves or ask the same question. Alzheimer's disease 

can impact a person's ability to modulate their tone and inflection, which could cause them 

to speak in a different way. A person with Alzheimer's may have trouble communicating 

their needs and wants because they find it difficult to articulate their thoughts and ideas in 

a straightforward manner. 

A3: problems with decision-making and problem-solving due to disorientation and 

confusion   disorientation, and difficulties with problem-solving and decision-making are 

common symptoms of Alzheimer's disease. The ability to think, reason, and make 

decisions may be compromised as the condition worsens. Some typical issues associated 

with Alzheimer's disease include the following: Confusion and disorientation: These signs 

and symptoms might appear in someone with Alzheimer's disease, especially in unfamiliar 

or unexpected settings. Problem-solving challenges: Alzheimer's disease can impair a 

person's ability to think critically and solve problems. They could struggle to find solutions 

to simple or complex problems. 

 

𝜋 = [< [0.05 0.1  0.05] >, < [0.3 0.2 0.1] >] 

It demonstrates that Alzhimer is [0.3 0.2 0.1] and that the initial single value neutrosophic 

of Normal is [0.05 0.1 0.05]. It demonstrates that the value of obesity is greater than the 
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single-valued neutrosophic value of overweight. The state's probability transition diagram. 

The state N is normal and A is Alzheimer diseases.  

Single-valued Neutrosophic transition probability value is  

 

𝑁
𝐴

[
𝑁

⟨[0.6,0.1,0.1]⟩
⟨[0.2,0.05,0.1]⟩

𝐴
⟨[0.4,0.05,0.05]⟩

⟨[0.6,0.1 ,0]⟩
] 

The observer's state is represented by 1, which stands for memory loss and forgetfulness, , 

which stands for difficulties with language and communication, and 3, which stands for 

difficulties with decision-making and problem-solving. The state's emission likelihood is 

𝑁
𝐴

[
1

⟨[0.2,0.1 ,0]⟩

⟨[0.7,0.2 ,0.1]⟩

2
⟨[0.3,0.1,0.05]⟩

⟨[0.6,0.05,0]⟩

3
⟨[0.1,0.05 ,0.1]⟩

⟨[0.8,0.05 ,0]⟩
] 

There are two concealed states, and there are three observations. Choose a sequence 132 

with the probability value as follows: The majority of participants depend on 1, which 

stands for memory loss and forgetfulness, 3, which represents for issues with decision-

making and problem-solving, and 2, which stands for difficulties with language and 

communication. 

𝑃(𝑂, 𝑄)) = ∏ 𝑃 (
𝑂

𝑄
) 𝑃(𝑄) 

4. Single-valued Neutrosophic Hidden Markov Model 

 

𝑃(132, 𝑁𝑁𝑁) = 𝑃(1/𝑁)𝑃(3/𝑁)𝑃(2/𝑁)𝑃(𝑁)𝑃(𝑁/𝑁)𝑃(𝑁/𝑁) = [⟨0.000216,0.05,0.5⟩] 

𝑃(132, 𝑁𝑁𝐴) = 𝑃(1/𝑁)𝑃(3/𝑁)𝑃(2/𝐴)𝑃(𝑁)𝑃(𝑁/𝑁)𝑃(𝐴/𝑁) = [⟨0.00144,0.05,0.1⟩] 

𝑃(132, NAN) = 𝑃(1/𝑁)𝑃(3/𝐴)𝑃(2/𝑁)𝑃(𝑁)𝑃(𝐴/𝑁)𝑃(𝑁/𝐴) = [⟨0.0023,0.05,0.1⟩] 

𝑃(132, ANN) = 𝑃(1/𝐴)𝑃(3/𝑁)𝑃(2/𝑁)𝑃(𝐴)𝑃(𝑁/𝐴)𝑃(𝑁/𝑁) = [⟨0.00075,0.05,0.1⟩] 

𝑃(132, AAA) = 𝑃(1/A)𝑃(3/𝐴)𝑃(2/𝐴)𝑃(𝐴)𝑃 (
𝐴

𝐴
) 𝑃 (

𝐴

𝐴
) = [⟨0.03628,0.05,0.1⟩] 

𝑃(132, AAN) = 𝑃(1/𝐴)𝑃(3/𝐴)𝑃(2/𝑁)𝑃(𝐴)𝑃(𝐴/𝑁)𝑃(𝑁/𝐴) = [⟨0.0040.05,0.1⟩] 

𝑃(132, NAN) = 𝑃(1/𝐴)𝑃(3/𝑁)𝑃(2/𝐴)𝑃(𝐴)𝑃(𝑁/𝐴)𝑃 (
𝐴

𝑁
) = [⟨0.000504,0.05,0.1⟩] 

𝑃(132, 𝑁𝐴𝐴) = 𝑃(1/N)𝑃(3/𝐴)𝑃(2/𝐴)𝑃(𝑁)𝑃(𝐴/𝑁)𝑃(𝐴/𝐴) = [⟨0.01151,0.05,0.05⟩] 

The greatest likelihood of the above values is [0.036288, 0.05, 0.1] for the probability value 

of the sequence 132, and the maximum probability of the combination is P(132,AAA). 
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Find the likelihood of any interval combination in a similar manner. Viterbi algorithm 

verification of this probability of sequence 132. 

5. Calculation for Single-valued Neutrosophic Hidden Markov Model 
  

𝑃(1, 𝑁) = 𝑃(1/𝑁)𝑃(𝑁) = [⟨0.1,0.1,0.05⟩] 

𝑃(1, 𝐴) = 𝑃(1/𝐴)𝑃(𝐴) = [⟨0.21,0.2,0.1⟩] 

𝑃 (3,
𝑁

𝑁
) = 𝑃(3/𝑁)𝑃 (

𝑁

𝑁
) = [⟨0.06,0.05,0.1⟩] 

𝑃 (3,
𝑁

𝐶
) = 𝑃(3/𝑁)𝑃 (

𝑁

𝐴
) = [⟨0.02,0.05,0.1⟩] 

𝑃 (3,
𝐴

𝑁
) = 𝑃(3/𝐴)𝑃 (

𝐴

𝑁
) = [⟨0.48,0.05,0.05⟩] 

𝑃 (3,
𝐴

𝐴
) = 𝑃(3/𝐴)𝑃 (

𝐴

𝐴
) = [⟨0.48,0.05,0⟩] 

𝑃 (2,
𝑁

𝑁
) = 𝑃(2/𝑁)𝑃 (

𝑁

𝑁
) = [⟨0.18,0.1,0.1⟩] 

𝑃 (2,
𝐴

𝑁
) = 𝑃(2/𝐴)𝑃 (

𝐴

𝑁
) = [⟨0.24,0.05,0.05⟩] 

𝑃 (2,
𝑁

𝐴
) = 𝑃(2/N)𝑃 (

𝑁

𝐴
) = [⟨0.06,0.05,0.1⟩] 

𝑃 (2,
𝐴

𝐴
) = 𝑃(2/𝐴)𝑃 (

𝐴

𝐴
) = [⟨0.36,0.05,0⟩] 

𝑉2 = [⟨0.0042,0.1008⟩] 

𝑉3 = [⟨0.0064,0.0217⟩] 
 
The Viterbi algorithm is used to validate the probability. It demonstrates that sequence 132 

has a 0.21 probability. The combination has a P(132,AAA) maximum probability, and the 

path is A_A_A. It demonstrates that the Alzheimer disease's disease sequence path. 

 

 

6. Conclusion 

Uncertainty, ambiguity, and indeterminacy are common factors in real-world decision-

making issues, and Neutrosophic devotes a lot of effort to fixing them. The neutrosophic 

Hidden Markov model (NHMM) has been used as a key mathematical mode for ambiguity, 

redundancy, and uncertainty. Indeterminacy is formally quantified by NHMM. Truth, 

ambiguity, and falsity exist independently. These characteristics are important for the 

biological diagnosis of the condition. In the medical industry, the decision is built using 

NHMM. Three components serve as the original representation of NHMM probability in 

the proposed framework, and three memberships carry out the transformation, which was 

developed to address the issue of Alzhemer. On the foundation of a Hidden Markov Model 

framework, we provided a model for illness progression. We trained an HMM in an 

unsupervised manner for Alzheimer's disease in an effort to identify more precise stages in 
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disease development. We demonstrated that the trained HMM can more precisely simulate 

illness development than the conventionally recognised clinical phases. 
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