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Abstract: Due to data privacy concerns and a lack of broadly applicable modelling approaches, 
mental health prediction encounters substantial challenges. This research introduces a pioneering 
decentralized framework integrating federated learning with Neutrosophic Cognitive Maps 
(NCMs) to facilitate secure and accurate mental health predictions while preserving data privacy. 
This innovative approach allows collaborative NCMs training on sensitive patient data across 
diverse sites without centralizing or transferring the data. The NCMs incorporated into the 
framework effectively model relationships between various symptoms and mental health states, 
offering interpretable insights into the complex dynamics of mental health. To address the 
limitations of local data availability, a multi-task learning methodology is employed, leveraging 
commonalities between related mental health prediction tasks to enhance modelling. Experiments 
are done on a synthetic mental health dataset to validate the proposed approach, demonstrating 
significant improvements. The decentralized nature of the approach ensures robust privacy 
guarantees by preventing direct access to patient data. The proposed framework contributes to the 
responsible application of soft computing and AI in the sensitive mental health domain. 
Furthermore, the interpretability of NCM models facilitates a nuanced analysis of indeterminate 
interrelationships between various psychological concepts, offering valuable support for 
data-driven decision-making in mental health contexts. 

Keywords: Federated Learning; Neutrosophic Cognitive Maps (NCMs); Mental Health; 
Psychological Concepts; SDG 3-4;  

 
 

1. Introduction 

Mental health, a critical aspect of overall well-being, requires innovative data analysis and 
modelling approaches. Traditional methodologies in mental health modelling face significant 
challenges, particularly when it comes to protecting individual privacy and accurately representing 
the inherent uncertainty associated with mental health data. This paper explores a pioneering 
integration of two powerful paradigms, federated learning and Neutrosophic Cognitive Maps 
(NCMs), to improve the diagnostic results or prediction to handle indeterminacy-related challenges. 
The rise of digital health records and the growing adoption of mobile mental health apps have 
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created vast datasets. However, using these datasets for meaningful insights raises ethical concerns 
about the privacy of sensitive information. 

Federated learning, a decentralized machine learning approach, represents a promising 
solution [1]. By enabling modelling across distributed devices without exposing raw data, federated 
learning ensures the confidentiality of individual records, making it particularly suitable for the 
sensitive nature of mental health data. At the same time, mental health data often exhibit inherent 
uncertainty and inaccuracy. NCMs, an extension of traditional cognitive maps, represent a new way 
of dealing with uncertainty by incorporating neutrosophic logic [2]. This logic accepts indeterminate 
and inconsistent information and provides a robust framework for modelling the complexity of 
mental health processes.  

By decentralizing the model training process, federated learning addresses privacy concerns, 
while NCMs improve the representation of uncertainty and imprecision within cognitive modelling. 
This research work aims to explore these concepts with the overarching goal of advancing mental 
health modelling methodology. At a time when mental health is an escalating global issue, this 
research seeks to contribute to a more ethical, efficient and privacy-friendly approach to mental 
health data analysis and modelling. 

The primary objective of this research is to develop and evaluate federated learning approaches 
that leverage NCMs to enhance healthcare decision support while ensuring the privacy and security 
of sensitive patient data.  

  
This research addresses the following objectives:  
  

1. To design a federated learning framework that accommodates NCMs and their associated 
uncertainty, indeterminacy, and partial truth.  

2. Integrating NCMs into the federated learning process to model and reason with complex 
medical data, capturing indeterminate and contradictory information nuances.  

3. To develop optimizations and personalization techniques for efficient federated learning of 
NCMs across heterogeneous medical datasets. 

4. To evaluate the feasibility and performance of the proposed federated-NCMs approach using 
simulations on synthetic medical datasets. 

5. To analyze the reasoning capability of the proposed federated-NCMs method.  
  
The paper unfolds in a structured manner, beginning with an introduction that outlines the 

background and motivation. A comprehensive literature review builds the foundation by examining 
models of federated learning and NCMs. The theoretical framework represents the principles 
underlying federated learning and NCMs. 

The methodology details the research design, data collection, and implementation of an 
integrated model. Model development and integration are explored in section three, which provides 
an overview of the architecture, training processes, and challenges encountered. The results and 
discussion show the integrated model's performance, compare it with existing approaches, and 
discuss implications. Practical applications and use cases in mental health scenarios highlight the 
potential benefits for clinicians, researchers, and patients. 

The paper concludes with a comprehensive summary of key findings, contributions, and 
recommendations for future research. This research contributes to the ongoing discourse on 
privacy-preserving mental health modelling and provides a promising framework combining 
federated learning and NCMs. 

 

2. Literature Survey  

A survey by Liang et al. [1] offers a comprehensive overview of federated learning techniques 
in intelligent healthcare. Despite introducing various federated learning algorithms, the paper needs 
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a detailed comparison of their performance and effectiveness in smart healthcare scenarios. The 
survey contributes to understanding the environment of federated learning applications in 
healthcare but does not provide insight into the specific nuances and requirements of intelligent 
healthcare environments. Tedeshini et al. [3] focused on decentralized, federated learning for 
tumour segmentation. Using methodologies such as FedAvg, FedClus, and FedVote, the study 
explores their applicability in the context of tumour segmentation. However, the study could be 
more extensive, especially the specific application of tumour segmentation. It must address broader 
applications requiring different or more complex models, such as tumour detection, classification or 
prediction. Gram et al. [4] contributed to this field by implementing and evaluating robust 
aggregation methods in federated learning for healthcare.  

  
Fuzzy theory was introduced in 1985 by Lofti A. Zadeh [5]. Since then, fuzzy theory has found 

many real-world applications. Fuzzy sets have been extended and generalized into intuitionistic 
fuzzy sets (IFS) and neutrosophic sets. Fuzzy Cognitive Maps (FCMs) [6] are graphical models 
representing the relationships and interactions between different variables within a system. 
Integrating FCMs into medical decision-making processes has emerged as a remarkable research 
area that can improve understanding of complex systems characterized by uncertainty. Research by 
Jayashree et al. [7] applied FCMs for geospatial risk prediction of dengue outbreaks. These studies 
demonstrate FCM's utility in capturing complex medical decision dynamics. Beyond dengue 
applications, Evangelia et al. developed time-dependent FCMs to represent the temporal evolution 
of medical conditions for improved diagnostics. Greeda et al. [8] presented a survey on FCM 
techniques used in medicine, encompassing disease diagnosis, treatment planning, and medical 
imaging.  

  
FCMs techniques enhance complex diagnosis under uncertainty by representing the 

multifaceted relationships between variables affecting disease diagnosis and management. In 
healthcare, federated learning is paramount for the privacy and security of patient data. Federated 
learning enables training a collaborative model across decentralized entities without centralizing 
raw data, ensuring that sensitive medical data remains localized. Integrating FCM and federated 
learning is valuable in addressing complex medical decision-making processes was studied by 
Hoyos et al. [9-12]. However, Hoyos et al.'s study falls short of providing a comprehensive 
assessment of uncertainty and indeterminacy that is inherent in mental health diseases.  

  
Neutrosophy is a branch of philosophy investigating neutralities' origin, nature, and scope and 

their interactions. Florentin Smarandache introduced neutrosophy in the 1990s [13]. Neutrosophy 
regards a proposition, hypothesis, concept, event, or entity depending on the modelling. 
Neutrosophy is the basis of the neutrosophic set, logic, probability, and statistics. Indeterminacy "I" 
is a concept in neutrosophy that measures the degree of neutrality or uncertainty of a proposition, 
event, theory, entity or concept. Neutrosophic Cognitive Maps (NCMs) are an extension of FCMs 
that can handle indeterminate relationships between two concepts, obtaining more significant 
sensitive results. It was introduced in [14] and has since been used to analyze diverse social issues 
[15-29]. NCMs have been modelled considerably on the AI focus to mimic the thinking-human 
approach. Here, it is unsupervised data and has a limited set of features. 

  
Indeterminacy deals with imprecise and incomplete concepts characterized by unknown or 

neutral elements. A study by Ramalingam et al. [21] demonstrates the superiority of NCMs over 
FCMs in various scenarios, highlighting their greater accuracy and reliability. This becomes 
especially important in medical diagnostics, where uncertainties and incomplete information are 
inherent. The ability of NCM to represent unknown or neutral elements provides a unique 
advantage, especially when dealing with concepts or relationships where information is missing or 
uncertain. Zafar et al. [24] propose a mathematical model based on NCMs to analyze uncertain 
factors' role in spreading pandemics such as COVID-19.   
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3. Federated Learning using NCM  

This paper proposes a novel methodology that synergistically combines federated learning 
with Neutrosophic Cognitive Maps (NCMs) to enable secure, privacy-preserving artificial 
intelligence for complex healthcare applications. The proposed approach aligns with the critical 
need for collaborative and ethical AI solutions in healthcare. The methodology's core is a 
decentralized, federated learning framework that facilitates model training on sensitive patient data 
distributed across multiple sites without requiring central data aggregation. This allows 
collaborative learning on NCMs while ensuring data privacy and security. The adaptive modelling 
capabilities of NCMs further allow for the capture of dynamic relationships between various 
medical concepts. 

While this paper demonstrates the potential applicability of NCM in intelligent healthcare and 
decision-making, it does not validate the model with actual data or empirical evidence. Relying on 
hypothetical values and weights for concepts and associations in the NCM raises concerns about the 
actual dynamics and accuracy of the proposed model in depicting scenarios. Specific goals include 
creating privacy-preserving NCM models, formulating guidelines for federated training of NCMs, 
and evaluating the approach on real-world medical datasets.  

  

3.1 Proposed System: 

The proposed system's architecture as given in Figure 1 is the backbone of our innovative 
approach, seamlessly integrating components to enable federated learning with NCMs in mental 
health. This section provides detailed insight into the structural design, addressing limitations in 
existing systems and proposing a novel framework. 

Before delving into the proposed architecture, it is essential to acknowledge the limitations of 
current systems. Existing models may struggle with the intricacies of mental health data, including 
heterogeneity, privacy concerns, and the dynamic nature of mental health conditions. These 
limitations set the stage for the innovative solutions proposed in the subsequent sections. 

Our proposed system introduces a sophisticated architecture designed to overcome the 
identified limitations. It embraces a decentralized approach, ensuring enhanced data privacy, 
personalization, and effective learning.  

 
The system comprises the following key components: 
Heterogeneous data collector: The heterogeneous data collector is the entry point, adept at 

gathering diverse data types such as text, images, audio, and sensor readings. Its versatility allows 
for a comprehensive collection of heterogeneous mental health data from various sources. 

Data handler: Upon data collection, the data handler takes charge of preprocessing tasks, 
including cleaning, normalization, and feature extraction. This ensures that the data is optimized for 
subsequent model training, addressing the challenges posed by the heterogeneity of mental health 
data.  

Local database: The local database acts as a central repository, storing processed data for easy 
access during training. This organized storage facilitates efficient sampling for model training and 
promotes collaboration among decentralized components. 

Multi-Tasker model trainer: At the heart of the proposed system, the multi-tasker model trainer 
facilitates simultaneous training for multiple mental health tasks. This component optimizes shared 
representations across tasks, leveraging collective knowledge to enhance overall model 
performance. 

Algorithm refitter: The algorithm refitter complements the training process by fine-tuning 
models based on task-specific feedback. This ensures continuous improvement in model parameters, 
adapting to the dynamic nature of mental health conditions. 
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Figure 1. Architecture of the proposed system 

 
Evaluator model: Post-training, the evaluator model assesses the performance of trained models, 

scoring them on relevant metrics. This critical evaluation provides insights into the effectiveness of 
the models, guiding further refinements. 

Local model update: Each local database has its own local NCM model, which is updated 
iteratively during training. This decentralized approach allows specialization in understanding 
specific mental health conditions, improving model accuracy. 

Model Aggregator: The local model updates are aggregated and used to update the global model; 
they are assessed by an expert for quality before the global model is updated.   

  
The proposed system has several advantages: Adopting a federated learning approach 

prioritizes data privacy, allowing decentralized entities to contribute without compromising 
sensitive information. The system is designed to adapt and personalize models for various mental 
health tasks, ensuring tailored diagnoses for diverse conditions. Leveraging shared knowledge 
across tasks enhances the overall learning efficiency of the system, leading to improved mental 
health predictions. This proposed system addresses the unique challenges in mental health data 
analysis, offering a decentralized, privacy-preserving, and efficient solution. Indeterminate and 
uncertain relationship among the symptoms is handled correctly by the proposed algorithm.  

Integrating federated learning and NCMs forms the core of our approach to addressing the 
complexity of mental health data analysis. Federated learning, with its focus on a collaborative 
training model and privacy protection, aligns seamlessly with the nuanced representation of 
uncertainty provided by NCM. On the other hand, because they explicitly reflect unknown or 
uncertain variables, NCMs excel at modelling the dynamic and complicated nature of mental health 
disorders. Combining these two methods provides a comprehensive solution that improves the 
accuracy and adaptability of mental health models while upholding strict privacy standards. By 
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providing a more thorough understanding of intricate relationships and patterns, local models 
outfitted with NCMs provide the global model with distinctive insights into the dynamic nature of 
mental health disorders. NCMs' adaptive learning characteristics, which record changes over time, 
work in combination with FL's decentralized adaptive learning capabilities to guarantee that the 
model adapts dynamically to each person's unique mental health condition. 

Moreover, NCMs' capacity to clearly describe uncertainties complements the ethical issues 
intrinsic to FL, such as transparency and privacy preservation. This integration improves the 
model's interpretability by resolving issues with the opacity of various machine-learning techniques.  

Training process: In the training process, local models, each specializing in different mental 
health tasks, are independently trained on different datasets. A federated learning approach 
facilitates aggregating knowledge from these localized models to create a unified global 
privacy-preserving model. NCMs enhance this process by appropriately capturing mental health 
relationships' inherent uncertainty and dynamic nature and providing a comprehensive and 
nuanced understanding. This algorithmic fusion creates a robust foundation for our research and 
offers innovative solutions to the complex problems of mental health data analysis.  

 

3.2 Data Generation:  

The dataset used in this study was generated to aid in capturing the presence of indeterminate 
relationships that affect the various aspects of mental health. A dataset was curated using existing 
literature and basic datasets available. It is designed to gather comprehensive information on mental 
health, it included more diversity to enhance the generalizability of research findings to broader 
contexts. 

The following attributes were considered feeling_nervous, panic, breathing_rapidly, sweating, 
trouble_in_concentration, having_trouble_in_sleeping, having_trouble_with_work, hopelessness, anger, 
over_react, change_in_eating, suicidal_thought, feeling_tired, close_friend, social_media_addiction, 
weight_gain, introvert, popping_up_stressful_memory, having_nightmares, avoids_people_or_activities, 
feeling_negative, trouble_in_attention, blaming_yourself, hallucinations, repetitive_behaviour, and 
increased_energy.  

The data was labelled into Attention-Deficit/Hyperactivity Disorder (ADHD), anxiety, Autism 
Spectrum Disorder (ASD), bipolar, eating disorder, loneliness, Major Depressive Disorder (MDD), 
Obsessive-Compulsive Disorder (OCD), Pervasive Developmental Disorders (PDD), psychotic depression, 
Post-Traumatic Stress Disorder (PTSD) and sleeping disorder.  

Over 600 records were generated based on the available regular mental health dataset, with 
indeterminacy introduced into the records to enable the creation of NCMs.   
 

3.3 Data Preprocessing:  

The collected data underwent a preprocessing phase to enhance its quality and reliability. Data 
cleaning procedures involved identifying and addressing inconsistencies, outliers, and inaccuracies 
in the dataset. Through careful validation and verification processes, erroneous entries were 
rectified or removed, ensuring a robust foundation for subsequent analyses. Normalization 
techniques were applied to ensure uniformity in the scale of numerical attributes. This step 
facilitates fair comparisons between different features, preventing any particular attribute from 
dominating the analysis due to its scale. Standardization ensured that all numerical features 
contributed equally to the modelling process, preventing bias in subsequent machine-learning 
algorithms. Efficient strategies were employed to handle missing values in the dataset. Missing data 
points were identified, and appropriate imputation methods were applied based on the nature of the 
missing information. This meticulous handling of missing values contributes to the completeness 
and reliability of the dataset used in the research. 
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3.4 Integration of Components 

The seamless integration of these elements ensures a cohesive and collaborative system. The 
progression from data collection through preprocessing, collaborative training, iterative refinement, 
and evaluation establishes a robust foundation for predicting mental health conditions. The 
decentralized approach, facilitated by local models and a shared database, promotes adaptability 
and privacy in the learning process. This modular architecture is meticulously designed to tackle the 
multifaceted challenges in mental health prediction, providing a systematic and organized approach 
to enhance decision support through the fusion of federated learning and NCMs. 
 

Figure 1 demonstrates a decentralized, federated learning approach for the collaborative 
development of NCMs while preserving data privacy. Independent participants encode customized 
NCMs on their local confidential data to model domain-specific concepts and interrelationships. 
Without sharing raw data, participants broadcast derivative model updates containing only 
parameters and weights to an aggregation server. Using multi-party computation protocols focused 
on the representational inclusivity of contributors, the server consolidates the collective model 
updates into an integrated consensus NCM. This federated NCM further undergoes auditing on 
various criteria to generate feedback for participants to enhance their localized models. Through 
iterative coordinated cycles of private simulation, anonymous aggregated orchestration and guided 
refinement, participants can strategically evolve personalized NCMs trained on their data while 
aligning with learnings from the collective federation. 

 

4. Results and discussions  

The data was separated into training and testing datasets and distributed across four local 
databases. Since there are over 600 records, 400 records were used for training the NCMs, one 
hundred at each local database. The remaining 200 records were used for testing, 50 each in the local 
database, to check if the updating of the local and global NCMs is happening.     

Since 26 symptoms and 12 diseases are under consideration, visualization of the complete NCM 
might not be feasible. Simple NCMs are created at each local database level. If a symptom occurs in 
most cases of a particular disease, it is mapped to 1; otherwise, if it is indeterminate or has an 
uncertain effect on the disease, it is mapped to I in the local NCM.  
Creation of global model:  Edge weights in the global NCM are created based on the number of 
records considered for egde weight creation at the local NCM. The NCMs from the local database 
are aggregated to create the global NCM according to the weightage (number of cases considered) 
for each disease to update its NCM; once the NCMs are created, they can be updated. Whenever a 
local update occurs, it aggregates the updates, and the edge weights are altered accordingly, 
triggering a global model update.  

The global model consists of aggregated values across the map to create a complete system with 
a mapping of all the symptoms and diseases. Whenever local updates occur, the local model updates 
are aggregated and used to update the global model; an expert for quality assesses them before the 
global model is updated.   

Since the visualization is too massive to show, samples of the complete graphs are shown in 
Figures 2 and 3. These samples are obtained from the local database’s NCM model, which was 
created using a part of the sample data. These figures pertain to the training data and are not 
universal in nature. For example, if anyone has attention span troubles, it does not imply 
concentration troubles or psychotic depression. They pertain to the representation of the dataset. 
This model shows that the relationship between sweating and psychotic depression is 
indeterminate; likewise, the relationship between stressful memory recall and anxiety is 
indeterminate.    
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Figure 2: Part of the sample NCMs from the local database related to Anxiety, PSTD and psychotic 
depression.   
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Figure 3 Part of the sample NCMs from the local database related to ADHD, ASD and Bipolar.   
 

While considering symptoms and disease as given in Figure 3, it is seen that feeling nervous has 
an indeterminate effect on ADHD; similarly, being introverted has an indeterminate effect on 
avoiding people. Anger in general or for a general person anger can lead to overreaction, but anger 
 overreaction  ASD is not true, without the other symptoms. The presence of a combination of 
symptoms only results in a particular disease. The capturing of indeterminate relationships has 
made the data more sensitive in representation.    

5. Conclusion and Future Enhancement 

 
Complex uncertainties and interdependencies in clinical contexts related to mental health are 

difficult to fully capture. Hence, the training and testing are done on synthetic diagnosis outcome 

  
 

Neutrosophic Sets and Systems, Vol. 66, 2024                                                                                   9



 

 
Obbineni et al., NCMs for Clinical Decision Making in Mental Healthcare: A Federated Learning Approach 

data. Since this data is limited, this model has validity concerns. In essence, federated modelling 
aligns NCM development with ethical imperatives around decentralization, privacy, security, and 
accessibility. It propagates collective knowledge from multifaceted domains in an inclusive 
ecosystem with sound data governance.  

The resulting models can map multidimensional interactions underlying psychiatric conditions 
to inform personalized interventions. However, extensive testing is imperative to validate the 
effectiveness of noisy real-world applications. While the approach could transform crowdsourced 
insights for complex healthcare challenges, numerous extensions around security, ethics and 
engineering robustness are critical - including support for secure computations, blockchain-powered 
trust mechanisms, enhanced explainability and bias mitigation techniques.  

This work presents a novel decentralized architecture that preserves data privacy while 
enabling safe and reliable mental health forecasts by integrating federated learning with NCM. This 
method allows for cooperative NCM training on private patient data dispersed among various sites 
without transferring data. NCMs offer interpretable insights and efficiently model correlations 
between symptoms and mental health states. This research fosters collaboration and trustworthy AI 
that respects privacy demands, making substantial progress towards developing ethical and 
practical AI solutions for mental health treatment. To facilitate data-driven decision-making, 
interpretable NCM models additionally allow a nuanced investigation of the links between various 
psychological concepts. 
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Abstract: Neutrosophic set is a generalization of classical sets, fuzzy set, intuitionistic sets etc. A 

mathematical notion neutrosophic set dealing issues containing inconsistent, indeterminate and 

imprecise data. In this manuscript, we toss the notion of Neutrosophic b-metric-like spaces and 

obtain some fixed point results in the sense of Neutrosophic b-metric-like spaces. Our results are 

improvements of recent results in the existing literature. For the validity of these results some 

non-trivial examples are imparted.  

Keywords: Metric-like spaces; Neutrosophic b-metric-like spaces; fixed point; uniqueness 

 

 

1. Introduction and Preliminaries 

The notion of fuzzy sets (FSs) given by Zadeh [9], this auspicious concept gave a new direction of 

research and this idea has deeply influenced many scientific fields. In this connectedness, Kramosil 

and Michalek [10] initiated the notion of fuzzy metric spaces (FMSs) by reformulate the notion of 

probabilistic metric spaces to FMSs. George and Veeramani [11] derived a Hausdorff topology 

originated by FMS. Afterward, the utility of FMS appeared in applied sciences such as fixed point 

theory, image and signal processing, medical imaging, decision-making. Later on, the existence 

theory of fixed point in FMS has been enriched with a number of altered generalizations. Fuzzy 

version of Banach contraction principle was given by Garbiec [12] in the sense of FMS. For some 

necessary concepts please see [13, 14]. 

In recent times, Harandi [7] originated the notion of metric-like spaces (MLS), which generalized the 

concept of metric spaces in beautiful manners. In this connectedness, Shukla and Abbas [8] 

reformulated the notion of (MLS) and originated fuzzy metric-like spaces (FMLS). The approach of 

intuitionistic FMS was tossed by Park in [2]. Kirişci and Simsek [1] generalized the approach of 

intuitionistic FMS and tossed the approach of neutrosophic metric space (NMS). Simsek, Kirişci [5] 

and Sowndrarajan et al. [6] proved some fixed point (FP) results in the setting of NMS.  

mailto:fahim@sms.edu.pk
mailto:umarishtiaq000@gmail.com
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In this article, we tossed the notion of Neutrosophic b-metric-like space (NBMLS) in which self 

distance may not be equal to 1, 0 and 0. So, our approach is more generalized in the existing 

literature. Also this article is enriched with fixed point results and non-trivial examples. For some 

necessary results see [3, 4, 15]. Authors in [16-20] worked on different generalizations of NMSs and 

proved several fixed point results.  

The main objectives of this manuscript are: 

1. To introduce the concept of neutrosophic b-metric-like space. 

2. To prove some fixed point results in the sense of neutrosophic b-metric-like space. 

3. To enhance existing literature of fuzzy metric spaces and fuzzy fixed point theory. 

This manuscript is organized with some rudimentary concepts of FMLS and NMS. The concept of 

NBMLS is discussed in detail and some fixed point results with non-trivial examples are imparted. A 

conclusion is provided for the obtained results.  

In this section, some basic definitions are given that are helpful to understand the main results. 

Shukla and Abbas introduced the concept of FMLS and utilized this idea to investigate fixed point 

results. Shukla and Abbas defined the notion of FMLS as follows: 

Definition 1.1 [8] A 3-tuple  is said an FMLS if  is a random set,  is a continuous 

t-norm (CTN) and   is a FS on  meet the points below for all 

: 

FL1)  

FL2) If  then  

FL3)  

FL4)  

FL5)  is continuous. 

Example 1.2 [8] Assume ,  and  Define CTN by  and the FS 

 on  by 

 

Then  is a FMLS. 
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The concept of neutrosophic metric spaces was discussed by Kirişci and Simsek in his work and he 

defined the said concept as follows: 

Definition 1.3 [1] Suppose , assume a six tuple where  is a CTN,  is a 

continuous t-conorm (CTCN),  are (Neutrosophic sets) NSs on . If 

meet the below circumstances for all  

(NS1)  

(NS2)  

(NS3)  

(NS4)  

(NS5)  

(NS6)  is a continuous,  

(NS7)  

(NS8)  

(NS9)   

(NS10)  

(NS11)  

(NS12)  is a continuous,  

(NS13)  

(NS14)  

(NS15)   

(NS16)  

(NS17)  
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(NS18)  is a continuous,  

(NS19)  

(NS20) If  then  

Then Neutrosophic metric on   is an NMS. 

 

2. Main Results 

In this section, we introduce the concept of NBMLS and prove some FP results. 

Definition 2.1 Suppose , assume a six tuple where  is a CTN,  is a 

CTCN,  are NSs on . If meet the below 

circumstances for all  

(NL1)  

(NL2)  

(NL3)  

(NL4)  

(NL5)  

(NL6)  is a continuous,  

(NL7)  

(NL8)  

(NL9)   

(NL10)  

(NL11)  

(NL12)  is a continuous,  
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(NL13)  

(NL14)  

(NL15)   

(NL16)  

(NL17)  

(NL18)  is a continuous,  

(NL19)  

(NS20) If  then  

Then is known as NBML on   be an NBMLS. 

Remark 2.2 In definition (2.1), a set  is gifted a NBMLS with a CTN ( ) and CTCN ( ). (NL3), 

(NL9) and (NL15) circumstances of NBMLS, that is, the self-distance may not be equal to 1, 0 and 0, 

i.e.,  for all for some or may be for 

all .  

Proposition 2.3 Let  be any BMLS. Then  is a NBMLS, where ‘*’ and ‘ ’ are 

defined respectively  and  and NSs   are given by  

 

 

 

Where, and . 

Then be a Neutrosophic b-metric-like on  be an NBMLS. 
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Remark 2.4 Note that the above proposition also holds for CTN and CTCN 

. 

Remark 2.5 The proposition (2.3) shows that every BMLS induces a NBMLS. For  

the induced NBMLS  is called the standard NBMLS, where  

 

 

 

Example 2.6 Let , and . Define * by  by 

 and NSs  and  in  by 

 

 

 

Then, since  is a BMLS on . Therefore, by proposition (2.3) 

 is a NBMLS, but self-distance not equal to 1, 0 and 0. 

As, 

 

 

 

Definition 2.7 A sequence  is NBMLS  is said to be convergent to  if  

 

 

and 
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Definition 2.8 A sequence  in a NBMLS  is said to be Cauchy sequence (CS) 

if  

 

 

and 

 

for all  exist and is finite. 

Definition 2.9 A NBMLS  is said to be complete if every CS  in  converge 

to some  such that 

for all  

for all  

and 

for all  

Remark 2.10 In NBMLS, the limit of a convergent sequence may not be unique for instance, for a 

NBMLS  given in proposition (2.3) with  

and . Define a sequence  in by . If  then  

 

 

 

Therefore, the sequence  converge to all  with . 
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Remark 2.11 In an NBMLS, a convergent sequence may not be Cauchy. Assume an NBMLS 

 given in above remark (2.10) Define a sequence  in by 

. If , then  

 

 

 

Therefore, a sequence  converges to all  with  but it is not a Cauchy sequence as 

and does not exist. 

Theorem 2.12 Let  be a complete NBMLS such that  

 

for all  and  be a mapping fulfill the circumstances 

 

 

for all  where  Then  has a unique FP  and   

 

Proof: Let  be a complete NBMLS. For a random , define a sequence  

in  by  

 ,  for all  

If  for some  then  is a FP of . We suppose that   for all . 

For and , we obtain from (1) that 
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and 

 

for all  and  Therefore, by using the above inequalities, we obtain that   

 

,          (2) 

 

(3) 

and 

 

(4) 

for all ,  and >0. We obtain that  

 

 

and 

 

Ongoing in this track, we deduce 

 

and 

 

and 

 

 

Using (2), (3) and (4) in the above inequality, we deduce 

       (5) 
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        (6) 

and 

         (7) 

We know that and 

. So, from (5), (6) and (7) we deduce that 

 

 

and 

 

Hence,  is a CS. The completeness of the NBMLS  

 agrees that there exists  such that 

         (8) 

         (9) 

and 

         (10) 

Now, we examine that  is a FP of . We have 

 

 

 

 

 

 

and 
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Taking limit as , and by (8), (9) and (10), we get  

 

 

and 

 

 

That is,  is a FP of , 

 

Now, for proving the uniqueness of FP, assume that  and  are two FPs of  then by (1), we get 

 

 

 

 

and 

 

 

We get  

 

 

and 
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Taking limit as  and applying the circumstance 

so , 

hence the FP is unique. 

Example 2.13 Assume , CTN and CTCN respectively defined as  

and . Also, are defined as   

 

 

 

Then  be a complete NBMLS. Define  by 

 

 

Now,  

 

 

 

 For , we have four cases: 

Case.1) If , then  

Case.2) If  and  then  and . 

Case.3) If  then  and  

Case.4) If  and  then  and  
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From all 4 cases, we obtain that 

 

 

 

Hence all circumstances of Theorem 2.12 are fulfilled and 0 is the unique FP of . Also,  

 

 

 

Definition 2.14 Let  be an NBMLS. A mapping  is named to be NBML 

contractive (NBMLC) if  such that 

 

and                (11) 

for all  and  Here,  is called the NBMLC constant of . 

Theorem 2.15 Let  be a complete NBMLS and  be a NBMLC mapping 

with a NBMLC constant , then  has a unique FP  so that ,  

 and   for all   

Proof: Let  be a complete NBMLS. For a random , express a sequence  

in  by   

 ,  for all  

If  for some  then  is a FP of . We suppose that   for all 

. For  and , we obtain from (11)  



Neutrosophic Sets and Systems, Vol. 66, 2024     25  

 

 

Fahim Ud Din, Umar Ishtiaq, Lakhdar Ragoub, Khalil Javed, Muhammad Arshad, A Generalization of Neutrosophic 
Metric Space and Related Fixed Point Results 

 

We have 

 

 

Ongoing in this track, we obtain 

 

 

 

We have 

                    (12) 

Now, 

 

                                       (13) 

and  

 

                                       (14) 

Now, for   and , we get 

 

 

Ongoing in this track, we derive 

  

 

 

and  
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. 

Ongoing in this track, we deduce that 

 

By using (12), (13) and (14) in the above inequality, we have 

 

 

 

and  

 

Here,  , we deduce from the above expression that 

 for all  

 

and 

 

That is,   is a CS in  By the completeness of  There is  

 such that 
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and 

 

Now, we examine that  is a FP for . By using (11) we get 

 

 

applying the above expression, we deduce 

 

 

 

 

 

 

and 

 

 

 

Taking limit as  and using (15), (16) and (17) in the above inequalities, we 

examine ,   therefore,  That is, 

 is a FP of  and ,  and  for all  
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Now, for proving the uniqueness of the FP  of  . Let  be another FP of , such that , 

t)  and    for some . It monitors from (11) that 

 

 

 

and 

 

a contradiction. 

That is, we have  and  for all  and hence 

 

Corollary 2.16 Assume  be a complete NBMLS and  be a mapping 

satisfying  

 

 

and 

 

for some , where . Then  has a unique FP  

and .  

Proof:  is the unique FP of  by applying theorem 2.15, and 

  is also a FP of  as 

 and from Theorem 2.15, ,  is the unique FP, therefore, the unique FP of  

is also the unique FP of  
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Example 2.17 Assume , CTN and CTCN respectively defined as  and 

 given as  

 

 

 

for all  and Then  is a complete NMLS. Define  as 

 

Then we have 8 cases: 

Case.1) If , then . 

Case.2) If  and , then  and  

Case.3) If  and , then  and  

Case.4) If  and , then  and . 

Case.5) If  and , then   and . 

Case.6) If  and , then  and  

Case.7) If   and  then  and  

Case.8) If  and  then  and  

All above cases satisfy the NBMLC: 
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with . Hence  is a NBMLC mapping with . All 

circumstances of theorem 2.15 are fulfilled. Also, 0 is the unique FP of  and 

 

Theorem 2.18 Let  be a complete NBMLS and  be a NBMLC mapping 

with an NBMLC constant . Suppose that their exist  such that 

,  and  for 

all  we claim that ,  and 

for all  then  has a unique FP  so that  

,  for all   

Proof: Let ,    and   for all 

 Then by the assumption ,  and 

  for all  We claim that ,  

and  for all  Indeed, if , 

 and  for some  then it examine 

from (11) that  

 

 

 

 

That is   a contradiction. Therefore, we have 

,  and  for all 
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 and so  Following the similar argument as in theorem (2.15), uniqueness of FP of  

follows. If  and  for some  then from 

(11), we have  

 

 

 

a contradiction. Therefore,  and . 

Remark 2.19 In the above theorem it is shown that in an NBMLS, the self-Neutrosophic distance of 

the FP of a NBMLC mapping with a NBMLC constant  is always 1, 0 and 0. That is, the degree of 

self-nearness of the fixed point of a NBML contractive mapping is perfect. 

 

3. Conclusion 

In this article, the concept of neutrosophic b-metric-like spaces is introduced with some fixed point 

results and non-trivial examples. This work is more generalized in the existing literature. This work 

can easily extend in the structure of neutrosophic extended b-metric-like space, controlled 

neutrosophic b-metric-like spaces and many other structures.  
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Abstract: This paper presents a neutrosophic inference model for bioinformatics. The model is 

used to develop a system for accurate comparisons of human nucleic acids, where the new nucleic 

acid is compared to a database of old nucleic acids. The comparisons are analyzed in terms of 

accuracy, certainty, uncertainty, neutrality, and bias. The proposed system achieves good results 

and provides a reliable standard for future comparisons. It highlights the potential of neutrosophic 

inference models in bioinformatics applications. Data mining and bioinformatics play a crucial role 

in computational biology, with applications in scientific research and industrial development. 

Biological analysts rely on specialized tools and algorithms to collect, store, categorize, and analyze 

large volumes of unstructured data. Data mining techniques are used to extract valuable 

information from this data, aiding in the development of new therapies and understanding genetic 

relationships between organisms. Recent advancements in bioinformatics include gene expression 

tools, Bio sequencing, and Bio databases, which facilitate the extraction and analysis of vital 

biological information. These technologies contribute to the analysis of big data, identification of 

key bioinformatics insights, and generation of new biological knowledge. Data collection, analysis, 

and interpretation in this field involves the use of modern technologies such as cloud computing, 

machine learning, and artificial intelligence, enabling more efficient and accurate results. 

Ultimately, data mining and bioinformatics enhance our understanding of genetic relationships, aid 

in developing new therapies, and improve healthcare outcomes. 

Keywords: DNA; Neutrosophic Inference Model; Sequence Analysis; Artificial Intelligence. 
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Genomics and proteomics sciences have developed rapidly in recent years, accumulating a huge 

amount of biological data. Therefore, this data needs complex computational analysis to draw useful 

conclusions from it. Computational biology or bioinformatics is an interdisciplinary discipline aimed 

at interpreting and analyzing biological data using computational technology and analytical tools [1-

9]. Bio-data management is a crucial research area that has gained significant importance in recent 

years, primarily due to the rapid expansion of bioinformatics. Bioinformatics encompasses various 

tasks such as mapping and analyzing DNA and protein sequences, which are utilized to compare 

and match sequences. Additionally, 3D models can be generated to visualize protein structures. 

Bioinformatics employs algorithms, databases, information retrieval systems, artificial intelligence 

techniques, and other tools to effectively manage, analyze, and interpret biological information. The 

significance of this field stems from the accumulation, transmission, and growth of information 

within biological systems. Bioinformatics operates in parallel with disciplines like biophysics and 

biochemistry, focusing on the management, analysis, retrieval, and storage of biological data. 

Information processing is integrated into highly specialized databases designed to handle this type 

of data. These databases are maintained to develop and provide researchers with user-friendly 

interfaces for accessing existing data and contributing new data. The field of bioinformatics aims to 

analyze and comprehend biological information, transforming it into valuable insights for scientific 

research and the development of treatments and medicines [1]. The field of bioinformatics provides 

support for the creation, organization, and updating of databases storing biological data, as well as 

the necessary tools for analyzing this information. These data can be used to discover and develop 

gene-based drugs. Gene patterns within the genome are analyzed by comparing biological structures 

such as DNA and proteins and analyzing sequencing patterns. Indeed, DNA and proteins are 

fundamental components of every living organism. DNA carries genetic information that is passed 

from generation to generation, determining individual characteristics such as hair color, eye color, 

and skin tone, among others. Proteins, on the other hand, provide structure and function to the body, 

assisting in the formation of tissues and organs and regulating cellular and chemical processes in the 

body [2]. DNA is composed of a sequence of nucleotides strung together, carrying genetic 

information in its nucleotide arrangement. When this information is translated in a process called 

translation, chains of proteins are produced that impact the structure and function of the body. In 

fact, DNA can be considered a code or guide for protein molecules, as DNA contains instructions for 

translating and producing different proteins that influence individual traits. Thus, DNA and proteins 

work together in the creation and maintenance of living organisms [3]. Computer modeling plays a 

crucial role in studying DNA, proteins, and biological data. Static and dynamic modeling are used to 

analyze interactions between proteins, nucleic acids, and peptides. Various software and tools are 

employed to create these models and analyze biological data. The study of DNA and proteins 

requires collaboration between the fields of Biology, Computer Science, Statistics, Mathematics, and 

Physics, utilizing different tools and techniques to gather and examine data accurately and efficiently 

[4].  

Traditional sequence alignment techniques face several challenges when dealing with large 

genomes such as the human genome. They consume significant central processing unit (CPU) and 

memory resources, as well as time, to perform computational operations. Additionally, the use of 

multiple sequencing analysis techniques may result in gaps in the results that need to be filled later. 

To minimize these gaps and handle large genomes more effectively, the shotgun sequencing 

approach is considered the most efficient [5]. Several sequence comparison packages have been 
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developed for DNA and protein sequence alignment, such as FASTX, FASTY, TFASTX, and TFASTY. 

A search table is used to identify matching regions between DNA and protein sequences, which are 

then further examined using matrices like the BLOSUM50 scoring matrix. Similar regions are merged, 

and gaps are filled, followed by the calculation of the optimal alignment solution. The algorithms 

used in DNA and protein sequence comparison include those mentioned in the research, such as 

BLAST and Doplots. There are multiple algorithms used for translation and comparison of sequences 

between proteins and DNA. Sequences can be compared based on physical similarity or evolutionary 

relationship. Various algorithms are employed to perform sequence alignment, such as Dotplots and 

BLAST, which can detect local alignments and find matching sequences in large protein databases. 

Several programs can be used to perform annotations for sequence analysis, which can identify genes 

and other biological features within DNA sequences. Dealing with complexities and repetitive 

regions in DNA sequences can be challenging, thus filtering techniques can be used to reduce noise 

and increase alignment accuracy. The mentioned research highlights BLAST and Dotplots as 

examples of algorithms used in sequence comparison [7]. The algorithms used for sequence 

comparison include local and global algorithms, which are used for sequence alignment. Sequence 

alignment helps identify identities and similarities between sequences, aiding in determining the 

relationship between different organisms and predicting the biological functions of genes and 

proteins. It also helps identify potential mutation sites and variations in sequences, contributing to 

the understanding of genetic diseases and the development of genomics-based treatments. In general, 

genome and sequence comparisons are employed in various biological and medical applications and 

are essential for understanding the genetic relationships between different organisms [8]. 

2. Previous works 

Searching through a database of known modification sites makes it simple to find modification 

sites. But sometimes using plain database scanning isn't enough, and using neural networks yields 

superior outcomes. Comparable methods are applied to the prediction of active sites; the neural 

method makes use of nearest-neighbor classifiers and training data to predict protein modification 

sites. These methods provide efficient ways to determine locations that are relevant to biology and 

forecast the functions of proteins that have been changed [10]. 

2.1 Data mining in proteomics 

Protein characteristics including shape, solubility, and stability have all been predicted using neural 

networks. Protein domain predictions can be achieved by using hierarchical clustering techniques. 

Numerous developments have been achieved in the field of protein secondary structure prediction 

through the application of data mining techniques. Furthermore, methods based on information 

theory, Bayesian theory, nearest neighbors, and neural networks have been developed to provide 

more precise statistical approaches and methods. For protein interactions, the density-based 

clustering technique (GDBSCAN) might be employed [11].  

It is now possible to predict protein characteristics like stability, solubility, and structure using neural 

networks. Protein domain predictions are made using hierarchical clustering techniques. Many 

methods have been developed in the field of protein secondary structure prediction using data 

mining approaches. Moreover, preliminary statistical methods and improved methods based on 
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neural networks, information theory, Bayesian theory, and nearest neighbors have been described. 

For protein interactions, the density-based clustering technique (GDBSCAN) can be applied. 

Based on both spatial and non-spatial properties, this algorithm can cluster point objects and 

spatial bodies. It can be applied to the design of biological catalysts, nanomachines, and drug targets' 

three-dimensional architectures, among other things. An atomic-level computational protocol for 

modeling and predicting protein structures has been devised. 

 

In terms of protein expression analysis, sequencing and protein expression analysis are two methods 

used to quantify gene expression. However, because proteins typically serve as the last agents in a 

cell's activity chain, protein expression is thought to be one of the best measures of true gene activity. 

High-throughput mass spectrometry (HT-MS) measurements and protein microarray data can shed 

light on the proteins included in a biological sample. Understanding HT-MS and protein expression 

analysis data involves computational biology. 

The main structure, or amino acid sequence, of a protein can be easily ascertained from the associated 

gene sequence to predict the protein's structure. Usually, the protein's fundamental structure is found 

only in its original environment. comprehension protein function requires a comprehension of this 

structural information. The three main categories of structural information are secondary, tertiary, 

and quaternary structures. Predicting the structure of proteins is one of the most important uses, 

along with creating new enzymes and drugs. In terms of protein-protein interactions, X-ray 

crystallography and Nuclear Magnetic Resonance (NMR) methods have been used to determine the 

three-dimensional structures of thousands of proteins over the past few decades. Biologists can 

predict potential interactions between proteins based on these three-dimensional structures 

without needing to perform actual protein interaction experiments.  

Various methods have been developed to address the protein-protein docking problem 

[12]. Furthermore, several algorithms have been proposed to solve the multiple sequence alignment 

(MSA) problem in literature. These algorithms are classified based on the methodology they employ, 

including the Carrillo-Lipman MSA algorithm that relies on dynamic programming (DP). DP is a 

methodology aimed to solve complex computational problems and optimize multiple sequences in a 

gradual and efficient manner. There are also other algorithms that rely on heuristics and probabilities 

to solve the MSA problem. The choice of the appropriate algorithm depends on the nature of the 

problem and specific application requirements [13]. Generally speaking, the objective of DP 

algorithms is to break the bigger problem down into smaller subproblems and solve each subproblem 

independently utilizing the answers to the earlier subproblems. Pairwise alignment subproblems 

make up the MSA problem in the context of the Carrillo-Lipman MSA algorithm. By resolving these 

subproblems, the goal is to discover thorough alignment solutions for the whole problem. The 

majority of contemporary MSA algorithms use a progressive alignment strategy. These algorithms' 

primary goal is to create a guide tree by gradually adding target sequences to it using the progressive 

alignment technique. Through this approach, the non-aligned sequences are then sequentially 

aligned [14].  The alignment tool Clustal-Omega uses the profile hidden Markov model (HMM) 

approach in conjunction with a guide tree to align a set of sequences. Its main purpose upon 

development was to align protein sequences. For sequence alignment, the Fast Fourier Transform 

(MAFFT) method also makes use of a related idea. On the other hand, nucleic acid sequencing has 
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also suggested using it [15]. While MAFFT and Clustal-Omega are thought to be quicker in creating 

multiple sequence alignments, they are not as accurate as some other programs, such T-Coffee. 

Although T-Coffee requires more time to align, the precision is higher [16]. Using a position matrix 

rather than a distance matrix to accurately insert gaps in sequences, the PoMSA (Position-specific 

Scoring Matrix-based Alignment) technique stands out for increasing alignment efficiency. PoMSA's 

performance has been assessed with a variety of datasets, including SMART, OXBench, and 

BAliBASE. Studies have demonstrated that PoMSA outperforms other contemporary algorithms, 

such as Clustal-Omega, MAFFT, and MUSCLE, in terms of alignment precision [17]. 

 

2.2 Neutrosophic Theory in Biomedical informatics:  

The proposed Neutrosophic Gaussian Mixture Model (NGMM) is aimed at classifying Breast 

Ultrasound images. The process involves feature extraction using a Deep Neural Network (DNN), 

computation of three probability functions using Neutrosophic Logic, and the development of an 

enhanced Expectation Maximization algorithm that incorporates this logic. The performance of 

NGMMs is evaluated using a new dataset that combines two public datasets, and the results indicate 

that NGMMs outperform DNN-based methods and Gaussian Mixture Models (GMMs) in terms of 

six metrics [18]. In our proposed method, the issue of missing and anomalous data was addressed by 

utilizing Neutrosophic Logic and inverse Lagrangian interpolation for data processing. The dataset 

was reshaped using these techniques. Experiments on a breast cancer dataset obtained from Al-

Bayrouni Hospital were conducted by employing a Support Vector Machine (SVM) classifier with an 

orthogonal Legender kernel. The results of this study demonstrated an improved accuracy rate of 

97%, surpassing the performance of the classical SVM algorithm [19]. A hybrid neutrosophic set of 

single values used to measure vector similarity. The measure is applied in the context of multiple-

attribute making-decision  problems. To validate its effectiveness, the proposed method is compared 

to existing methods using a numerical example related to medical diagnosis. The results highlight 

the effectiveness, simplicity, and applicability of the proposed measure. It is demonstrated that the 

measure can be applied to various decision-making problems in refined neutrosophic environments, 

including fault diagnosis, cluster analysis, data mining, and investment [20]. The simplification of 

two complex similarity measures proposed by Ye and Fu into more straightforward distance 

measures, specifically the maximum norm and arithmetic mean. The study demonstrates that these 

simplified measures can be effectively used in medical consultations, providing reliable results. 

Moreover, utilizing these simpler measures also simplifies the computational aspect of the analysis 

[21]. 

In this paper, the focus is on estimating the ratio of two means within the framework of 

neutrosophic theory. The study considers the uncertainty associated with an auxiliary variable, 

which is modeled as a neutrosophic variable. The bias and variance of the proposed estimator is 

further derived for a selected sample using Simple Random Sampling. The aim is to provide insights 

into the estimation process and assess the performance of the proposed estimator within the 

neutrosophic theory framework [22]. A novel Multi-Criteria Decision-Making (MCDM) method is 

also proposed, which utilizes single-valued neutrosophic sets in conjunction with the Decision-

Making Trial and Evaluation Laboratory (DEMATEL) technique. The method is applied to a 

subcontractor selection problem, and the results reveal that "Experience" and "Quality" are the most 

influential criteria, while "Completing on Time" has no effect on the decision-making process [23]. 
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Another aspect of the paper focuses on the lattice structures of neutrosophic theories. It is 

demonstrated that Zhang-Zhang's Pinang bipolar fuzzy set can be considered as a subclass of the 

Single-Valued Bipolar Neutrosophic Set. Furthermore, the pair structure is shown to be a specific case 

of refined neutrosophy, which allows for any finite or infinite number of neutralities or sub-

indeterminacies.  

In the brain tumor segmentation study, the use of wavelet transform as an auxiliary element in deep 

learning networks was investigated. The results indicated that the Daubechies1 wavelet function 

was the most effective in improving network performance while managing computational overload. 

The choice of wavelet function should be based on specific problem requirements and considerations 

such as computational load, processing time, and performance [25]. In this work, a Neutrosophic 

Cognitive Map (NCM) model was presented to aid clinical judgments on the management of 

pregnant patients with cardiovascular disorders. The use of Triangular Neutrosophic Numbers led 

to improved diagnosis and treatment accuracy by measuring the degrees of truth, indeterminacy, 

and falsity in experts' choices. The model was evaluated by professionals based on its accuracy in 

interpreting results and its capacity to interrelate various concepts. It was validated using data from 

the Cardiovascular and Pregnancy National Service/Gynecology and Obstetrics Hospital Ramón 

Gonzales Coros. Future work aims to expand the application of this model to other diseases and 

construct the map using machine learning techniques [26]. The novel outranking method for bipolar 

neutrosophic environments: multi-attribute decision-making difficulties. The method consists of 

defining outranking relations for bipolar neutrosophic numbers based on ELECTRE, going into great 

depth into the features of these relations, and creating a ranking scheme based on these relations. An 

actual case is used to demonstrate the approach's efficacy. Furthermore, a straightforward, practical, 

and efficient multi-criteria decision-making approach based on outranking relations is created for 

bipolar neutrosophic sets in order to minimize the loss of evaluative information. Subsequent 

investigations will delve into more effective techniques for making decisions and broaden the 

utilization of these ideas in the domains of engineering, game theory, multi-agent systems, and 

decision-making [27].  A diagnostic decision-making strategy for viral disease diagnosis is 

presented, which utilizes Interval-valued trapezoidal neutrosophic fuzzy numbers (IVTrNFN) and 

Multiple Attribute Decision Making (MADM). The proposed framework incorporates information 

entropy to determine attribute weights, grey relational analysis, and projection method to assess the 

relative closeness of Preferred Interval Sets (PIS) and is verified using an example of viral disease 

[28]. There are six methods for finding the correlation between fingerprint images using the 

neutrosophic technique, these methods involve the comparison of fingerprint images with a focus on 

basic neutrosophic operations, fuzzy concepts, and minutiae matching. The proposed methods 

demonstrate good accuracy across all image sizes and provide additional information when detecting 

relationships at high-level images. Future work involves applying machine learning techniques to 

classify biometric images [29]. Fingerprint matching is a challenging task due to the variations in 

fingerprint images of the same finger and the similarities between fingerprint images from different 

fingers. These variations are referred to as intraclass variations and interclass similarity. One of four 

methods is usually used by fingerprint-matching algorithms: phase matching, minutiae matching, 

picture correlation, and skeleton matching. Although the fuzzy idea has been applied to fingerprint 

matching in the past, the neutrosophic model—a sophisticated mathematical framework—expands 
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its application to practical issues. It is feasible to find correlation patterns in fingerprint photos by 

taking use of their neutrosophic link. This article analyzes fingerprint photos using the neutrosophic 

technique and suggests six ways to build associations in the image domain using the neutrosophic 

approach. Three different analysis approaches are used in the paper. The first methodology is the 

same as that found in [46]. The concept of probabilistic linguistic term sets (PLTSs) is a powerful tool 

for modeling qualitative assessment information using linguistic terms associated with probabilities 

or weights. The authors highlighted the lack of research on correlation coefficient and clustering 

analysis for PLTSs and proposed correlation coefficient formulas to measure the relationship between 

two PLTSs. These formulas are then utilized to develop two novel clustering algorithms for grouping 

PLTSs [30]. The proposed methodology put an analogical reasoning framework for mining negative 

patterns of life events (NLE-LPs) from psychiatric consultation documents. The framework combines 

word representation approaches (skip-gram and continuous bag-of-words) with pattern inference 

methods (cosine similarity and cosine multiplication similarity) to extract precise NLE-LPs. 

Experimental results demonstrate the framework's superiority over traditional methods (positive 

pairwise mutual information and hyperspace analog to language). The superior results are obtained 

using CBOW with cosine similarity. The proposed framework's word embedding, and inference 

engine can also enhance the HAL model. Overall, the framework offers a simple matching function 

that improves the HAL model's mining performance [31]. The authors of [31] develop a disease risk 

analysis and prediction model for schizophrenia patients using an automatic Analytic Hierarchy 

Process (AHP) framework called Auto AHP. The model utilizes over 15 million follow-up records 

and integrates mental health information and intelligent data processing. Key factors for risk 

prediction are identified, including changes in mental health policy, public support, regional 

differences, patient gender, compliance, and social function. The Auto AHP framework achieves high 

precision, recall, and F1 scores and outperforms general models in risk prediction. It can assist in the 

clinical analysis of disease risk factors and support decision-making in chronic disease management 

for schizophrenia patients [49].  

Fuzzy systems are widely used in decision-making problems to handle uncertain information. 

Evolutionary fuzzy systems have been developed using various fuzzy representations such as 

intuitionistic fuzzy, hesitant fuzzy, and neutrosophic representations. Complex numbers are also 

utilized to capture compound features and convey multifaceted information in fuzzy and 

intuitionistic fuzzy sets. However, the existing order relations in these systems have limitations, such 

as not being total order relations or being defined based on intermediate functions. These limitations 

make it challenging to build and ensure important properties of logical systems [32]. The introduction 

of the paper discusses the distinctions between inter-, trans-, multi-, and cross-disciplinary research, 

both theoretically and in the context of rural and mountain tourism. The main section of the paper 

presents a detailed presentation, starting with the research methodology and results in various 

disciplines such as economics, statistics, econometrics, sociology, demography, psychology, 

anthropology, linguistics, ethnography, folklore, and culture. The section also highlights the specific 

approaches used in programs, projects, and tourism policies. The central question throughout the 

main section and the conclusion of the article revolves around the current state of Romanian rural 

and mountain tourism and proposes solutions to enhance the economic development of Romania 

through the promotion of rural and mountain tourism [33]. The first algorithm is a fuzzy clustering 
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algorithm, while the second algorithm is an orthogonal clustering algorithm. To validate their 

proposed clustering algorithm, the authors provide a practical example involving the analysis of 

general higher education levels in different regions of China. The results demonstrate the usability 

and effectiveness of their approach. The neutrosophic theory was established in 1998 by Florentin 

Smarandache, focusing on analyzing the origins of certainty, uncertainty, and neutrality. It uses these 

ideas to address different intellectual spectra [34, 35]. The neutrosophic theory analyzes the aspects 

of reality, such as contradiction, compatibility, and incompatibility, by studying the interactions 

between entities. It identifies and analyzes compatibility, incompatibility, and neutrality between 

these entities [35]. The theory finds applications in diverse fields, including mathematics, artificial 

intelligence, image processing, statistics, decision-making, engineering, sciences, and logic [36]. DNA 

topology refers to the shape and arrangement of DNA molecules and is important for biological 

processes like transcription and recombination [37]. Topoisomerases are enzymes that alter DNA 

topology, influencing its function [38] [39]. Neuronal DNA topology applies neutrosophic theory to 

analyze DNA sequences [40]. It represents DNA sequences as neutrosophic groups, where each 

nucleotide has degrees of belonging, non-affiliation, and indeterminacy [41] [42]. Neutrosophic 

crosstalk in neuronal DNA topology helps identify important and stable nucleotides across different 

DNA sequences [43]. It analyzes the intersection of neutrosophic groups to identify significant 

nucleotides [44] [45]. The neutrosophic intersection is useful for identifying conserved and critical 

regions in DNA sequences. Nucleotides with high membership scores indicate their significance [46] 

[47]. Neutrosophic junction identifies interactions and associations between nucleotides at different 

positions in the DNA sequence [49]. It helps identify functionally or structurally related nucleotides 

[50] [51]. Neutrosophic junction is a valuable tool for identifying important properties in DNA 

sequences, including conserved regions, nucleotide interactions, and functional or structural 

elements [52]. Neutrosophic junction allows the handling of uncertain and incomplete data in DNA 

analysis [53]. It uses neutrosophic populations and groups to represent uncertainty and ambiguity 

[54,55]. Neutral group theory and fuzzy set theory can represent the 3D structures of DNA molecules 

and accommodate their dynamic nature and uncertain data [56] [57] [58]. Fuzzy phase topological 

structures, such as nucleosomes and G-quadruplex structures, play vital roles in DNA function. 

Representing them using neutral and fuzzy groups helps understand their organization, effects of 

mutations, and potential drug targets [59] [60] [61-67].  

3. Results (examples/case studies related to the proposed work)  

    Through previous studies, an algorithm was designed relying entirely on bioinformatics 

algorithms with the neutrosophic theory, in a precise sense, the algorithm of integration of 

bioinformatics techniques with the neutrosophic theory, and the results were quite impressive in 

relation to the bioinformatics algorithms that were mentioned in previous works. 

3.1 Algorithm design method 

  Where the algorithm was designed to compare nucleic acids, where the nucleic acid is compared 

to a group of nucleic acids, as shown in Figure 1, where the new DNA is compared to the existing 

nucleic acids inside the data warehouse. 
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Figure 1. The new DNA from the data warehouse DNA1 and DNA2. 

 

     Then the three values are extracted, and they are similarity, neutrality, and dissimilarity (T & I 

& F) then the results are printed in a table, and then the degrees of accuracy are calculated for the 

three values, and Figure No. 2 shows the design method. 

 

 

 

 

 

 

 

 

 

 

Figure 2. The flow chart of the proposed methodology.  

 

 

3.2 Algorithm working 

DNA Sequence Comparison 

 

Require: new sequence: the new DNA sequence 
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Require: input file: the path to the text file 

 

1. Procedure Read Sequences from File (file path): 

   - Open the file at the specified file path. 

   - Read the sequences from the file. 

   - Split the sequences into individual strings. 

   - Return the sequences. 

 

2. Procedure Insert Gaps (sequences): 

   - Create an empty list called modified sequences. 

   - Calculate the maximum length as the maximum length of the sequences. 

   - For each sequence (seq) in the sequences: 

     - If 'C' exists in seq, replace 'C' with 'C-'. 

     - If 'G' exists in seq, replace 'G' with 'G-'. 

     - Append '-' characters to seq to make its length equal to the maximum length. 

     - Append seq to modified sequences. 

   - Return modified sequences. 

 

3. Procedure Compare Sequences (seq1, seq2): 

   - Initialize match count, mismatch count, and gap count as 0. 

   - For each corresponding character (char1, char2) in seq1 and seq2: 

     - If char1 is equal to char2, increment the match count by 1. 

     - Else if char1 or char2 is '-', increment the gap count by 1. 

     - Otherwise, increment the mismatch count by 1. 

   - Return the match count, mismatch count, and gap count. 

 

4. Procedure Calculate Similarity (seq1, seq2): 

   - Calculate the total length as the sum of the lengths of seq1 and seq2. 

   - Invoke the Compare Sequences procedure to get the match count, mismatch count, and gap 

count. 

   - Calculate the similarity percentage as (total length - mismatch count) × 100 / total length. 

   - Calculate the mismatch percentage as (total length - match count) × 100 / total length. 

   - Calculate the neutrality percentage as (total length - gap count) × 100 / total length. 

   - Calculate the similarity accuracy as total length - match count. 

   - Calculate the mismatch accuracy as total length - mismatch count. 

   - Calculate the neutrality accuracy as total length - gap count. 
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   - Return the similarity percentage, mismatch percentage, neutrality percentage, similarity 

accuracy, mismatch accuracy, and neutrality accuracy. 

 

5. If the input file exists, perform the steps between lines 46 and 48. 

 

   This algorithm is designed to compare DNA sequences. It includes procedures for reading 

sequences from a file, inserting gaps in sequences, comparing sequences to calculate numbers of 

matches, numbers of mismatches, and numbers of gaps, and calculating similarity and precision 

information. The algorithm relies on the basic concepts of DNA sequences and uses mathematical 

operations to compare and analyze them. Figure 3 shows the flow chart of the pseudo-code of the 

algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. The flow chart steps of the pseudo-code of DNA sequences with neutrosophic.  

4. The Results 
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The data set was obtained from the International Gen Bank (NPCI), where 50 nucleic acids were 

obtained, and each acid contains 49 letters of DNA. Table 1 shows the data set on which the 

experiment was conducted, where DNA No. 1 is the new DNA, and the rest of the acids Nuclear are 

already inside the database. 

 

The new DNA: 

TTGCCGACCCATCTGTACAAGAACTTCACTGTCCAGGAGCTGGCCTTG 

Ancient nucleic acids: 

AAAAATACAAGTGGGTGGTGGCAAGGAGAGTTACAGGCCAGAGGAAAA 

AAACTGAAGGGCAAGAATCAGGAGTTCTGCCTGACCGCCTTCATGTCG 

AAGCGACAGAAAGGATGGTTTCCTGCCAGTCATGTTAAACTTTTGCTA 

AAGGAGAGTGACTGGAACCAGCACAAGGAGCTGGAGAAATGCCGGGGC 

AAGGAGGGATATGTTCCACGTAACTTGCTGGGACTGTACTACCAGTAC 

AATGGCTATAATGAAACCACAGGGGAAAGGGGGGACTTTCCGGGAACT 

ACGCCAGTCGGAGTCATTTATGCGCTTTGGGATTATGAACCTCAGAAT 

ACTCCCGGCGATCTGCTCGAACTGCAGATCTGCCCGCTCAACGGATAT 

AGAGAGAAGAAAGCTCCCCAGACTATTACAGAACTATGTTCGGAATAT 

AGAGCGCTGTATGATTATAAAAAGGAAAGAGAAGAAGATATTGACTTG 

AGGGAAGACGAAGATGAAATCGAATGGTGGTGGGCGCGCCTTAATGAT 

ATCCAGTCTCTGGAAGTTATCGGTAAAGGCACTCACTGCAACCAGGTT 

CAAAAGTCAGAGATTGCTCAGGTAACTTCAGCATATGTTGCTTCTGGT 

CAAGTGGTGTATGTCTTCTCCAAGCTGAAGGGCCGTGGGCGGCTCTTC 

CACTTGGGTGACATATTGACTGTGAATAAAGGGTCCTTAGTAGCTCTT 

CAGAAAAAAGCCATTGAAAGGATGAAGGACACATTAAGAATCACATAT 

CAGGACTACATGGCCCCCGACTGCCGATTCCTGACCATTCACCGGGGC 

CCAGTTTGGAAAGGACCAGCAAAGCTTCTGTGGAAAGGTGAAGGGGCA 

CCCAATTCAATTGCGGCAATCAGTATGAAAAACAACCTTTTCGTTGCA 

CCCTTCCAGAACCCGGAGGAGCAGGATGAAGGCTGGCTCATGGGCGTG 

CGCAACACACAAATATATACGATAAATGACAAGATACTATCATATACG 

CTCAAGAGCCGGATCGCGCTGACGGTGGAAGACTCGCCGTATCCGGGC 

CTCCGTTGCCTGTGCATCAAAACTACTTCTGGGATCCACCCGAAAAAC 

CTGACCGAGACCAAAATTGATAAATTATGTGTATGGAATAATAAAACC 

CTGGGCTATTTCCCCAGTAGCATTGTCCGAGAGGACGAGCCATACGTC 

CTGTATGATTTTGTGGCCAGTGGAGATAACACTCTAAGCATAACTAAA 

GAAGCCCAAACCAAAAATGGCCAAGGCTGGGTCCCAAGCAACTACATC 

GAAGTTATCGCTACTCTGAAAGACGGTCGTAAAATCTGTCTAGATCCG 

GAATCGATGGCAGGCAAAAGAGAAATGGTTATCATTACATTTAAGAGC 

GACACGGATGAGCTGCAGCTCAAGGCTGGGGATGTGGTGCTGGTGATC 

GACACGTGGTTCGACACCATGCTTGGCTTTGCCATATCCGCGTATGCG 

GACGCTCCACGTATCAAGAAGATCGTTCAGAAAAAACTGGCTGGTGAC 

GAGAAAGATGCTCCAAAAGAATTATTAGACATGTTAGCAAGAGCAGAA 

GAGGGTGAAGCTGTTGAGGTCATTCACAAGCTCCTGGACGGCTGGTGG 

GATGATGAGCTGCCCATGAAAGAAGGAGACTGCATGACAATCATCCAC 

GCAAAAATCATTTTCAAGGTGCAGGCCCAGCACGACTACACGGCCACT 

GCCATCAAGGCCTACACTGCTGTGGAGGGGGACGAGGTGTCCCTGCTC 

GGATTCAGTGATGGACAGGAAGCCAGGCCTGAAGAAATTGGCTGGTTA 

GGCAGAAGCCTGGTCCGGGCGTGCCTGTCCGACGCGGGACACGAGCAC 

GGCGAAACATTTCAGGTCGAAGTCCCGGGCAGTCAACATATAGACTCC 
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GGTGAAAAGCTCCGGGTCTTAGGCTATAATCACAATGGGGAATGGTGT 

GTAGACACTTCAAAGATAAAGAAGGTTTGGAGAGTAGGCAAAATGGTG 

GTAGTAATACAAGATAATAGTGACATCAAAGTAGTGCCAAGAAGAAAA 

GTCATCAGGAAAGACGACGTCACAGGCTACTTCCCGTCCATGTACCTG 

GTCTTCCCTGAGAACTTTACCGAGCGAGTATCCATGGCTGTGGCCCTT 

TACGTAGAATATATTAATTTTCGGGTTTATTACAGGGACAGCAGAGAT 

TCCTTTACCTATGACGACAATGGTAAGACAGGTAGAGGAGCTGTAAGC 

TCTGAACAACTTAGCCTTGCACCAGGACAGTTAATATTAATTCTAAAG 

TGCGAAATGGTGAAGGTAAAGTTCAAGTATAAGGGTGAAGAGAAAGAA 

 

Following completing the comparison process, the following results were produced. Table 1 

presents the results of the comparison process alongside the results of the three ratios. Table 2 shows 

the results of the accuracy standard. 

 

 

 

Table 1. The evaluation of total length with gap amount and determination of neutrality (F). 

Total 

Length 

Match 

Count 

Mismatch 

Count 

Gap 

Count 

Similarity 

(T)% 

Mismatch 

(I)% 

Neutrality 

(F)% 

118 9 25 14 78.8135593 92.37288136 88.13559322 

121 12 21 15 82.6446281 90.08264463 87.60330579 

116 10 22 16 81.0344828 91.37931034 86.20689655 

124 7 24 17 80.6451613 94.35483871 86.29032258 

119 7 25 16 78.9915966 94.11764706 86.55462185 

120 11 22 15 81.6666667 90.83333333 87.5 

118 8 23 17 80.5084746 93.22033898 85.59322034 

124 8 22 18 82.2580645 93.5483871 85.48387097 

115 5 29 14 74.7826087 95.65217391 87.82608696 

112 6 30 12 73.2142857 94.64285714 89.28571429 

120 9 24 15 80 92.5 87.5 

119 11 22 15 81.512605 90.75630252 87.39495798 

116 9 25 14 78.4482759 92.24137931 87.93103448 

124 3 29 16 76.6129032 97.58064516 87.09677419 

116 10 24 14 79.3103448 91.37931034 87.93103448 

112 8 27 13 75.8928571 92.85714286 88.39285714 

127 12 18 18 85.8267717 90.5511811 85.82677165 

121 4 28 16 76.8595041 96.69421488 86.7768595 

115 6 29 13 74.7826087 94.7826087 88.69565217 

127 8 22 18 82.6771654 93.7007874 85.82677165 
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111 12 25 11 77.4774775 89.18918919 90.09009009 

128 5 24 19 81.25 96.09375 85.15625 

120 4 28 16 76.6666667 96.66666667 86.66666667 

111 7 29 12 73.8738739 93.69369369 89.18918919 

123 7 24 17 80.4878049 94.30894309 86.17886179 

114 12 22 14 80.7017544 89.47368421 87.71929825 

121 10 21 17 82.6446281 91.73553719 85.95041322 

117 5 29 14 75.2136752 95.72649573 88.03418803 

114 3 31 14 72.8070175 97.36842105 87.71929825 

125 10 20 18 84 92 85.6 

123 6 25 17 79.6747967 95.12195122 86.17886179 

119 6 27 15 77.3109244 94.95798319 87.39495798 

113 14 23 11 79.6460177 87.61061947 90.26548673 

124 3 29 16 76.6129032 97.58064516 87.09677419 

119 8 24 16 79.8319328 93.27731092 86.55462185 

121 10 23 15 80.9917355 91.73553719 87.60330579 

120 9 22 17 81.6666667 92.5 85.83333333 

131 9 19 20 85.4961832 93.12977099 84.73282443 

121 9 21 18 82.6446281 92.56198347 85.12396694 

119 8 25 15 78.9915966 93.27731092 87.39495798 

115 8 27 13 76.5217391 93.04347826 88.69565217 

111 9 28 11 74.7747748 91.89189189 90.09009009 

122 10 22 16 81.9672131 91.80327869 86.8852459 

122 12 20 16 83.6065574 90.16393443 86.8852459 

112 7 30 11 73.2142857 93.75 90.17857143 

118 12 22 14 81.3559322 89.83050847 88.13559322 

113 13 20 15 82.300885 88.49557522 86.72566372 

114 15 20 13 82.4561404 86.84210526 88.59649123 

124 10 21 17 83.0645161 91.93548387 86.29032258 
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Figure 4. the results of the comparison process with the total number of characters. 

 

Figure 5. The results of the ratios of the three criteria 

Table 2. The similarity accuracy with the mismatch and neutrality determination 

Similarity 

Accuracy% 
Mismatch Accuracy 

Neutrality 

Accuracy% 

78.81355932 92.37288136 88.13559322 

82.6446281 90.08264463 87.60330579 

81.03448276 91.37931034 86.20689655 
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80.64516129 94.35483871 86.29032258 

78.99159664 94.11764706 86.55462185 

81.66666667 90.83333333 87.5 

80.50847458 93.22033898 85.59322034 

82.25806452 93.5483871 85.48387097 

74.7826087 95.65217391 87.82608696 

73.21428571 94.64285714 89.28571429 

80 92.5 87.5 

81.51260504 90.75630252 87.39495798 

78.44827586 92.24137931 87.93103448 

76.61290323 97.58064516 87.09677419 

79.31034483 91.37931034 87.93103448 

75.89285714 92.85714286 88.39285714 

85.82677165 90.5511811 85.82677165 

76.85950413 96.69421488 86.7768595 

74.7826087 94.7826087 88.69565217 

82.67716535 93.7007874 85.82677165 

77.47747748 89.18918919 90.09009009 

81.25 96.09375 85.15625 

76.66666667 96.66666667 86.66666667 

73.87387387 93.69369369 89.18918919 

80.48780488 94.30894309 86.17886179 

80.70175439 89.47368421 87.71929825 

82.6446281 91.73553719 85.95041322 

75.21367521 95.72649573 88.03418803 

72.80701754 97.36842105 87.71929825 

84 92 85.6 

79.67479675 95.12195122 86.17886179 

77.31092437 94.95798319 87.39495798 

79.6460177 87.61061947 90.26548673 

76.61290323 97.58064516 87.09677419 

79.83193277 93.27731092 86.55462185 

80.99173554 91.73553719 87.60330579 

81.66666667 92.5 85.83333333 

85.49618321 93.12977099 84.73282443 
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82.6446281 92.56198347 85.12396694 

78.99159664 93.27731092 87.39495798 

76.52173913 93.04347826 88.69565217 

74.77477477 91.89189189 90.09009009 

81.96721311 91.80327869 86.8852459 

83.60655738 90.16393443 86.8852459 

73.21428571 93.75 90.17857143 

81.3559322 89.83050847 88.13559322 

82.30088496 88.49557522 86.72566372 

82.45614035 86.84210526 88.59649123 

83.06451613 91.93548387 86.29032258 

 

 

Figure 6. Accuracy standard of similarity, mismatch, and neutrality  

5. Conclusion and future work 

      The neutrosophic has been applied to determine the measurement of similarity, dissimilarity, 

and neutrality, and the results have been good due to the experiment was highly fruitful since the 

accuracy standard for similarity and dissimilarity was measured. The similarity was encoded as "T" 

and dissimilarity as "F". Artificial intelligence techniques, such as deep learning and random forest, 

could be integrated with neutrosophic for optimal use in biomedical informatics. The paper presents 

the accuracy of standard similarity of the DNA sequence analysis indicating the mismatch account 

as well as the neutrality accuracy based on neutrosophic theory. As future work, more standard 
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datasets can be used to represent more patients and cases in order to determine the suitable drug 

based on DNA sequence analysis and alignment.  
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ABSTRACT. This study presents an empirical investigation of a specific problem in inventory control, notably the manage-

ment of decaying commodities with demand that is influenced by price. The approach taken in this research incorporates

the effective use of trapezoidal neutrosophic numbers. The present model is employed for the objective of finding the neu-

trosophic optimal total cost and neutrosophic optimal interval of time for the inventory system. Defuzzification process is

done with the help of signed distance method. Moreover, a mathematical evaluation is conducted in order to assess the stated

model, and the findings are elucidated through the use of a numerical illustration.

Keywords: Neutrosophic sets; Neutrosophic trapezoidal numbers; Neutrosophic total cost; Neutrosophic demand; Neutro-

sophic purchase cost; Signed distance method.

—————————————————————————————————————————-

1. Introduction

Decay refers to the process by which products undergo damage, deterioration, or disintegration over

time, resulting in a gradual depletion of value. This phenomenon is particularly relevant in the scenario

of materials that are intended for storage and potential future use. So decaying cannot be avoided in

any kind of business scenarios. In the vegetable business, it is difficult to predict the quantity that

will be purchased. The surplus supply should always be maintained to make sure the customers get

everything they ordered. However, there is always a portion of the quantity that will get wasted. This

wastage happens by the time the vegetables are bought back to the other retail stores. To avoid this, we

can compromise with those to-be wasted vegetables and sell them for 50-60% of their original price.

Thus, we are avoiding the vegetables that are made by the exhaustive farming process.
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The rate of decay has a positive correlation with the passage of time. Every cycle has shortages that

have been partly accumulated. Kundu and Chakrabarti [18] introduced an Economic Order Quantity

(EOQ) Model incorporating demand and partial backlogging of fuzzy type in the study they performed.

The present model has been specifically developed to cater to the requirements of a continuous re-

view inventory system that manages deteriorating products, while also considering the effects of time-

dependent demand. The inventory model put forth by U. Sushil Kumar and S.Rajput [19] examines the

management of deteriorating commodities, implementing factors such as time-dependent demand rates

and partial backlogging. In their study, Dutta and Kumar [3] examined a fuzzy inventory model that

involves the management of degrading products with shortages, specifically under the circumstance of

a full backlog.

In a research study performed by M. Maragatham and P.K. Lakshmidevi [5], a fuzzy inventory model

was presented to address the issue of deteriorating products with demand which is centered on price.

In their study, Palani and Maragatham [10] proposed a fuzzy inventory model to address the manage-

ment of time-dependent degrading products. The model takes into account factors such as lead time,

stock-dependent demand rate, and shortages. In their study, D. Sharmila and R. Uthayakumar [14]

developed an inventory model that utilizes fuzzy logic to handle deteriorating products, shortages, and

exponential demand. The notions of neutrosophic set and neutrosophic logic were first put forward

by Smarandache [15], who addressed it from the perspective of non-standard analysis. In their article,

Mullai and Broumi [6] established a novel inventory model involving the concept of neutrosophy and

neglects to account for shortages.

This paper is organised as follows:

In section 2 and 3, the basic definitions and a few assumptions and notations that are very beneficial to

expand this proposed model are given. Section 4 deals with the development of inventory model for

decaying items with price dependent demand using neutrosophic demand and neutrosophic price are

represented by trapezoidal neutrosophic numbers. To defuzzify the model, signed distance method is

used. Also the neutrosophic optimal total cost and the neutrosophic optimal interval of time for the

plan are determined. Our proposed neutrosophic system is illustrated with a numerical example and

also sensitivity analysis is taken. The results are observed and compared graphically in section 5.

2. Preliminaries:

In this section, the basic definitions involving intuitionistic fuzzy set, intuitionistic fuzzy number,

neutrosophic set, single valued neutrosophic sets and trapezoidal neutrosophic number are outlined.

Definition:1 [11] Intuitionistic fuzzy set
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Let X denotes the universal set. An intuitionistic fuzzy set(IFS) Ā in X is an object having the form

Ā = {< x, µA(x), νA(x)) > /x ∈ X}, where µĀ : X → [0, 1] and νĀ : X → [0, 1] represents

the membership and non membership degree of the element x∈ X to the set Ā(a subset of the set X),

respectively. Thus, ∀x∈ X, we have 0 ≤ µĀ(x) + νĀ(x) ≤ 1.

Definition:2 [11] Intuitionistic fuzzy number

An intuitionistic fuzzy number Ā preserves the following properties:

i) an intuitionistic fuzzy subset of the real line(R)

ii) normal, i.e., there is any x0 ∈ R such that µĀ(x) =1

iii) a convex set for the membership function µĀ(x)

i.e., µĀ[λx1 + (1− λ)x2] ≥ min{µĀ(x1), µĀ(x2), x1, x2 ∈ R}, λ ∈ [0, 1]

iv) a concave set for the non membership function νĀ(x)

i.e., νĀ[λx1 + (1− λ)x2] ≤ max{νĀ(x1), νĀ(x2), x1, x2 ∈ R}, λ ∈ [0, 1]

Definition:3 [13] Trapezoidal intuitionistic fuzzy number

A trapezoidal intuitionistic fuzzy number Ā = (a1, b1, c1, d1; a
′
1, b1, c1, d

′
1) is a subset of IFS on the

set of R whose membership and non membership are structured as follows:

µÃ =



x−a1
b1−a1

, when a1 ≤ x ≤ b1

1, when b1 ≤ x ≤ c1

d1−x
d1−c1

, when c1 ≤ x ≤ d1

0, otherwise

νÃ =



b1−x
b1−a1

, when a′1 ≤ x ≤ b1

0, when c1 ≤ x ≤ b1

x−c1
d1−c1

, when c1 ≤ x ≤ d′1

1, otherwise

Definition:4 [4] (Neutrosophic set)

Consider X as an universal set. A neutrosophic set A in X is distinguished by a truth TA, an inde-

terminacy IA and falsity-membership function FA, where IA(x) and FA(x) are real standard elements

of [0,1]. It is defined as A={⟨ x, TA(x), IA(x), FA(x) ⟩: x∈ X, TA(x), IA(x), FA(x) ∈ ]0−, 1+[ } and

also restriction not allowed on the sum of TA(x), IA(x) and FA(x). So, 0− ≤ TA(x)+IA(x) + FA(x) ≤
3+.

Definition:5 [4] (Single valued neutrosophic set)

Consider X to be the universal set. A single valued neutrosophic set A in X is distinguished by a
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truth TA, indeterminacy IA and falsity-membership function FA, where TA(x), IA(x) and FA(x) are

real standard elements of [0,1]. It is defined in the following way, A={⟨ x, TA(x), IA(x), FA(x) ⟩:x∈
X,TA(x), IA(x), FA(x) ∈ [0, 1] } and restriction not defined on the sum of TA(x), IA(x) and FA(x).

Here, we have 0≤ TA(x)+IA(x) + FA(x) ≤ 3.

Definition:6 [4] (Trapezoidal neutrosophic number)

A single valued trapezoidal neutrosophic number ã = ⟨(a1, b1, c1, d1); wã,uã, yã⟩ is a unique set of

neutrosophic type on the real number set R, whose truth, indeterminacy, and falsity membership are

defined as follows:

µã(x) =



(x− a1)wã/(b1 − a1), if a1 ≤ x < b1

wã, if b1 ≤ x ≤ c1

(d1 − x)wã/(d1 − c1), if c1 < x ≤ d1

0, if otherwise

νã(x) =



(b1 − x+ (x− a1)uã)/(b1 − a1), if a1 ≤ x < b1

uã, if b1 ≤ x ≤ c1

(x− c1 + (d1 − x)uã)/(d1 − c1), if c1 < x ≤ d1

1, if otherwise

λã(x) =



(b1 − x+ (x− a1)yã)/(b1 − a1), if a1 ≤ x < b1

yã, if b1 ≤ x ≤ c1

(x− c1 + (d1 − x)yã)/(d1 − c1), if c1 < x ≤ d1

1, if otherwise
respectively.

A positive single-valued trapezoidal neutrosophic number, represented by ã > 0, is defined as

ã = ⟨(a1, b1, c1, d1); wã,uã, yã⟩, where a1 ≥ 0 and at least d1 > 0. Similarly, in the case when d1 is

less than or equal to 0 and at least a1 is less than 0, the representation ã = ⟨(a1, b1, c1, d1); wã,uã, yã⟩
is referred to as a negative single-valued trapezoidal neutrosophic number, which may be expressed as

ã <0. A trapezoidal neutrosophic number, denoted as ã = ⟨(a1, b1, c1, d1); wã,uã, yã⟩, may represent

an uncertain amount within a certain range, roughly corresponding to the interval [b1, c1].

Definition:7 [3] (Signed distance method)

The signed distance of Ã(a fuzzy set defined on R) is defined as:

d(Ã, 0) =
1

2

∫ 1

0
[AL(α) +AR(α)]dα
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where

Aα = [AL(α), AR(α)]

= [a+ (b− a)α, d− (d− c)α], αϵ[0, 1],

is α-cut of fuzzy set Ã, which is a closed interval.

Remark: For every a, 0 ∈ R, the signed distance d(a, 0) = a. Definition 4’s criteria are as follows:

d(a, 0) = a is the distance between a and 0 if 0 < a. The distance −d(a, 0) = −a exists between a

and 0 if a < 0. As a result, we state that the signed distance between a and 0 is d(a, 0) = a.

3. Notations and Assumption

3.1. Notations:

qI (t) = The intuitionistic fuzzy inventory level at time tI

dI = The intuitionistic fuzzy demand rate

αI
1 = The intuitionistic fuzzy decaying rate in [0,tI1]

MI = The intuitionistic fuzzy shortage level of inventory

RI = The intuitionistic fuzzy inventory level at tI=0

QI = Lot size of intuitionistic fuzzy type

tI1 = The interval of time at which the inventory attains zero

tI2 = The interval of time at which the shortages are allowed

TI = The intuitionistic fuzzy time length of the plan

CI
h = Holding cost per unit item of intuitionistic fuzzy type

CI
s = The shortage cost per unit item of intuitionistic fuzzy type

PI = Purchase cost per unit item of intuitionistic fuzzy type

CI
o = The intuitionistic fuzzy ordering cost per order
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F I(q) = Defuzzified intuitionistic fuzzy total cost

(TC)I = The intuitionistic fuzzy total cost for the period [0,TI ]

(TC) = The total cost for the period [0,T]

(TC)F = The fuzzy total cost for the period [0,TF ]

qN (t) = The neutrosophic inventory level at time tN

dN = The neutrosophic demand rate

αN
1 = The neutrosophic decaying rate in [0,tN1 ]

MN = The neutrosophic shortage level of inventory

RN = The neutrosophic inventory level at tN=0

QN = The neutrosophic lot size

TN = The neutrosophic time length of the plan

CN
h = The neutrosophic holding cost per unit item

CN
s = The neutrosophic shortage cost per unit item

PN = The neutrosophic purchase cost per unit item

CN
o = The neutrosophic ordering cost per order

(TC)N = The neutrosophic total cost for the period [0,TN ]

FN (q) = Defuzzified neutrosophic total cost
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3.2. Assumptions:

• The neutrosophic demand is related to the unit price as dN =A(pβ
N
) where A > 0, 0 < β < 1.

• The neutrosophic shortages are allowed.

• During the cycle deterioration is not repaired or replaced.

• The neutrosophic purchase cost and neutrosophic demand are considered.

• The neutrosophic lead time is considered to be zero.

• The neutrosophic decay will be instantaneous.

4. Model Description:

This section illustrates the intuitionistic fuzzy model and the neutrosophioc model for finding the

optimal total cost and optimal time length for the inventory system.

Intuitionistic fuzzy model:

The model presented in this study demonstrates Intuitionistic fuzzy purchasing cost and Intuitionis-

tic fuzzy demand via trapezoidal Intuitionistic fuzzy numbers.

(ie) PI = (pI1, p
I
2, p

I
3, p

I
4)(p

′I
1 , p

′I
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I
2, D

I
3, D

I
4)(D
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2 , D
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3 , D
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4 )

Based on [5], intuitionistic fuzzy total cost is defined as follows:

(TC)I = P IQI +CI
o +CI

h[
1
αI
1
(QI −M I + DI

αI
1
)(1− e

−αI
1(Q

I−MI )

(DI+αI
1) )− DI(QI−MI)

αI
1(D

I+αI
1)

]+ CI
sM

2I

2DI +dI(QI −

M I)(1− DI

DI+αI
1
)

= (pI1, p
I
2, p
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c′I = p′I3 Q
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1
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The defuzzified intuitionistic fuzzy total cost using signed distance method is given by
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To find the minimum of D(F I(q)) by taking the derivative D(F I(q)), we get
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Neutrosophic model:

In this specific type of model, the trapezoidal neutrosophic numbers have been used to describe the

neutrosophic purchasing cost and neutrosophic demand.

(ie) PN = (pN1 , pN2 , pN3 , pN4 )(p′N1 , p′N2 , p′N3 , p′N4 )(p′′N1 , p′′N2 , p′′N3 , p′′N4 )
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Based on [5], neutrosophic total cost is defined as follows:
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3

αN
1
, QN − MN +

D′N
4

αN
1

+
D′′N

1

αN
1

, QN − MN +
D′′N

2

αN
1

, QN − MN +
D′′N

3

αN
1

, QN − MN +
D′′N

4

αN
1

)] −
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CN
h [ 1

αN
1
((QN − MN +

DN
1

αN
1
)e

−αN
1 (QN−MN )

(DN
1 +αN

1 ) ), (QN − MN +
DN

2

αN
1
)e

−αN
1 (QN−MN )

(DN
2 +αN

1 ) ), (QN − MN +

DN
3

αN
1
)e

−αN
1 (QN−MN )

(DN
3 +αN

1 ) ), (QN −MN +
DN

4

αN
1
)e

−αN
1 (QN−MN )

(DN
4 +αN

1 ) ), (QN −MN +
D′N

1

αN
1
)e

−αN
1 (QN−MN )

(D′N
1 +αN

1 ) ), (QN −

MN +
D′N

2

αN
1
)e

−αN
1 (QN−MN )

(D′N
2 +αN

1 ) ),

(QN − MN +
D′N

3

αN
1
)e

−αN
1 (QN−MN )

(D′N
3 +αN

1 ) ), (QN − MN +
D′N

4

αN
1
)e

−αN
1 (QN−MN )

(D′N
4 +αN

1 ) ), (QN − MN +

D′′N
1

αN
1

)e
−αN

1 (QN−MN )

(D′′N
1 +αN

1 ) ), (QN−MN+
D′′N

2

αN
1

)e
−αN

1 (QN−MN )

(D′′N
2 +αN

1 ) ), (QN−MN+
D′′N

3

αN
1

)e
−αN

1 (QN−MN )

(D′′N
3 +αN

1 ) ), (QN−

MN +
D′′N

4

αN
1

)e
−αN

1 (QN−MN )

(D′′N
4 +αN

1 ) )− (
DN

1 (QN−MN )

αN
1 (DN

1 +αN
1 )

,
DN

2 (QN−MN )

αN
1 (DN

2 +αN
1 )

,

DN
3 (QN−MN )

αN
1 (DN

3 +αN
1 )

DN
4 (QN−MN )

αN
1 (DN

4 +αN
1 )

,
D′N

1 (QN−MN )

αN
1 (D′N

1 +αN
1 )

,
D′N

2 (QN−MN )

αN
1 (D′N

2 +αN
1 )

,
D′N

3 (QN−MN )

αN
1 (D′N

3 +αN
1 )

,
D′N

4 (QN−MN )

αN
1 (D′N

4 +αN
1 )

,
D′′N

1 (QN−MN )

αN
1 (D′′N

1 +αN
1 )

,
D′′N

2 (QN−MN )

αN
1 (D′′N

2 +αN
1 )

,
D′′N

3 (QN−MN )

αN
1 (D′′N

3 +αN
1 )

,

D′′N
4 (QN−MN )

αN
1 (D′′N

4 +αN
1 )

)] +

(C
N
s M2N

2DN
1

, C
N
s M2N

2DN
2

, C
N
s M2N

2DN
3

, C
N
s M2N

2DN
4

, C
N
s M2N

2D′N
1

, C
N
s M2N

2D′N
2

, C
N
s M2N

2D′N
3

, C
N
s M2N

2D′N
4

, C
N
s M2N

2D′′N
1

, C
N
s M2N

2D′′N
2

, C
N
s M2N

2D′′N
3

, C
N
s M2N

2D′′N
4

)+

dN (QN − MN )(1 −
(

DN
1

DN
1 +αN

1
,

DN
2

DN
2 +αN

1
,

DN
3

DN
3 +αN

1
,

DN
4

DN
4 +αN

1
,

D′N
1

D′N
1 +αN

1
,

D′N
2

D′N
2 +αN

1
,

D′N
3

D′N
3 +αN

1
,

D′N
4

D′N
4 +αN

1
,

D′′N
1

D′′N
1 +αN

1
,

D′′N
2

D′′N
2 +αN

1
,

D′′N
3

D′′N
3 +αN

1
,

D′′N
4

D′′N
4 +αN

1
))

= (aN , bN , cN , dN )(a′N , b′N , c′N , d′N )(a′′N , b′′N , c′′N , d′′N ),

where

aN = pN1 QN+CN
o +CN

h [ 1
αN
1
(QN−MN+

(Apβ1 )
N

αN
1

)]−CN
h [ 1

αN
1
(QN−MN+

(Apβ4 )
N

αN
1

)e
−αN

1 (QN−MN )

((Ap
β
4 )N+αN

1 ) )+

(Apβ4 )
N (QN−MN )

αN
1 ((Apβ1 )

N+αN
1 )

] + CN
s M2N

2(Apβ4 )
N
+ dN (QN −MN )− d[

(QN−MN )(Apβ4 )
N

(Apβ1 )
N+αN

1

]

bN = pN2 QN+CN
o +CN

h [ 1
αN
1
(QN−MN+

(Apβ2 )
N

αN
1

)]−CN
h [ 1

αN
1
(QN−MN+

(Apβ3 )
N

αN
1

)e
−αN

1 (QN−MN )

((Ap
β
3 )N+αN

1 ) )+

(Apβ3 )
N (QN−MN )

αN
1 ((Apβ2 )

N+αN
1 )

] + CN
s M2N

2(Apβ3 )
N
+ dN (QN −MN )− d[

(QN−MN )(Apβ3 )
N

(Apβ2 )
N+αN

1

]

cN = pN3 QN+CN
o +CN

h [ 1
αN
1
(QN−MN+

(Apβ3 )
N

αN
1

)]−CN
h [ 1

αN
1
(QN−MN+

(Apβ2 )
N

αN
1

)e
−αN

1 (QN−MN )

((Ap
β
2 )N+αN

1 ) )+

(Apβ2 )
N (QN−MN )

αN
1 ((Apβ3 )

N+αN
1 )

] + CN
s M2N

2(Apβ2 )
N
+ dN (QN −MN )− d[

(QN−MN )(Apβ2 )
N

(Apβ3 )
N+αN

1

]

dN = pN4 QN+CN
o +CN

h [ 1
αN
1
(QN−MN+

(Apβ4 )
N

αN
1

)]−CN
h [ 1

αN
1
(QN−MN+

(Apβ1 )
N

αN
1

)e
−αN

1 (QN−MN )

((Ap
β
1 )N+αN

1 ) )+

(Apβ1 )
N (QN−MN )

αN
1 ((Apβ4 )

N+αN
1 )

] + CN
s M2N

2(Apβ1 )
N
+ dN (QN −MN )− d[

(QN−MN )(Apβ1 )
N

(Apβ4 )
N+αN

1

]
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a′N = p′N1 QN + CN
o + CN

h [ 1
αN
1
(QN − MN +

(Apβ1 )
′N

αN
1

)] − CN
h [ 1

αN
1
(QN − MN +

(Apβ4 )
′N

αN
1

)e
− αN

1 (QN−MN )

((Ap
β
4 )′N+αN

1 ) ) +
(Apβ4 )

′N (QN−MN )

αN
1 ((Apβ1 )

′N+αN
1 )

] + CN
s M2N

2(Apβ4 )
′N + dN (QN −MN )− d[

(QN−MN )(Apβ4 )
′N

(Apβ1 )
′N+αN

1

]

b′N = p′N2 QN + CN
o + CN

h [ 1
αN
1
(QN − MN +

(Apβ2 )
′N

αN
1

)] − CN
h [ 1

αN
1
(QN − MN +

(Apβ3 )
′N

αN
1

)e
− αN

1 (QN−MN )

((Ap
β
3 )′N+αN

1 ) ) +
(Apβ3 )

′N (QN−MN )

αN
1 ((Apβ2 )

′N+αN
1 )

] + CN
s M2N

2(Apβ3 )
′N + dN (QN −MN )− d[

(QN−MN )(Apβ3 )
′N

(Apβ2 )
′N+αN

1

]

c′N = p′N3 QN + CN
o + CN

h [ 1
αN
1
(QN − MN +

(Apβ3 )
′N

αN
1

)] − CN
h [ 1

αN
1
(QN − MN +

(Apβ2 )
′N

αN
1

)e
− αN

1 (QN−MN )

((Ap
β
2 )′N+αN

1 ) ) +
(Apβ2 )

′N (QN−MN )

αN
1 ((Apβ3 )

′N+αN
1 )

] + CN
s M2N

2(Apβ2 )
′N + dN (QN −MN )− d[

(QN−MN )(Apβ2 )
′N

(Apβ3 )
′N+αN

1

]

d′N = p′N4 QN + CN
o + CN

h [ 1
αN
1
(QN − MN +

(Apβ4 )
′N

αN
1

)] − CN
h [ 1

αN
1
(QN − MN +

(Apβ1 )
′N

αN
1

)e
− αN

1 (QN−MN )

((Ap
β
1 )′N+αN

1 ) ) +
(Apβ1 )

′N (QN−MN )

αN
1 ((Apβ4 )

′N+αN
1 )

] + CN
s M2N

2(Apβ1 )
′N + dN (QN −MN )− d[

(QN−MN )(Apβ1 )
′N

(Apβ4 )
′N+αN

1

]

a′′N = p′′N1 QN + CN
o + CN

h [ 1
αN
1
(QN − MN +

(Apβ1 )
′′N

αN
1

)] − CN
h [ 1

αN
1
(QN − MN +

(Apβ4 )
′′N

αN
1

)e
− αN

1 (QN−MN )

((Ap
β
4 )′′N+αN

1 ) )+
(Apβ4 )

′′N (QN−MN )

αN
1 ((Apβ1 )

′′N+αN
1 )

] + CN
s M2N

2(Apβ4 )
′′N + dN (QN −MN )− d[

(QN−MN )(Apβ4 )
′′N

(Apβ1 )
′′N+αN

1

]

b′′N = p′′N2 QN + CN
o + CN

h [ 1
αN
1
(QN − MN +

(Apβ2 )
′′N

αN
1

)] − CN
h [ 1

αN
1
(QN − MN +

(Apβ3 )
′′N

αN
1

)e
− αN

1 (QN−MN )

((Ap
β
3 )′′N+αN

1 ) )+
(Apβ3 )

′′N (QN−MN )

αN
1 ((Apβ2 )

′′N+αN
1 )

] + CN
s M2N

2(Apβ3 )
′′N + dN (QN −MN )− d[

(QN−MN )(Apβ3 )
′′N

(Apβ2 )
′′N+αN

1

]

c′′N = p′′N3 QN + CN
o + CN

h [ 1
αN
1
(QN − MN +

(Apβ3 )
′′N

αN
1

)] − CN
h [ 1

αN
1
(QN − MN +

(Apβ2 )
′′N

αN
1

)e
− αN

1 (QN−MN )

((Ap
β
2 )′′N+αN

1 ) )+
(Apβ2 )

′′N (QN−MN )

αN
1 ((Apβ3 )

′′N+αN
1 )

] + CN
s M2N

2(Apβ2 )
′′N + dN (QN −MN )− d[

(QN−MN )(Apβ2 )
′′N

(Apβ3 )
′′N+αN

1

]
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d′′N = p′′N4 QN + CN
o + CN

h [ 1
αN
1
(QN − MN +

(Apβ4 )
′′N

αN
1

)] − CN
h [ 1

αN
1
(QN − MN +

(Apβ1 )
′′N

αN
1

)e
− αN

1 (QN−MN )

((Ap
β
1 )′′N+αN

1 ) )+
(Apβ1 )

′′N (QN−MN )

αN
1 ((Apβ4 )

′′N+αN
1 )

] + CN
s M2N

2(Apβ1 )
′′N + dN (QN −MN )− d[

(QN−MN )(Apβ1 )
′′N

(Apβ4 )
′′N+αN

1

]

The defuzzified neutrosophic total cost using signed distance method is given by

d((TC)N , 0) =1
2 [[(p

N
1 + pN4 ) + (p′′N1 + p′′N4 )]QN + 2CN

o + CN
h [ 1

αN
1
{(2QN − 2MN +

A[(pβ
N

1 +pβ
N

4 )+(pβ
′′N

1 +pβ
′′N

4 )]

αN
1

)}]−CN
h [ 1

αN
1
{(QN −MN + A

αN
1
(pβ

N

4 +pβ
′′N

4 ))e

−αN
1 (QN−MN )

A(p
βN

4 +p
β′′N
4 )+αN

1 +(QN −

MN + A
αN
1
(pβ

N

1 + pβ
′′N

1 ))e

−αN
1 (QN−MN )

A(p
βN

1 +p
β′′N
1 )+αN

1 + A(QN−MN )

αN
1

{( pβ
N

4

Apβ
N

1 +αN
1

+
pβ

N

1

Apβ
N

4 +αN
1

) + (
pβ

′′N
4

Apβ
′′N

1 +αN
1

+

pβ
′′N

1

Apβ
′′N

4 +αN
1

)}]+ CN
s M2N

2A [( 1

pβ
N

4

+ 1

pβ
N

1

)+( 1

pβ
′′N

4

+ 1

pβ
′′N

1

)]−d(QN −MN )A[(
pβ

N

4

Apβ
N

1 +αN
1

+
pβ

N

1

Apβ
N

4 +αN
1

)+

(
pβ

′′N
4

Apβ
′′N

1 +αN
1

+
pβ

′′N
1

Apβ
′′N

4 +αN
1

)] + 2dN (QN −MN )]

+1
4 [[(p

N
2 −pN1 )+(p′′N2 +p′′N1 )]QN+CN

h [ 1
αN
1
{( A

αN
1
[(pβ

N

2 −pβ
N

1 )+(pβ
′′N

2 −pβ
′′N

1 )])}]−CN
h [ 1

αN
1
{(QN−

MN + A
αN
1
(pβ

N

3 + pβ
′′N

3 ))e

−αN
1 (QN−MN )

A(p
βN

3 +p
β′′N
3 )+αN

1 − (QN −MN + A
αN
1
(pβ

N

4 + pβ
′′N

4 ))e

−αN
1 (QN−MN )

A(p
βN

4 +p
β′′N
4 )+αN

1 +

A(QN−MN )

αN
1

{( pβ
N

3

Apβ
N

2 +αN
1

− pβ
N

4

Apβ
N

1 +αN
1

)+(
pβ

′′N
3

Apβ
′′N

2 +αN
1

− pβ
′′N

4

Apβ
′′N

1 +αN
1

)}]+CN
s M2N

2A [( 1

pβ
N

3

− 1

pβ
N

4

)+( 1

pβ
′′N

3

−

1

pβ
′′N

4

)]− dN (QN −MN )A[(
pβ

N

3

Apβ
N

2 +αN
1

− pβ
N

4

Apβ
N

1 +αN
1

) + (
pβ

′′N
3

Apβ
′′N

2 +αN
1

− pβ
′′N

4

Apβ
′′N

1 +αN
1

)]

-14 [[(p
N
4 −pN3 )+(p′′N4 +p′′N3 )]QN+CN

h [ 1
αN
1
{( A

αN
1
[(pβ

N

4 −pβ
N

3 )+(pβ
′′N

4 −pβ
′′N

3 )])}]−CN
h [ 1

αN
1
{(QN−

MN + A
αN
1
(pβ

N

1 + pβ
′′N

1 ))e

−αN
1 (QN−MN )

A(p
βN

1 +p
β′′N
1 )+αN

1 − (QN −MN + A
αN
1
(pβ

N

2 + pβ
′′N

2 ))e

−αN
1 (QN−MN )

A(p
βN

2 +p
β′′N
2 )+αN

1 +

A(QN−MN )

αN
1

{( pβ
N

1

Apβ
N

4 +αN
1

− pβ
N

2

Apβ
N

3 +αN
1

)+(
pβ

′′N
1

Apβ
′′N

4 +αN
1

− pβ
′′N

2

Apβ
′′N

3 +αN
1

)}]+CN
s M2N

2A [( 1

pβ
N

1

− 1

pβ
N

2

)+( 1

pβ
′′N

1

−

1

pβ
′′N

2

)]− dN (QN −MN )A[(
pβ

N

1

Apβ
N

4 +αN
1

− pβ
N

2

Apβ
N

3 +αN
1

) + (
pβ

′′N
1

Apβ
′′N

4 +αN
1

− pβ
′′N

2

Apβ
′′N

3 +αN
1

)] = FN (M)

To find the minimum of D(FN (q)) by taking the derivative D(FN (q)), we get

d(FN (q))
dM = 1

2 [−CN
h [ 2

αN
1
+ 1

αN
1
{(QN−MN+ A

αN
1
(pβ

N

4 +pβ
′′N

4 ))(
αN
1

A(pβ
N

4 +pβ
′′N

4 )+αN
1

)e

−αN
1 (QN−MN )

A(p
βN

4 +p
β′′N
4 )+αN

1 −

e

−αN
1 (QN−MN )

A(p
βN

4 +p
β′′N
4 )+αN

1 + (QN − MN + A
αN
1
(pβ

N

1 + pβ
′′N

1 ))(
αN
1

A(pβ
N

1 +pβ
′′N

1 )+αN
1

)e

−αN
1 (QN−MN )

A(p
βN

1 +p
β′′N
1 )+αN

1 −

e

−αN
1 (QN−MN )

A(p
βN

1 +p
β′′N
1 )+αN

1 − A
αN
1
{( pβ

N

4

Apβ
N

1 +αN
1

+
pβ

N

1

Apβ
N

4 +αN
1

) + (
pβ

′′N
4

Apβ
′′N

1 +αN
1

+
pβ

′′N
1

Apβ
′′N

4 +αN
1

)}] + CN
s MN

A [( 1

pβ
N

4

+

1

pβ
N

1

) + ( 1

pβ
′′N

4

+ 1

pβ
′′N

1

)] + dA[(
pβ

N

4

Apβ
N

1 +αN
1

+
pβ

N

1

Apβ
N

4 +αN
1

) + (
pβ

′′N
4

Apβ
′′N

1 +αN
1

+
pβ

′′N
1

Apβ
′′N

4 +αN
1

)]− 2dN ]
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+1
4 [−CN

h ( 1
αN
1
{(QN − MN +

A
αN
1
(pβ

N

3 +pβ
′′N

3 ))(
αN
1

A(pβ
N

3 +pβ
′′N

3 )+αN
1

)e

−αN
1 (QN−MN )

A(p
βN

3 +p
β′′N
3 )+αN

1 −e

−αN
1 (QN−MN )

A(p
βN

3 +p
β′′N
3 )+αN

1 −(QN−MN+ A
αN
1
(pβ

N

4 +

pβ
′′N

4 ))(
αN
1

A(pβ
N

4 +pβ
′′N

4 )+αN
1

)e

−αN
1 (QN−MN )

A(p
βN

4 +p
β′′N
4 )+αN

1 + e

−αN
1 (QN−MN )

A(p
βN

4 +p
β′′N
4 )+αN

1 − A
αN
1
{( pβ

N

3

Apβ2+αN
1

− pβ
N

4

Apβ
N

1 +αN
1

) +

(
pβ

′′N
3

Apβ
′′N

2 +αN
1

− pβ
′′N

4

Apβ
′′N

1 +αN
1

)}]+CN
s MN

A [( 1

pβ
N

3

− 1

pβ
N

4

)+( 1

pβ
′′N

3

− 1

pβ
′′N

4

)]+dNA[(
pβ

N

3

Apβ
N

2 +αN
1

− pβ
N

4

Apβ
N

1 +αN
1

)+

(
pβ

′′N
3

Apβ
′′N

2 +αN
1

− pβ
′′N

4

Apβ
′′N

1 +αN
1

)]

-14 [−CN
h [ 1

αN
1
{(QN − MN +

A
αN
1
(pβ

N

1 +pβ
′′N

1 ))(
αN
1

A(pβ
N

1 +pβ
′′N

1 )+αN
1

)e

−αN
1 (QN−MN )

A(p
βN
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5. Numerical example:

The relationship between the supply of a commodity at a constant rate of 10 units per day and

its unit price may be expressed using the variables A and β. In this case, A represents 100 units and β

is equal to 0.02. Supplies of varying quantities can be obtained as needed, with each order incurring

a cost of 1000 units. The inventory is managed in lots of 250 units, with a purchase cost of Rs.45 per

unit. Additionally, the rate of decay is 0.2. Determine the optimum total cost of the inventory.

Solution:

Let αN
1 = 0.2, CN

o = 1000 per order, QN = 250, dN = 10, A = 100,

β = 0.02, PN = (40, 43, 47, 49)(36, 39, 50, 54)(33, 35, 55, 57),

DN = (85, 95, 109, 112,)(65, 72, 115, 119)(45, 55, 120, 122).
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Table 4.1: Analysis of a neutrosophic model as holding and shortage costs increases

S.No CN
h CN

s QN∗
(TC) (TC)F (TC)I (TC)N

1 (11,12,13) (11,14,17) 134.61 10068943.8 20135637.6 7934942.9 5033909.4

(10,12,14) (9,14,18)

(9,12,15) (8,14,19)

2 (13,14,15) (12,16,19) 133.33 11762410.9 23522389.08 9269053.4 5880597.27

(12,14,16) (11,16,20)

(11,14,17) (10,16,21)

3 (15,16,17) (13,18,20) 132.35 13454174.6 26905733.96 10601822 6726433.47

(14,16,18) (11,18,21)

(13,16,19) (10,18,22)

4 (17,18,19) (14,20,23) 131.57 15144874.7 30286951.97 11933752.72 7571737.99

(16,18,20) (13,20,23)

(15,18,21) (12,20,24)

5 (19,20,21) (15,22,25) 130.95 16834859.8 33666740.03 13265120.08 8469470.75

(18,20,22) (14,22,26)

(17,20,23) (13,22,27)

R. Surya, M. Mullai, G. Vetrivel Neutrosophic Inventory System for
Decaying Items with Price Dependent Demand

Neutrosophic Sets and Systems, Vol. 66, 2024                                                                               69



Table 4.2: Evaluation of the neutrosophic model as the shortage cost rises

S.No CN
h CN

s QN∗
(TC) (TC)F (TC)I (TC)N

1 (11,12,13) (11,14,17) 134.61 10091627.4 20188962.3 7934942.9 5047240.57

(10,12,14) (9,14,18)

(9,12,15) (8,14,19)

2 (11,12,13) (12,16,19) 142.85 9944768.5 19894995.01 7819537.9 4973748.75

(10,12,14) (11,16,20)

(9,12,15) (10,16,21)

3 (11,12,13) (13,18,20) 150 9746243.2 19497670.67 7663514.21 4874417.65

(10,12,14) (11,18,21)

(9,12,15) (10,18,22)

4 (11,12,13) (14,20,23) 156.25 9518236.6 1904134.63 7484311.84 4760343.65

(10,12,14) (13,20,23)

(9,12,15) (12,20,24)

5 (11,12,13) (15,22,25) 161.76 9274965.4 18554548.8 7293106.85 4638637.2

(10,12,14) (14,22,26)

(9,12,15) (13,22,27)
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Table 4.3: Analysis for neutrosophic model with increase of holding cost

S.No CN
h CN

s QN (TC) (TC)F (TC)I (TC)N

1 (11,12,13) (11,14,17) 134.61 10112447.15 20220784.4 7934942.9 5055196.1

(10,12,14) (9,14,18)

(9,12,15) (8,14,19)

2 (13,14,15) (11,14,17) 124.66 11865307.06 23726156.3 9310188.89 5931539.07

(12,14,16) (9,14,18)

(11,14,17) (8,14,19)

3 (15,16,17) (11,14,17) 116.67 13497261.3 26989754.3 10590591.44 6747438.57

(14,16,18) (9,14,18)

(13,16,19) (8,14,19)

4 (17,18,19) (11,14,17) 109.37 15012882.6 30020718.7 11779679.57 7505179.67

(16,18,20) (9,14,18)

(15,18,21) (8,14,19)

5 (19,20,21) (11,14,17) 102.94 16416561.1 32823899.9 12880818 8205974.98

(18,20,22) (9,14,18)

(17,20,23) (8,14,19)
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6. Sensitivity Analysis

In this section, the neutrosophic total cost values are compared graphically.
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FIGURE 1. A graphical representation of the neutrosophic model as holding and

shortages costs increase
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FIGURE 2. Graphical representation for neutrosophic model with increase of shortage

cost
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FIGURE 3. Graphical representation for neutrosophic model with increase of holding

cost

Observations:

From Tables 1, 2 and 3 in the above descriptive model, it should be noted that compared to the

crisp model, the neutrosophic model is very effective. The average total cost obtained in the neutro-

sophic inventory model is less than the crisp model. Thus, it is possible to claim that making use of

neutrosophic sets delivers a more optimal approach to resolving inventory models compared to the

conventional crisp, fuzzy, and intuitionistic fuzzy models.

• As neutrosophic holding costs and neutrosophic shortage costs decrease, the total cost of neu-

trosophics gradually increases.

• Neutrosophic total cost decreases if neutrosophic shortage cost increases.

• There is a slight change in the neutrosophic total cost compared to the neutrosophic holding

cost in Table 1.

Conclusion:

A neutrosophic inventory model should be implemented to resolve the administration of decompos-

ing products whose demand is determined by cost. The solution to shortages can be determined by

applying the concept of fuzzification to both neutrosophic demand and neutrosophic purchasing cost,

using trapezoidal neutrosophic numbers. The signed distance method is used for defuzzification pro-

cess, to provide a unique optimal solution which will minimize the total cost of the item. Therefore,

it can possibly concluded that the neutrosophic inventory method yields improved results compared

to other readily accessible models. In future, this study could be extended for shortages and partial

backlogging in neutrosophic inventory models.
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Abstract. The empirical correlation system serves as a crucial tool for unveiling the linear interconnections

between two variables. Its significance lies in providing a prominent approach to depict a straightforward

relationship without explicitly indicating a causal link between the sets involved. In the current research,

an innovative concept of correlations is introduced specifically for Neutrosophic Over Soft Sets (N o
s -sets).

This novel framework involves a meticulous examination of basic definitions and operations associated with

Neutrosophic Over Soft Sets. Furthermore, the study extends to the introduction of a groundbreaking concept:

a topological space integrated with Neutrosophic Over Soft Sets (N o
s -sets). This addition aims to broaden

the scope of understanding and application in mathematical contexts.The research does not merely establish

theoretical foundations; it also explores various properties and theorems related to the introduced concepts. This

is complemented by a series of numerical examples designed to provide clarity and facilitate a comprehensive

grasp of the material. To demonstrate the practical application of these concepts, the research utilizes the

correlation framework to present a numerical illustration. Specifically, it is applied to determine the top-

performing student at GFC School for the academic year 2022-2023, showcasing the real-world relevance and

applicability of the proposed methodologies.

—————————————————————————————————————————-

Keywords:Neutrosophic Over Soft Set and Neutrosophic Over Soft Topological Space.

1. Introduction

In the course of daily life, uncertainty is a common experience. For instance, when rolling a

die or tossing a coin onto an uneven surface, uncertainties emerge. The inception of fuzzy sets

was credited to Zadeh [23] (1965), who introduced the notion of membership degrees. Zadeh

also laid the foundation for a theory of possibility [24], whereas Bellman et al. [2] delved into

decision-making within contexts influenced by fuzziness. Expanding on Zadeh’s contributions,

Atanassov introduced intuitionist fuzzy sets, concentrating on both degrees of membership

and non-membership [1].
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Smarandache [19] is attributed with the discovery of neutrosophic sets and the exploration

of novel trends and applications within neutrosophic theory. In 1995, Bustince and Burillo [5]

investigated the correlation of intuitionist fuzzy sets in scenarios involving interval values.

Three potential utilities of neutrosophic sets were postulated by Christianto [6]. In 1999,

Molodtsov [14] brought to light the primary result concerning soft sets, with a subsequent

finding contributed by Maji et al. [12]. The year 2002 marked the introduction of neutrosophic

soft sets by Broumi [3]. Neutrosophic sets have found practicality in medical contexts, as

pursued by researchers [17, 18]and also in variouse field [7, 10, 16].Correlation measures are

harnessed to discern connections between pairs of variables.

In 2015, Broumi and Deli embarked on an exploration into correlation measures for neu-

trosophic sets [4]. Radha et al. ushered in the concept of neutrosophic Pythagorean sets and

their elevated correlation in the year 2021 [15]. An alternative facet of correlation was ushered

into the spotlight by Ye, J., back in 2013 [22]. Wang et al. [21] delved into the realm of single-

valued neutrosophic sets. The year 2020 saw Mallick, R., and Pramanik, S. [13] delve into

discussions about pentapartitioned neutrosophic sets and their inherent properties. In 2019,

Jansi et al. [11] stumbled upon the concept of neutrosophic pythagorean sets featuring both

dependent and independent components. Smarandache [20] brought forth the innovative no-

tion of neutrosophic sets replete with over, under, and off limits in 2016. Murugesan et al. [10]

(2023) undertake a comparative analysis between Fuzzy Cognitive Maps and Neutrosophic

Cognitive Maps to unravel the intricacies of Covid variants. RN Devi and G Muthumari [8]

conducted an in-depth study on the realm of topologized domination concerning NOver top

graphs in 2021. Moreover, in the subsequent year, 2022, RN Devi etal., introduced a pioneering

study on Digital Neutrosophic Topological Spaces, pushing the boundaries of mathematical

modeling [9] .

The manuscript introduces innovative concepts: N so-set and N so-topological space. It also

presents measures of correlations for neutrosophic over soft sets, elucidating foundational defi-

nitions, operations, and theorems supported by concrete numerical examples. The inclusion of

numerical illustrations, drawn from a survey involving five teachers at GFC School, adds prac-

tical relevance. This survey aims to identify the top-performing student for the academic year

2022-2023. The manuscript, thus, seamlessly integrates theoretical developments, illustrative

examples, and real-world applications, contributing comprehensively to the field of study.

2. Preliminary

This section contains basic definition for Neutrosophic Set(NS),Neutrosophic Over

Set(NOS),Neutrosophic Soft Set(NSS),Neutrosophic Topological Space(NTS) and Soft Topo-

logical Space(STS).
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Definition 2.1. Let H be an non empty set and J is said to be an NS.Then

J = {⟨h,ℵ(h), ð(h),Υ(h)⟩ : h ∈ H}

where ℵ,ð,Υ : H → [0, 1] and 0 ≤ ℵ(h)+ð(h)+Υ(h) ≤ 3. Here ℵ(h),ð(h) and Υ(h) are degree

of true membership,degree of indeterminacy and degree of falsity.

Definition 2.2. Let J be an NS in H.If J is said to be an NOS in an non-empty set H then

it has at-least one neutrosophic component is > 1 and no other component are < 0 is defined

as,

J = {⟨h,ℵ(h),ð(h),Υ(h)⟩ : h ∈ H}

Where ℵ,ð,Υ : H → [0,Ω], 0 ≤ ℵ(h) + ð(h) + Υ(h) ≤ 3 and Ω is said to be over-limit of NOS

Note: ρ(H) is a set of all the N o
s subset of an non-empty set H

Definition 2.3. Let an N o
s -set ⊙ = {e, {⟨h, 0, 0,Ω⟩ : h ∈ H} : e ∈ E} is said to be a Null N o

s

and �= {e, {⟨h,Ω,Ω, 0⟩ : h ∈ H} : e ∈ E} is said to be an universal N o
s .

Definition 2.4. Let H be an non-empty set and E be a set of parameters on H.Consider

A ⊂ E .The collection (λ,A) is an NSS then it is defined as,h

λ : A → ρ(H)

where λ is a mapping and ρ(H) is a collection of all the subsets of NS in H.

Definition 2.5. A neutrosophic topology(NT) τNT is a collection of subset of an NS W such

that

(i) ⊙,�∈τNT .

(ii) The union of an arbitrary collection τNT is in τNT .

(iii) The finite intersection of subsets τNT is in τNT .

Then (W, τNT ) is called neutrosophic topological space(NTS).An element of τNOS is called

an neutrosophic open set and τNCS is called an neutrosophic closed set.

Definition 2.6. A soft topology(ST) τST is a collection of subset of an soft set(SS) W such

that

(i) ⊙,�∈τST .
(ii) The union of an arbitrary collection τST is in τST .

(iii) The finite intersection of subsets τST is in τST .

Then (W, τST ) is called soft topological space(STS).An element of τSOS is called an soft

open set and τSCS is called an soft closed set.
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3. Neutrosophic Over Soft Topological Space

Definition 3.1. Let H be an non-empty set and E be a set of parameter on H.Then N o
s -set

is defined by a set valued function

λN o
s
: E → ρ(H)

where ρ(H) is an set of allN o
s -set onH.N o

s -set is an valued function from the set of parameter

E on H is defined as

J = (λN o
s
, E) = {(e, {⟨h,ℵJ (h),ðJ (h),ΥJ (h)⟩ : h ∈ H}) : e ∈ E}

Definition 3.2. Let J = (JN o
s
, E) and W = (WN o

s
, E) be a two N o

s -set.If J is said to be a

subset of W i.e.,J ⊆ W then

ℵJ (h) ≤ ℵW(h), ðJ (h) ≤ ðW(h),ΥJ (h) ≥ ΥW(h)

In other words W is an super set of J

Definition 3.3. Let J ⊂ W and W ⊂ J then J = W

Definition 3.4. Let J and W be two N o
s -set, Then the union,intersection and compliment

are defined by

(i)J�W = {(e, {⟨h,max(ℵJ (h),ℵW(h)),max(ðJ (h),ðW(h)),min(ΥJ (h),ΥW(h))⟩ : h ∈
H}) : e ∈ E}

(ii)J�W = {(e, {⟨h,min(ℵJ (h),ℵW(h)),min(ðJ (h), ðW(h)),max(ΥJ (h),ΥW(h))⟩ : h ∈
H}) : e ∈ E}

(iii)J$ = {(e, {⟨h,ΥJ (h),Ω− ðJ (h),ℵJ (h)⟩ : h ∈ H}) : e ∈ E}

Proposition 3.5. Let J be an N o
s -set on H. Then

(i). ⊙$ =�

(ii). �$= ⊙
(iii). (J$)$ = J

Proof. 1. ⊙$ =�

⊙ = {e, {⟨h, 0, 0,Ω⟩ : h ∈ H} : e ∈ E}

⊙$ = {⟨h,Ω,Ω, 0⟩ : h ∈ H} =�

=⇒ ⊙$ =�

2. �$= ⊙
�= {⟨h,Ω,Ω, 0⟩ : h ∈ H}

�$= {⟨h,Ω,Ω, 0⟩ : h ∈ H} = ⊙
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=⇒ �$= ⊙

3. (J$)$ = J

J$ = {(e, {⟨h,ΥJ (h),Ω− ðJ (h),ℵJ (h)⟩ : h ∈ H}) : e ∈ E}

(J$)$ = {(e, {⟨h,ℵJ (h),Ω− (Ω− ðJ (h)),ΥJ (h)⟩ : h ∈ H}) : e ∈ E} = J

=⇒ (J$)$ = J

Proposition 3.6. Let J and W be an N o
s -set on H. Then

(i). J�J = J�J = J
(ii). J�W = W�J
(iii). J�W = W�J
(iv). J�⊙ = J and J� �=�
(v). J�⊙ = ⊙ and J� �= J

Proof. The proof is obvious from the definition.

Theorem 3.7. Let J and W ∈ N o
s -set. Then

(i). (J�W)$ = J$�W$

(ii). (J�W)$ = J$�W$

Proof. (i).By the union definition,

J�W = {(e, {⟨h,max(ℵJ (h),ℵW(h)),max(ðJ (h),ðW(h)),min(ΥJ (h),ΥW(h))⟩ : h ∈ H}) : e ∈ E}

(J�W)$ = {(e, {⟨h,min(ΥJ (h),ΥW(h)),max(Ω−ðJ (h),Ω−ðW(h)),max(ℵJ (h),ℵW(h))⟩ : h ∈ H}) : e ∈ E}
(1)

By the definition of compliment

J$ = {(e, {⟨h,ΥJ (h),Ω− ðJ (h),ℵJ (h)⟩ : h ∈ H}) : e ∈ E}

W$ = {(e, {⟨h,ΥW(h),Ω− ðW(h),ℵW(h)⟩ : h ∈ H}) : e ∈ E}

J$�W$ = {(e, {⟨h,min(ΥJ (h),ΥW(h)),max(Ω−ðJ (h),Ω−ðW(h)),max(ℵJ (h),ℵW(h))⟩ : h ∈ H}) : e ∈ E}
(2)

From (1) and (2) we get,

(J�W)$ = J$�W$

(ii). By the union definition we know that,

J�W = {(e, {⟨h,min(ℵJ (h),ℵW(h)),min(ðJ (h), ðW(h)),max(ΥJ (h),ΥW(h))⟩ : h ∈ H}) : e ∈ E}
R.Narmada Devi, Yamini Parthiban, Decision Making By Neutrosophic Over Soft
Topological Space

Neutrosophic Sets and Systems, Vol. 66, 2024                                                                                80



(J�W)$ = {(e, {⟨h,max(ΥJ (h),ΥW(h)),min(Ω−ðJ (h),Ω−ðW(h)),min(ℵJ (h),ℵW(h))⟩ : h ∈ H}) : e ∈ E}
(3)

By the definition of compliment

J$ = {(e, {⟨h,ΥJ (h),Ω− ðJ (h),ℵJ (h)⟩ : h ∈ H}) : e ∈ E}

W$ = {(e, {⟨h,ΥW(h),Ω− ðW(h),ℵW(h)⟩ : h ∈ H}) : e ∈ E}

J$�W$ = {(e, {⟨h,max(ΥJ (h),ΥW(h)),min(Ω−ðJ (h),Ω−ðW(h)),min(ℵJ (h),ℵW(h))⟩ : h ∈ H}) : e ∈ E}
(4)

From (3) and (4) we get,

(J�W)$ = J$�W$

Definition 3.8. Let τN o
s
be a neutrosophic over soft topology(N o

s -topology) in N o
s -set J is a

collection of subset of an non-empty set H such that

(i) ⊙,�∈τN o
s
.

(ii) The union of an arbitrary collection τN o
s
is in τN o

s
.

(iii) The finite intersection of subsets τN o
s
is in τN o

s
.

Then (H, τN o
s
) is called neutrosophic over soft topological space(N o

s -topological space).An

element of τNOSOS is called an neutrosophic over soft open set and τNOSCS is named an

neutrosophic over soft closed set.

Example 3.9. Let H = {r1, r2} be the two students, A = {Puntuality(q)} and G ∈τNOSCS

such that,

Q(q) = {⟨r1, 1.2, 0.6, 0.5⟩, ⟨r2, 1.1, 0.3, 0.5⟩}

(Q,A) = {q = {⟨r1, 1.2, 0.6, 0.5⟩, ⟨r2, 1.1, 0.3, 0.5⟩}}.
Then,τN o

s
= {⊙,�, (Q,A)} is a N o

s -topology on W.

Theorem 3.10. Let (H, τ1N o
s
) and (H, τ2N o

s
) be two N o

s -topological space on H, then

(H, τ1N o
s
�τ2N o

s
) is a N o

s -topological space over H.

Proof. Let (H, τ1N o
s
) and (H, τ2N o

s
) be N o

s -topological space over H.

=⇒ ⊙,�∈τ1N o
s
and ⊙,�∈τ2N o

s

=⇒ ⊙,�∈τ1N o
s
�τ2N o

s
∴ (H, τ1N o

s
�τ2N o

s
) is a N o

s -topological space over H.

Remark 3.11. In the theorem 2.2 instead of the intersection operation if we use union oper-

ation the claim may not be true. It can be seen following example.
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Example 3.12. Let H = {r1, r2} be the two mobile phone and

A = {batterydurability(q1), workingspeed(q2)}.
Then (R1,A), (R2,A) ∈τNOSCS such that,

R1(q1) = {⟨r1, 1.2, 0.4, 0.6⟩, ⟨r2, 1.1, 0.3, 0.5⟩}}

R1(q2) = {⟨r1, 1.3, 0.5, 0.6⟩, ⟨r2, 1.2, 0.5, 0.6⟩}}

(R1,A) = {{q1 = {⟨r1, 1.2, 0.4, 0.6⟩, ⟨r2, 1.1, 0.3, 0.5⟩}, {q2 = {⟨r1, 1.3, 0.5, 0.6⟩, ⟨r2, 1.2, 0.5, 0.6⟩}}}

R2(q1) = {⟨r1, 1.3, 0.4, 0.5⟩, ⟨r2, 1.2, 0.3, 0.3⟩}

R2(q2) = {⟨r11.4, 0.5, 0.7⟩, ⟨r21.1, 0.6, 0.6⟩}

(R2,A) = {{q1 = {⟨r1, 1.3, 0.4, 0.5⟩, ⟨r2, 1.2, 0.3, 0.3⟩}, {q2 = {⟨r1, 1.4, 0.5, 0.7⟩, ⟨r2, 1.1, 0.6, 0.6⟩}}}

Then, τ1N o
s
= {⊙,�, (R1,A)} and τ2N o

s
= {⊙,�, (R2,A)} are two N o

s -topological space on

W.

But τ1N o
s
�τ2N o

s
= {⊙,�, (R1,A), (R2,A)}.

Because (R1,A)�(R2,A) /∈ τ1N o
s
�τ2N o

s
.So, τ1N o

s
�τ2N o

s
is not N o

s -topological space on H.

Definition 3.13. An operators of N o
s R∈τNOSCS , then neutrosophic over soft topological

interior and closure are intN o
s
(R) and clN o

s
(R) is defined as:

intN o
s
(R) = �{N : N ⊆ HandN ∈ τN o

s
} and

clN o
s
(R) = �{O : H ⊆ OandO$ ∈ τN o

s
}.

Proposition 3.14. Let (H, τN o
s
) be a N o

s -topological space and R is a subset of ⟨, then
(i) intN o

s
(R) is the largest NOS open set contained in R.

(ii) clN o
s
(R) is the smallest NOS closed set containing R.

Proof. (i) By the definition of interior, intN o
s
(R).Let N be an open set such that N ⊂ R. ∵ N

is open and N ⊂ R,then

N ⊂ intN o
s
(R) =⇒ intN o

s
(R) is the largest open set contained in R.

(ii) By the closure definition,

clN o
s
(R) = �{O : H ⊆ OandO$ ∈ τN o

s
}

clN o
s
(R) is the smallest closed set containing R.

Theorem 3.15. Let (H, τN o
s
) be a N o

s -topological space on H.Let R and Q in τNOSCS.Then,

(i) intN o
s
(⊙) = ⊙ and intN o

s
(�) =�.

(ii) intN o
s
(R) ⊆ R.

(iii) Q is a NOSOS iff Q = intN o
s
(Q).

(iv) intN o
s
(intN o

s
(R)) = intN o

s
(R)

(v) R ⊆ Q =⇒ intN o
s
(R) ⊆ intN o

s
(Q)
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(vi) intN o
s
(R)�intN o

s
(Q) ⊆ intN o

s
(R�Q)

(vii) intN o
s
(R�Q) = intN o

s
(R)�intN o

s
(Q)

Proof. (i) and (ii) are obviously true.

(iii) If Q is a NOSOS over H, then Q is itself a NOSOS over H which contains Q.

So,Q is the largest N o
s contained in Q

=⇒ intN o
s
(Q) = Q.

Conversely, suppose that intN o
s
(Q) = Q.then Q ∈ τN o

s
.

(iv) Let intN o
s
(R) = Q.

Then, intN o
s
(Q) = Q from (iii).

=⇒ intN o
s
(intN o

s
(R)) = intN o

s
(R)

(v) Suppose that R ⊆ Q.As intN o
s
(R) ⊆ R ⊆ Q.intN o

s
(R) is a Neutrosophic over soft subset

of Q
From definition (3.2) we get, intN o

s
(R) ⊆ intN o

s
(Q).

(vi) It is clear that R ⊆ R�Q and Q ⊆ R�Q.

Thus,

intN o
s
(R) ⊆ intN o

s
(R)�intN o

s
(Q) and

intN o
s
(Q) ⊆ intN o

s
(R)�intN o

s
(Q)

=⇒ intN o
s
(R)�intN o

s
(Q) ⊆ intN o

s
(R�Q) [By (v)].

(vii) Clearly w.k.t.

intN o
s
(R�Q) ⊆ intN o

s
((R)) and intN o

s
(R�Q) ⊆ intN o

s
((Q))[By (v)].

So, that intN o
s
(R�Q) ⊆ intN o

s
(R)�intN o

s
(Q)

Also,intN o
s
(R) ⊆ R and intN o

s
(Q) ⊆ Q we have

intN o
s
(R)�intN o

s
(Q) ⊆ R�Q.

=⇒ intN o
s
(R�Q) = intN o

s
(R)�intN o

s
(Q)

Example 3.16. Let H = {r1, r2} be the two team in an company and

A = {punctuality(q1), accuracy of target(q2)}. Then

(R1,A) = {q1 = {⟨r1, 1.3, 0.3, 0.1⟩, ⟨r2, 1.3, 0.5, 0.3⟩}, {q2 = {⟨r1, 1.1, 0.3, 0.1⟩, ⟨r2, 1.2, 0.5, 0.4⟩}},

{q3 = {⟨r1, 1.2, 0.3, 0.1⟩, ⟨r2, 1.1, 0.5, 0.2⟩}}}

(R2,A) = {{q1 = {⟨r1, 1.2, 1.2, 0.1⟩, ⟨r2, 1.6, 0.6, 0.5⟩}}, {q2 = {⟨r1, 1.1, 1.1, 0.1⟩, ⟨r2, 1.5, 0.5, 0.5⟩}},

{q3 = {⟨r1, 1.1, 1.2, 0.1⟩, ⟨r2, 1.4, 0.6, 0.4⟩}}}

(R3,A) = {{q1 = {⟨r1, 1.4, 1.4, 0.2⟩, ⟨r2, 1.2, 0.4, 0.2⟩}}, {q2 = {⟨r1, 1.3, 1.1, 0.2⟩, ⟨r2, 1.1, 0.4, 0.1⟩}},

{q3 =, {⟨r1, 1.3, 1.4, 0.1⟩, ⟨r2, 1.1, 0.3, 0.2⟩}}}
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Then, τN o
s
= {⊙,�, (R1,A)}.

intN o
s
(R2,A) = ⊙

intN o
s
(R3,A) = ⊙

Then, intN o
s
(R2,A)�intN o

s
(R3,A) = ⊙

intN o
s
((R2,A)�(R3,A)) = (R1,A)

∴ intN o
s
((R2,A)�(R3,A)) ̸= intN o

s
(R2,A)�intN o

s
(R3,A)

Theorem 3.17. Let (H, τN o
s
) be a N o

s -topological space on H.Let R and Q in τNOSCS.Then,

(i) clN o
s
(⊙) = ⊙ and clN o

s
(�) =�.

(ii) clN o
s
(R) ⊇ R.

(iii) Q is a NOSCS iff Q = clN o
s
(Q).

(iv) clN o
s
(clN o

s
(R)) = clN o

s
(R)

(v) R ⊆ Q =⇒ clN o
s
(R) ⊆ clN o

s
(Q)

(vi) clN o
s
(R)�clN o

s
(Q) = clN o

s
(R�Q)

(vii) clN o
s
(R�Q) ⊆ clN o

s
(R)�clN o

s
(Q)

Proof. (i) and (ii) are obviously true.

Proof of (vi) and (vii) similar to the Theorem 2.3 (vi) and (vii)

(iii) If R is a NOSCS on H then R is itself a NOSCS over H which contains R.

∴ R is a smallest NOSCS containing R. and R = clN o
s
(R).

Conversely, Suppose that R = clN o
s
(R). As. R is a NOSCS, so R is a NOSCS

over H.

(vi) R is a NOSCS then by the proof (iii)

R = clN o
s
(R)..

(v) Suppose R ⊆ Q.Then every neutrosophic over soft closed super-set of Q also

contained in R.

=⇒ super-sets of Q is also a NOSCS. Thus,

clN o
s
(R) = clN o

s
(Q).

Example 3.18. Let W = {r1, r2} be the two team in an company and

A = {punctuality(q1), accuracy of target(q2)}. Then R,Q and V ∈ τNOSOS such that

(R1,A) = {q1 = {⟨r1, 1.3, 0.3, 0.1⟩, ⟨r2, 1.3, 0.5, 0.3⟩, {q2, {⟨r1, 1.1, 0.3, 0.1⟩, ⟨r2, 1.2, 0.5, 0.4⟩}}},

{q3 = {⟨r1, 1.2, 0.3, 0.1⟩, ⟨r2, 1.1, 0.5, 0.2⟩}}}

(R2,A) = {{q1 = {⟨r1, 1.2, 1.2, 0.1⟩, ⟨r2, 1.6, 0.6, 0.5⟩}}, {q2 = {⟨r1, 1.1, 1.1, 0.1⟩, ⟨r2, 1.5, 0.5, 0.5⟩}},

{q3 = {⟨r1, 1.1, 1.2, 0.1⟩, ⟨r2, 1.4, 0.6, 0.4⟩}}}
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(R3,A) = {{q1 = {⟨r1, 1.4, 1.4, 0.2⟩, ⟨r2, 1.2, 0.4, 0.2⟩}}, {q2 = {⟨r1, 1.3, 1.1, 0.2⟩, ⟨r2, 1.1, 0.4, 0.1⟩}},

{q3 =, {⟨r1, 1.3, 1.4, 0.1⟩, ⟨r2, 1.1, 0.3, 0.2⟩}}}

Then, τN o
s
= {⊙,�, (R1,A)}.

τ$N o
s
= {�,⊙,R$}

clN o
s
(R2,A) =�

clN o
s
(R3,A) =�

Then, clN o
s
(R2,A)�clN o

s
(R3,A) =�

clN o
s
((R2,A)�(R3,A)) =�

∴ clN o
s
((R2,A)�(R3,A)) = clN o

s
(R2,A)�clN o

s
(R3,A)

4. Measure Of Correlation for Neutrosophic Over Soft Set

Definition 4.1. Let J = (JN o
s
, E) and W = (WN o

s
, E) be a N o

s -set over an non-empty set H
is of the form

J = {(e, {⟨h,ℵJ (h), ðJ (h),ΥJ (h)⟩ : h ∈ H}) : e ∈ E}

W = {(e, {⟨h,ℵW(h),ðW(h),ΥW(h)⟩ : h ∈ H}) : e ∈ E}

Then the ℵs correlation coefficient of J and W is

φ(J ,W) =
K(J ,W)

n(
√

K(J ,J ).K(W,W))
(5)

Where

K(J ,W) =
n∑

ϱ=1

(
(ℵJ (hϱ))

2.(ℵW(hϱ))
2 + (ðJ (hϱ))2.(ðW(hϱ))

2 + (ΥJ (hϱ))
2.(ΥW(hϱ))

2
)

K(J ,J ) =
n∑

ϱ=1

(
(ℵJ (hϱ))

2.(ℵJ (hϱ))
2 + (ðJ (hϱ))2.(ðJ (hϱ))2 + (ΥJ (hϱ))

2.(ΥJ (hϱ))
2
)

K(W,W) =

n∑
ϱ=1

(
(ℵW(hϱ))

2.(ℵW(hϱ))
2 + (ðW(hϱ))

2.(ðW(hϱ))
2 + (ΥW(hϱ))

2.(ΥW(hϱ))
2
)

Proposition 4.2. Let J and W be a N o
s -set on an non-empty set H. Then it satisfies the

following condition

1. 0 ≤ φ(J ,W) ≤ 1

2. φ(J ,W) = 1
n iff J = W

3. φ(J ,W) = 1 iff J = W and n = 1

4. φ(J ,W) = φ(W,J )
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Proof. 1. 0 ≤ φ(J ,W) ≤ 1

The definition of N o
s -set is conclude that ℵ, ð,Υ : H → [0,Ω] so 0 ≤ φ(J ,W)

Now we have to prove φ(J ,W) ≤ 1

K(J ,W) =
n∑

ϱ=1

(
(ℵJ (hϱ))

2.(ℵW(hϱ))
2 + (ðJ (hϱ))2.(ðW(hϱ))

2 + (ΥJ (hϱ))
2.(ΥW(hϱ))

2
)

= [(ℵJ (h1))
2.(ℵW(h1))

2 + (ðJ (h1))2.(ðW(h1))
2 + (ΥJ (h1))

2.(ΥW(h1))
2]

+[(ℵJ (h2))
2.(ℵW(h2))

2 + (ðJ (h2))2.(ðW(h2))
2 + (ΥJ (h2))

2.(ΥW(h2))
2]

+ · · ·+ [(ℵJ (hn))
2.(ℵW(hn))

2 + (ðJ (hn))2.(ðW(hn))
2 + (ΥJ (hn))

2.(ΥW(hn))
2]

By Cauchy-Schwartz inequality, we get

(K(J ,W))2 ≤
(
[(ℵJ (h1))

4 + (ðJ (h1))4 + (ΥJ (h1))
4] + [(ℵJ (h2))

4 + (ðJ (h2))4 + (ΥJ (h2))
4] + · · ·

+[(ℵJ (hn))
4 + (ðJ (hn))4 + (ΥJ (hn))

4]
)
.
(
[(ℵW(h1))

4 + (ðW(h1))
4 + (ΥW(h1))

4]

+[(ℵW(h2))
4 + (ðW(h2))

4 + (ΥW(h2))
4] + · · ·+ [(ℵW(hn))

4 + (ðW(hn))
4 + (ΥW(hn))

4]
)

≤
(
[(ℵJ (h1))

2(ℵJ (h1))
2 + (ðJ (h1))2(ðJ (h1))2 + (ΥJ (h1))

2(ΥJ (h1))
2] + [(ℵJ (h2))

2(ℵJ (h2))
2

+(ðJ (h2))2(ðJ (h2))2 + (ΥJ (h2))
2(ΥJ (h2))

2] + · · ·+ [(ℵJ (hn))
2(ℵJ (hn))

2

+(ðJ (hn))2(ðJ (hn))2 + (ΥJ (hn))
2(ΥJ (hn))

2]
)(

[(ℵW(h1))
2(ℵW(h1))

2 + (ðW(h1))
2(ðW(h1))

2

+(ΥW(h1))
2(ΥW(h1))

2] + [(ℵW(h2))
2(ℵW(h2))

2 + (ðW(h2))
2(ðW(h2))

2 + (ΥW(h2))
2(ΥW(h2))

2]

+ · · ·+ [(ℵW(hn))
2(ℵW(hn))

2 + (ðW(hn))
2 + (ðW(hn))

2 + (ΥW(hn))
2(ΥW(hn))

2]
)

= (K(J ,J ))(K(W,W))

=⇒ (K(J ,W))2 ≤ [(K(J ,W))(K(J ,W))]

=⇒ K(J ,W) ≤
√

[(K(J ,W))(K(J ,W))]

Then,

K(J ,W) ≤ n
√
[(K(J ,W))(K(J ,W))]

∴ 0 ≤ φ(J ,W) ≤ 1

2. φ(J ,W) = 1
n iff J = W

given that, J = W

=⇒ K(J ,W) = K(W,W) (6)

K(J ,J ) = K(W,W) (7)

From (6) and (7), we get
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φ(J ,W) =
K(J ,W)

n(
√

K(J ,J ).K(W,W))

φ(J ,W) =
K(W,W)

n(
√
K(W,W).K(W,W))

φ(J ,W) =
1

n
(8)

3. φ(J ,W) = 1 iff J = W and n = 1

Put n = 1 in (8) we get,

φ(J ,W) = 1

4. φ(J ,W) = φ(W,J )

φ(J ,W) =
K(J ,W)

n(
√

K(J ,J ).K(W,W))

φ(W,J ) =
K(W,J )

n(
√

K(W,W).K(J ,J ))

Only we have to prove K(J ,W) = K(W,J )

K(J ,W) =

n∑
ϱ=1

(
(ℵJ (hϱ))

2.(ℵW(hϱ))
2 + (ðJ (hϱ))2.(ðW(hϱ))

2 + (ΥJ (hϱ))
2.(ΥW(hϱ))

2
)

=
n∑

ϱ=1

(
(ℵW(hϱ))

2.(ℵJ (hϱ))
2 + (ðW(hϱ))

2.(ðJ (hϱ))2 + (ΥW(hϱ))
2.(ΥJ (hϱ))

2
)
= K(W,J )

=⇒ K(J ,W) = K(W,J )

Definition 4.3. Let J and W be a N o
s -set on an non-empty set H is of the form

J = {(e, {⟨h,ℵJ (h),ðJ (h),ΥJ (h)⟩ : h ∈ H}) : e ∈ E}

W = {(e, {⟨h,ℵW(h),ðW(h),ΥW(h)⟩ : h ∈ H}) : e ∈ E}

Then the Ÿs correlation coefficient of J and W is

φ∗(J ,W) =
K(J ,W)

n
[
min(K(J ,J ),K(W,W))

] (9)

Where

K(J ,W) =

n∑
ϱ=1

(
(ℵJ (hϱ))

2.(ℵW(hϱ))
2 + (ðJ (hϱ))2.(ðW(hϱ))

2 + (ΥJ (hϱ))
2.(ΥW(hϱ))

2
)
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K(J ,J ) =
n∑

ϱ=1

(
(ℵJ (hϱ))

2.(ℵJ (hϱ))
2 + (ðJ (hϱ))2.(ðJ (hϱ))2 + (ΥJ (hϱ))

2.(ΥJ (hϱ))
2
)

K(W,W) =
n∑

ϱ=1

(
(ℵW(hϱ))

2.(ℵW(hϱ))
2 + (ðW(hϱ))

2.(ðW(hϱ))
2 + (ΥW(hϱ))

2.(ΥW(hϱ))
2
)

Proposition 4.4. Let J and W be a N o
s -set on an non-empty set H. Then it satisfies the

following condition

1. 0 ≤ φ∗(J ,W) ≤ 1

2. φ∗(J ,W) = 1
n iff J = W

3. φ∗(J ,W) = 1 iff J = W and n = 1

4. φ∗(J ,W) = φ∗(W,J )

Proof. 1. 0 ≤ φ∗(J ,W) ≤ 1

By the definition of N o
s -set we know that ℵ, ð,Υ : H → [0,Ω] so 0 ≤ φ∗(J ,W)

Now we have to prove φ(J ,W) ≤ 1

K(J ,W) =

n∑
ϱ=1

(
(ℵJ (hϱ))

2.(ℵW(hϱ))
2 + (ðJ (hϱ))2.(ðW(hϱ))

2 + (ΥJ (hϱ))
2.(ΥW(hϱ))

2
)

= [(ℵJ (h1))
2.(ℵW(h1))

2 + (ðJ (h1))2.(ðW(h1))
2 + (ΥJ (h1))

2.(ΥW(h1))
2]

+[(ℵJ (h2))
2.(ℵW(h2))

2 + (ðJ (h2))2.(ðW(h2))
2 + (ΥJ (h2))

2.(ΥW(h2))
2]

+ · · ·+ [(ℵJ (hn))
2.(ℵW(hn))

2 + (ðJ (hn))2.(ðW(hn))
2 + (ΥJ (hn))

2.(ΥW(hn))
2]

By Cauchy-Schwartz inequality, we get

(K(J ,W))2 ≤
(
[(ℵJ (h1))

4 + (ðJ (h1))4 + (ΥJ (h1))
4] + [(ℵJ (h2))

4 + (ðJ (h2))4 + (ΥJ (h2))
4] + · · ·

+[(ℵJ (hn))
4 + (ðJ (hn))4 + (ΥJ (hn))

4]
)
.
(
[(ℵW(h1))

4 + (ðW(h1))
4 + (ΥW(h1))

4]

+[(ℵW(h2))
4 + (ðW(h2))

4 + (ΥW(h2))
4] + · · ·+ [(ℵW(hn))

4 + (ðW(hn))
4 + (ΥW(hn))

4]
)

≤
(
[(ℵJ (h1))

2(ℵJ (h1))
2 + (ðJ (h1))2(ðJ (h1))2 + (ΥJ (h1))

2(ΥJ (h1))
2] + [(ℵJ (h2))

2(ℵJ (h2))
2

+(ðJ (h2))2(ðJ (h2))2 + (ΥJ (h2))
2(ΥJ (h2))

2] + · · ·+ [(ℵJ (hn))
2(ℵJ (hn))

2

+(ðJ (hn))2(ðJ (hn))2 + (ΥJ (hn))
2(ΥJ (hn))

2]
)(

[(ℵW(h1))
2(ℵW(h1))

2 + (ðW(h1))
2(ðW(h1))

2

+(ΥW(h1))
2(ΥW(h1))

2] + [(ℵW(h2))
2(ℵW(h2))

2 + (ðW(h2))
2(ðW(h2))

2 + (ΥW(h2))
2(ΥW(h2))

2]

+ · · ·+ [(ℵW(hn))
2(ℵW(hn))

2 + (ðW(hn))
2 + (ðW(hn))

2 + (ΥW(hn))
2(ΥW(hn))

2]
)

= (K(J ,J ))(K(W,W))

=⇒ (K(J ,W))2 ≤ [(K(J ,W))(K(J ,W))]
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Then,

K(J ,W) ≤ n
[
min[(K(J ,W)), (K(J ,W))]

]
2. φ(J ,W) = 1

n iff J = W
given that, J = W

=⇒ K(J ,W) = K(W,W) (10)

K(J ,J ) = K(W,W) (11)

From (10) and (11), we get

φ∗(J ,W) =
K(J ,W)

n
[
min[K(J ,J ).K(W,W)]

]
φ∗(J ,W) =

K(W,W)

n
[
min[K(W,W).K(W,W)]

]
φ∗(J ,W) =

1

n
(12)

3. φ∗(J ,W) = 1 iff J = W and n = 1

Put n = 1 in (12) we get,

φ∗(J ,W) = 1

4. φ∗(J ,W) = φ(W,J )

φ∗(J ,W) =
K(J ,W)

n
[
min[K(J ,J ).K(W,W)]]

φ∗(W,J ) =
K(W,J )

n
[
min[K(W,W).K(J ,J )]]

Only we have to prove K(J ,W) = K(W,J )

K(J ,W) =

n∑
ϱ=1

(
(ℵJ (hϱ))

2.(ℵW(hϱ))
2 + (ðJ (hϱ))2.(ðW(hϱ))

2 + (ΥJ (hϱ))
2.(ΥW(hϱ))

2
)

=

n∑
ϱ=1

(
(ℵW(hϱ))

2.(ℵJ (hϱ))
2 + (ðW(hϱ))

2.(ðJ (hϱ))2 + (ΥW(hϱ))
2.(ΥJ (hϱ))

2
)
= K(W,J )

=⇒ K(J ,W) = K(W,J )

∴ φ∗(J ,W) = φ∗(W,J )
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5. Flow Chart To Solving N o
s -set Using Correlation Measure

6. Numerical Illustration

Assume an effective instance that helps the awarding committee to make a decision to find

top-performing student of the year 2022-2023.top-performing students are selected not only

by their education also with many criteria.

Similar situation arises for GFC school they are conducting an competition to select a top-

performing student. Now they have to superior one student out of three. So for this situation

we are applying ℵs and Ÿs correlation for the set N o
s -set.

Replacement and Criteria:

Let us take three students as S, R, Y .Required Qualities as Education,

Self Discipline, Honesty and Awards as First Place, Second Place and Third

Place.[Replacement={Students,Awards} and Criteria={Education, Self Discipline, Honesty}]
Where, Education={clearance of all subject,knowledge over subject,general knowledge,team

work,creativity in project work,involvement in school educational and sports programs}
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Self Discipline= {acceptance,willpower,hard work,persistence,punctuality,regular prac-

tice,behaviour}
Honesty={truthfulness,trust towards the student,sincere in following rules and regulation}

Analized Data:

X Education Self Discipline Honesty

S (1.8,0.7,0.6) (1.5,0.3,0.8) (1.6,0.9,0.4)

Y (1.2,0.7,0.9) (1.6,0.7,0.6) (1.4,0.6,0.3)

R (1.3,1.1,0.5) (0.8,1.5,0.6) (1.4,0.8,0.8)

Table 1. Relation between Students and Required Qualities

Z First Place Second Place Third Place

Education (0.9,1.5,0.4) (0.5,1.3,0.6) (1.5,0.5,0.6)

Self Discipline (1.1,0.5,0.3) (1.5,0.6,0.7) (1.4,0.3,0.7)

Honesty (1.3,0.7,0.8) (1.1,0.7,0.4) (0.9,0.8,0.6)

Table 2. Relation between Required Qualities and Places

φ First Place Second Place Third Place

S 0.2385 0.2420 0.3155

Y 0.2767 0.3032 0.2961

R 0.2529 0.2118 0.2161

Table 3. ℵs Correlation between Students and Places
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φ∗ First Place Second Place Third Place

S 0.3527 0.3678 0.4719

Y 0.3138 0.3535 0.3300

R 0.2947 0.2537 0.2547

Table 4. Ÿs Correlation between Students and Places

Student Place

S Third Place

Y Second Place

R First Place

Table 5. Summery

Thus the student R got first place and awarded for the top-performing student of the year

2022-2023.Also, Student Y and S got second and third place.

7. Conclusion

This manuscript breaks new ground by offering a novel perspective on correlation within

the realm of Neutrosophic Over Soft Sets, contributing to the advancement of theoretical

frameworks in this specialized mathematical field. In addition to presenting a comprehensive

exploration of various operational characteristics inherent to Neutrosophic Over Soft Sets,

the manuscript introduces a fresh analytical approach by proposing a novel formula to quan-

tify correlation. The ℵs correlation and Ÿs correlation extend beyond traditional measures,

providing a nuanced understanding of the relationships within this mathematical framework.
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Furthermore, the manuscript demonstrates the practical applicability of the introduced corre-

lation measures through an illustrative scenario. In this scenario, Students R, Y, and S secure

the first, second, and third positions, respectively, culminating in the designation of Student R

as the top-performing student for the academic year 2022-2023. This synthesis of theoretical

innovation and practical application not only adds depth to the study of Neutrosophic Over

Soft Sets but also underscores the real-world relevance of the proposed measures. As such,

this manuscript holds significant implications for both theoretical researchers and practitioners

seeking advanced analytical tools within this mathematical domain.

In a similar vein, the utilization of the N o
s -set correlation measure extends across a variety

of domains, encompassing fields like medicine, industry, and construction.
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Abstract 

Plant diseases are one of the factors that lead to yield and economic losses, which have a direct effect on 

national and international food production systems. One of the most essential ways to avoid agricultural 

product loss or reduction in amount is to diagnose plant diseases promptly and accurately. Hence, the 

diagnosis process for plants is crucial and should be conducted accurately. Moreover, this study focuses 

on this process by constructing an Artificiality Diagnostics Framework (ADF) to serve the study’s objectives 

which entailed conducting diagnosis for plants in a professional and precise manner over uncertain 

environments. Thus, neutrosophic theory is considered the principal ingredient in our ADF. Due to the 

ability of neutrosophic to divide images into Truth (T(, Falsity(F), and Indeterminacy (I). Also, deep 

learning (DL) is considered another principal ingredient in treating vast samples of datasets. Our 

comparative analysis of the leaves of potatoes is conducted whether leveraging neutrosophic and without 

utilizing Neutrosophic. ResNet50, ResNet152, and Mobile Net are the principal ingredients for the training 

dataset. The findings of implementing these networks indicated that ResNet50 achieved the highest 

accuracy of 0.915 in the T domain, ResNet152 achieved the highest accuracy of 0.905 in the True(T) domain, 

and Mobile Net achieved the highest accuracy of 0.915 in Truth(T) domain. Accuracy of 0.863 in 

Indeterminate(I). 

Keywords: Neutrosophic theory, Deep Learning, plant disease 

1. Introduction 

Economic losses arise from yield losses caused by plant diseases, which have a direct effect on national and 

international food production systems.  Oerke et al. [1] estimated that 13% of the loss in agricultural 

productivity worldwide is attributed to plant diseases. From the perspective of [2] comprehension of the 

causes of plant diseases is mandatory. A conducive habitat, the pathogen, and the host are the three 

elements that help diseases develop in plants. Also, drought and plant disease[3] are factors that impact 

agricultural productivity. As a result of the spread of many plant diseases throughout the crop after 

infection, [4] regular crop monitoring is necessary since prompt disease control will stop the disease's 

progress. 

In this evolving context [5], the need to accurately and promptly identify illnesses, including early 

impediments, has never been higher. For decades[6], computer vision technology has been used in 
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agriculture to identify weeds, assess crop geometric sizes, diagnose nutritional deficiencies, and predict 

crop yields. 

Overall, plant phenotyping and precision agriculture need the diagnosis of plant diseases.  While 

diagnosing and monitoring plant diseases is important [7], conventional approaches that require a human 

visual inspection are costly, time-consuming, dependent on specialists, and unsuitable for precision 

agriculture. Furthermore, human prejudice is likely to have an impact on these methods, reducing their 

accuracy. Hence [2], solved these issues by examining the utilization of image processing methods with 

images of plants.in the same vein  [8] that employed image processing techniques to measure corn stripe 

disease, and it was shown that computer-based approaches outperformed traditional visual analysis in 

terms of accuracy. 

Nevertheless [9] decided that the degree of uncertainty in the image's data increases when two-dimensional 

images are converted from three-dimensional ones through image processing. Furthermore, many of the 

concepts in the image are also vague and ambiguous. Whilst a crucial part of image processing and pattern 

recognition [10], image segmentation is one of the trickiest processes which has many uses and 

uncertainties [9] that contribute to the difficulty of segmenting images. 

Wherefore fuzzy theory is used to the field of image segmentation[11] , to effectively express fuzzy concepts 

and information. In the discipline of image segmentation [12] , fuzzy image segmentation has grown in 

importance and popularity as a study area. Subsequently [13] established neutrosophic fuzzy clustering 

algorithm within the conventional fuzzy C-means clustering techniques. In the same vein, the study of  [14]  

confusing data in the diagnosis of skin cancer are grouped using neutrophilic c-means clustering (NCMC). 

On the other hand, the notion of Neutrosophic theory is highlighted by [15] which proposed by 

Smarandache, where the basic distinction between fuzzy and intuitionistic fuzzy logic and set is 

represented by the neutral concept that is known as Neutrosophy [16]. 

In the realms of artificial intelligence (AI) and deep learning (DL), Neutrosophic theory (NTh)[17] offers 

the necessary ability to serve as a universal framework for uncertainty analysis in data sets, particularly 

with images. 

Overall, all of these studies are considering catalyst for implementing neutrosophic theory in field of 

diagnosis the plant and classify it [18] into three sets as Truth (T), Falsity (F),and Indeterminacy 

(I).Although, we are leveraging ML especially DL  [19]  for the identification of diseases as a result of 

enhanced computing power, larger storage capabilities, and the accessibility of enormous datasets. 

Herein, Plant diseases can be diagnosed by merging NTh with DL toward establishing Artificiality 

Diagnostics Framework (ADF). We applied the established ADF to real problem through implementing 

the framework on dataset consisting of around 4000 images of potato. The findings of ADF are recorded 

and analyzed into the results and discussion section. 

2. Realm of Neutrosophic Theory 

In the context of vague and ambiguity about data and circumstances, the notion of neutrosophic was 

founded by Smarandache[15] which extended to fuzzy logic.  

 



Neutrosophic Sets and Systems, Vol. 66, 2024      97  

 

 
Fahim Ud Din, Umar Ishtiaq, Lakhdar Ragoub, Khalil Javed, Muhammad Arshad, A Generalization of Neutrosophic Metric 
Space and Related Fixed Point Results 

 

2.1 Preliminary 

This theory described in field of image processing [9, 16] as : 

- Assum ℜ be a universe in this study. A group of image pixels represent as  𝜗 = 𝜔 ∗ 𝜔.whilst 𝜔 ⊆  ℜ, 

and  𝜔  is an argument. 

- Herein, neutrosophic image can be described as 𝜕 , Ϝ, ℓ are symbols of truth, false and indeterminacy. 

- Each pixel p(χ, ν) in the neutrosophic image can be described as  pNeu (χ, ν) = {∂(χ, ν), ℓ(χ, ν), Ϝ(χ, ν)}. 

∂(χ, ν) =
κ̅ (χ,ν)−κ̅ min

κ̅ max−κ̅ min
                                                       (1) 

Where: κ̅ (χ, ν)is the region mean value of κ(χ, ν) 

κ̅ (χ, ν) =
1

ω ∗ ω
∑ ∑ κ(m, n)

i+ω
2⁄

n=i−ω
2⁄

i+ω
2⁄

m=i−ω
2⁄

                 (2) 

 

ℓ(χ, ν) =
℘(χ,ν)−℘min

℘max−℘min
                                                      (3) 

where: ℘(χ, ν)is the absolute value of the difference between intensity κ(χ, ν) and its local mean value 

at κ(χ, ν).whilst ℓ  is indeterminacy degree of pNeu  

℘(χ, ν) = abs(κ(χ, ν) − κ̅ (χ, ν))                          (4) 

where: κ(χ, ν)  is the gray value of p(χ, ν) 

Ϝ(χ, ν) = 1 − ∂(χ, ν)                                                  (5) 

 

- whereas, in interval neutrosophic,  pINeu  described according to interval number set as:  

 pINeu = {[∂1(χ, ν), ∂2(χ, ν)], [ ℓ1(χ, ν), ℓ2(χ, ν)], [Ϝ1(χ, ν), Ϝ2(χ, ν)} (6) 

 

2.2 Applications of Neutrosophic 

According to bibliometrics analysis [20], we are conducted analysis based on web of science (WoS) 

database  for prior studies and terms which related to our scope. VoS viewer software is utilized for 

showcases the findings of queries conducted on WoS for applying neutrosophic in various domains. 

2.2.1 Neutrosophic in Agriculture 

We conducted bibliometric analysis based on certain keywords such as (“Agriculture” AND 

“Neutrosophic”) The findings of this process showcase as following Figure 1 where query conducted 

for Co-citation based on Co-Sources for mentioned key words. The findings indicated that 14 items 

which classified into two clusters. Cluster 1 has seven items with red color and cluster 2 has seven 

items with green color. 

2.2.2 Neutrosophic in Healthcare 

Figure 2 illustrated bibliometric analysis which conducted certain keywords such as (“Healthcare” AND 

“Neutrosophic”) for Co-citation based on Co-Sources for mentioned key words. The findings indicated 

that 12 items which classified into two clusters. Cluster 1 has six items with red color and cluster 2 has six 

items with green color. 

2.2.3 Neutrosophic in Climate 

The conducted bibliometric analysis for Co-citation based on Co-Sources for utilizing neutrosophic in 

climate has been represented in Figure 3. According to this Figure, there are two clusters. Each cluster 
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has 6 items. Overall, there are 12 items resulted of query (“Climate” AND “Neutrosophic”) for Co-

citation based on Co-Sources. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Visualization network for Co-citation based on Co-Sources in agriculture. 
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Figure 2. Visualization network for Co-citation based on Co-Sources in healthcare. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Visualization network for Co-citation based on Co-Sources in climate. 

3. Related Work 
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Herein, we attempted to ensemble the prior studies which related to our scope; through surveys have 

been conducted. The surveys’ findings indicated that not many literary works treat uncertainty and 

incomplete data. Thereby, this study covered this issue through merging Neutrosophic with DL and 

established ADF. Table 1 illustrates a set of related studies. 

Table 1. previous literary studies 

Ref # Methodology Objectives Dataset Findings 

Paul et al. 

[21] 

In this study, the author built a 

custom lightweight CNN model 

and compared it with some CNN 

models based on the transfer 

learning principle. 

Tomato disease 

detection and 

classification 

The dataset, called multi-

source tomato disease, was 

collected from a single 

source consisting of 11 

varieties and containing 

32,535 images. 

The proposed model 

achieved the best 

with data 

augmentation 

accuracy 95% and 

without 89%. 

 Memon et 

al.[22] 

Build Meta DL Model and Compare 

Accuracy it With Custom CNN 

Model, Vgg16 Transfer learning and 

ResNet50 Model 

Identify and 

detect cotton leaf 

diseases 

The cotton data set with 

2384 samples. The utilized 

data divided into seven 

classes: nutrient 

deficiency, healthy, 

leafspot, powdery mildew, 

target spot, verticillium, 

and leaf curl) 

The Proposed Model 

achieve 98.53% 

Rangarajan 

et al.[23] 

Train two Deep learning Model 

Vgg16 and Alex Net based of 

Transfer Learning and Compare 

accuracy of them 

Detect Tomato 

Leaves Disease 

The dataset consists of 

seven categories, including 

the health category, which 

consists of 13,262 images 

extracted from the plant 

Village Dataset. 

Alex Net achieved 

best Accuracy 97.49 

With better 

performance 

Bi  et 

al.[24] 

Scholars build mobile phone-based 

models based on Mobile Net and 

compare it with InceptionV3 and 

ResNet152 in terms of speed in 

image prediction.  

Detecting 

diseases of apple 

leaves by low-cost 

model 

The data set consists of 

two categories (Alternaria 

leaf spots and rust leaves) 

and contains 334 images. 

The data set was collected 

by a group of experts. 

The best model in 

terms of image 

processing speed is 

Mobile Net with the 

fastest speed of .22 

seconds 

Dahiya et 

al.[25] 

In this research, the author trained a 

group of the most famous types of 

deep learning models on plant 

diseases Dataset such as Google Net 

and ResNet18 and compared them 

in terms of accuracy. 

Analysis of some 

deep learning 

models in terms 

of accuracy in 

detecting plant 

leaf diseases 

Plant Village data set 

consists of 18 classes of 

2064 images, divided into 

70% for training, 20% for 

validation, and 10% for 

testing 

The best models 

achieved Accuracy 

is ResNet50 and 

ResNet101 

Wei et 

al.[26] 

In this work, the author made a 

comparison between a group of 

models such as Alex Net, VGG16, 

Res Net50, and DenseNet121) on 

more than one endpoint device 

(CPU, GPU, VPU). 

plant leaf disease 

identification 

The Plant Village dataset, 

which consists of 55,446 

images, is divided into 38 

classes 

The Best Model 

archive accuracy is 

DenseNet121 96.4 



Neutrosophic Sets and Systems, Vol. 66, 2024      101  

 

 
Fahim Ud Din, Umar Ishtiaq, Lakhdar Ragoub, Khalil Javed, Muhammad Arshad, A Generalization of Neutrosophic Metric 
Space and Related Fixed Point Results 

 

Rao  et 

al.[27] 

authors implemented pre trained 

Model Alex Net 

Detect Diseases 

Grape and Mango 

Leaves 

The dataset consists of 

7,222 grape leaves from 

plant Village and 1,216 

self-acquired mango 

leaves 

Model archive 

accuracy in Grape 

Dataset 99.03% and 

89% for Mango 

Dataset 

Belay et 

al.[28] 

proposed model has been built by 

combining CNN with LSTM and 

Compare it with server models such 

a InceptionV3 s VGGNet16 and  

Chickpea disease 

detection 

Chickpea Data Set which it 

consists of 3 Class and 

contain 1399 image and 

after augmenting 8391 

The Proposed Model 

achieved highest 

with 92.55 accuracy 

 

4. Data and Methods 

In this study, Potato Dataset has been utilized to compare the performance of a group of models before 

and after applying the neutrospheric technique to the data. Potato Dataset consists of around 4000 images 

divided into 3 we used Sample of It in training Model. Table 2 show Statistics of Sample. 

The methodology which is employed in this study is to correctly classify potato plant diseases, and this is 

done in two steps. The first step is to apply the Neutrosophic Domains as an image processing step. The 

second step is to train the data on deep learning models using the Transfer learning principle. Establised 

ADF is highlighted in Figure 4. 

We used three models for training data ResNet50, ResNet152, and Mobile Net. We trained models with 

Adam optimizer and lr = .0001.Model training with 50 epochs and evaluate models after each epoch with 

metrics. 

Table 2. Statistics of utilized samples 

 Classes Images Percentage Total 

Diseased Early Blight 325 0.349% 638 

Late_Blight 313 0.336% 

Healthy Healthy leaf (C2) 292 0.313 % 930 
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Figure 4. Proposed ADF 

5. Result and Discussion 

Herein, we illustrate the ADF’S findings and discuss it. 

5.1 Performance parameter  

Comparison Analysis between models with some matrices has been conducted. We evaluated the model's 

performance through recall, F1Score, Precision, and Accuracy 

5.1.1 Accuracy  

This metric is calculated from the number of correct predictions for all categories to the total number of 

predictions according to Eq.(7).  

 

Accuracy =
(TP+TN)

(TP+FP+TN+FN)
                       (7) 

5.1.2 Precision  

This measure is calculated from the number of correct predictions for a category to the total number of 

predictions in the same category through implementing Eq.(8).  

 

Precision =
TP

(TP+FP)
                                    (8) 

5.1.3 Recall 

 This metric is calculated by harmonic mean based on Eq.(9). 
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F1 Score = 2 ×
 recall × precision 

 recall + precision 
                        (9) 

We ustilized Kaggle to train all Models that has GPU Nvidia Tesla P100 With Ram 16 GB.We use Python 

Version 3.7.6 and Keras Version 2.3.1. 

5.2 Hyperparameters For Models 

All Models train with Adam optimizer through learning rate .0001, batch size 32, number of epoch 50. 

5.2.1 Original Dataset Experiment 

Summary performance of models for original dataset are listed in Table 3 without Neutrosophic Domain. 

We observed that ResNet 50 achieved highest accuracy with .873. 

Table 3. Performance o various models based on original dataset 

 

5.2.2 Neutrosophic Domains Experimental Results  

- In table 4, summary performance of models for True(T) NS Domain has been showcased. whilst 

ResNet152 achieved highest accuracy with .0.905. 

- Whereas performance of models for Falsity(F)has been showcased and listed in Table 5. Therefore, 

ResNet50 achieved highest accuracy with 0.905. 

- Table 6 summary performance of models for Indeterminate (I) has been summarized. Moreover, NS 

Domain Mobile Net achieved highest accuracy with .863%. 

-  

Table 4. Dataset True(T) 

 

Table 5. Dataset Falsity (F) 

 

Table 6. Dataset (I) 

Model Accuracy Precision Recall F1 Score 

MobileNet 0.842 0.842 0.841 0.840 

ResNet50 0.873 0.871 0.870 0.870 

ResNet152 0.831 0.841 0.841 0.826 

Model Accuracy Precision Recall F1 Score 

MobileNet 0.852 0.854 0.852 0.853 

ResNet50 0.852 0.850 0.848 0.846 

ResNet152 0.905 0.907 0.901 0.901 

Model Accuracy Precision Recall F1 Score 

MobileNet 0.694 0.701 0.693 0.694 

ResNet50 0.915 0.914 0.913 0.9134 

ResNet152 0.905 0.912 0.900 0.899 
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5.3 Comparative Result of Neutrosophic Domain with the Original Dominant 

Table 7 shows best accuracy of models achieved Mobile Net achieved best accuracy in Indeterminate (I) 

domain with accuracy .863. ResNet50 and ResNet152 achieved best accuracy in True(T) domain with 

accuracy 91.5 and 0.905. Figure 5 summarized comparison of models’ accuracy.  

Table 7. Accuracy of various Models 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Accuracy of comparative models 

5.4 Confusion Matrix of MobileNet 

Figure 6. aggregated the confusion matrix for each measurement for truth (T), Indeterminate (I), and Falsity 

(F). 

  

Model Accuracy Precision Recall F1 Score 

MobileNet 0.863 0.862 0.861 0.861 

ResNet50 0.778 0.777 0.776 0.776 

ResNet152 0.831 0.841 0.827 0.826 

Model Accuracy Precision Recall F1 Score 

MobileNet 0.863 0.862 0.861 0.861 

ResNet50 0.915 0.914 0.913 0.9134 

ResNet152 0.905 0.912 0.900 0.899 

Original DataSet

DataSet True(T)

DataSet Falsity (F)

DataSet Indeterminate  (I)

0

0.2

0.4

0.6

0.8

1

ResNet50 RsNet152 MobileNet

0.873 0.873 0.842

0.852
0.905

0.852

0.915 0.905

0.684

0.778
0.831 0.863

Original DataSet DataSet True(T) DataSet Falsity (F) DataSet Indeterminate  (I)



Neutrosophic Sets and Systems, Vol. 66, 2024      105  

 

 
Fahim Ud Din, Umar Ishtiaq, Lakhdar Ragoub, Khalil Javed, Muhammad Arshad, A Generalization of Neutrosophic Metric 
Space and Related Fixed Point Results 

 

Confusion Matrix of MobileNet in domain Indeterminate (I) 

 

 

Confusion Matrix of ResNet152 in domain True(T) 

 

 

 

Confusion Matrix of ResNet50 in domain False (F) 
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Figure 6. Confusion Matrix of Mobile Net for True, False, and Indeterminate 

 

6. Conclusion  

This study attempted to cover some of the issues mentioned and determined in the prior studies. One of 

these issues was incorrect diagnosis for plant diseases. A misdiagnosis might shorten the crop's life or 

even eradicate it. Moreover, agriculture is diminishing. 

Another issue entailed in not many literary studies discuss the uncertainty and incomplete data. 

Thereby, these issues are catalysts for developing our ADF which depends on theory which characterized 

with uncertainty and has ability to treat with ambiguity circumstances. This theory is Neutrosophic which 

treats with image through three possibilities are T, I, and F. Also, we combined this theory with ML 

especially DL. Due to the ability of DL to treat with large volume of data. Hence, commenced acquiring 

an interest in diagnosing diseases especially plants in agriculture domain. 

Overall, we applied our constructed ADF potato dataset. Whereas the utilized dataset trained by 

ResNet50, ResNet152, and Mobile Net models Also, we conducted comparison between the performance 

of the models before and after applying Neutrosophic theory. The findings of this experiment indicated 

that Neutrosophic theory proved very effective in improving the accuracy of the models.  
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Abstract. Toplology greatly benefits from the concept of δ-cloure. Its quiet nature to extended its proper-

ties in other topological spaces. So, with the concept of quasi-coincidence Ganguly and Saha pioneered and

extensively examined the notion of δ-closure within the domain of fuzzy topological spaces.(FTS). The theory

of δ-closure in intuitionistic fuzzy topological spaces (IFTS) was further extended by Seok Jong Lee and Yeon

Seok Eom. In this work, the notion of Nδ-closure in Neutrosophic Topological Spaces (NTS) is put forward and

discussed.

Keywords: neutrosophic; δ-Closure; δ-Interior

1. Introduction

In 1965, Zadeh pioneered the concept of fuzzy sets (FS). In various areas of our daily lives,

uncertainty is handled using this innovative mathematical framework. A membership function

with the range of 0 to 1 characterizes a FS . Over the last few decades, FS is substantially

used and applied in many domains, such as computer vision [45], pattern recognition [22],

control [44], and others. Researchers in the fields of engineering [22], social sciences [45], and

medical diagnosis [45] have all found this idea to be very useful. There is a tonne of infor-

mation on FS theory in [22, 34, 45]. A specific value contained within the unit interval [0,1]

indicates the FS ’s membership function. There is some hesitation as a result, therefore it’s

not always true that an element’s non-membership function equals 1. In order to clarify this

scenario, Atanassov [2] created IFS in 1986 by including the hesitation degree known as the

hesitation margin. The definition of the hesitancy margin is 1 . Thus, a membership function

and non-membership function for an intuitionistic fuzzy setIFS have a range of [0,1] with the

additional condition that 0 1. As a result, FS theory was generalized to include IFS theory.

K.Damodharan and M.Vigneshwaran Nδ-Closure and Nδ-Interior in Neutrosophic Topological Spaces

Neutrosophic Sets and Systems, Vol. 66, 2024



Decision-making [20], pattern recognition [33], social sciences [5], medical diagnostics [33], and

other domains have all benefited from the application of the IFS theory. It is impossible for

fuzzy sets and IFS to handle data that is unclear, inconsistent, partial, or uncertain. Con-

sequently, Smarandache (Smarandache, 1999) formulated neutrosophic logic in 1998, drawing

inspiration from Neutrosophy, a philosophical paradigm that scrutinizes the origin, compo-

sition, and application of neutral elements, alongside their interplay with diverse conceptual

spectrums. A Neutrosophic set NS encompasses three distinct membership functions: ’T’ for

truth, ’I’ for indeterminate membership, and ’F’ for falsehood. The ’I’ component embodies a

notable degree of indeterminacy, a key attribute associated with mediocrity. The theoretical

frameworks of classical set theory, fuzzy sets (FS) theory, intuitionistic fuzzy sets (IFS) theory,

interval-valued fuzzy sets theory, paraconsistent theory, dialetheist theory, paradoxist theory,

and tautological theory are all encompassed and extended by the overarching NS theory. This

theoretical construct proves itself to be a robust instrument for grappling with the intricate

tapestry of ambiguous and contradictory information that pervades our real-world context.

Scholars from a multitude of disciplines have effectively harnessed NS theory to navigate their

respective domains. Notably, Wang et al. (2010) given the application of singular-valued

NS in the realms of science and engineering, providing an additional avenue for describing

uncertain, partial, imprecise, and inconsistent data. The correlation coefficient of NS found

its investigation in the works of Hanafy et al. (2012 and 2013), while Ye (2013) explored the

correlation coefficient within the context of singular-valued NS . Further exploration of the

correlation coefficient in the interval NS was undertaken by Broumi and Smaradache (2013).

In their discussion of NTS , Salama et al. [27] You can find additional research on the NS

in [21,27,29,37,40–42]. In the decision-making theory [4,39–42], data base [37], medical diag-

nosis [42], pattern recognition [11,23], and other fields, NS have been successfully employed.

In the realm of conventional topology, when delving into subjects like H-closed spaces, Kate-

tov’s and H-closed extensions, the generalizations of the Stone Weierstrass theorem, and other

related topics, the ideas of θ-closure and δ-closure emerge as valuable tools [8,9,24,35,36,43].

Given the substantial importance of these concepts, it becomes almost inevitable to seek

their extension into the context of fuzzy topological spaces (FTS). Thus, by harnessing the

notion of quasi-coincidence within FTS , Saha and Ganguly introduced and conducted a thor-

ough investigation into the innovative concept of fuzzy δ-closure. [10]. Furthermore, within

the context of intuitionistic fuzzy topological spaces (IFTS), extensive research efforts have

been directed towards examining the characteristics of continuous mappings and closure opera-

tors. [12,17–19,32]. A generalisation of the δ- closure, the idea of δ-closure in IFTS is introduced

by Ganguly and Saha [10]. NTS were first introduced in 2012 by Salama and Alblowi [26]. As

an advancement beyond the framework of intuitionistic fuzzy topological spaces (IFTS), they
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introduced the concept of neutrosophic topological spaces (NTS), along with a corresponding

neutrosophic set (NS), which encapsulates the degrees of membership, indeterminacy, and

non-membership for each individual element. In 2016, P. Iswarya and Dr. K. Bageerathi [16]

contributed to this exploration by proposing the novel concepts of neutrosophic semiopen sets,

neutrosophic semiclosed sets, neutrosophic semi-interior, and neutrosophic semi-closure within

the context of neutrosophic topological spaces (NTS). In the subsequent year, Parimala M et

al(2018). elaborated on some new notions of homeomorphism within the same neutrosophic

topological framework (NTS) [25]. This evolutionary trajectory continued into the year 2022,

when Shuker Mahmood Khalil delved into the realm of Neutrosophic Delta Generated Per-

Continuous Functions in neutrosophic topological spaces (NTS) [30]. Seok Jong Lee and Yeon

Seok Eom [43] developed the concepts of δ-closure and δ-Interior in IFTS in 2012. We are

extending the aforementioned ideas to NS in this study. With the help of examples, we discuss

some of the fundamental characteristics of Nδ-Closure and Nδ-Interior in NTS .

2. Perliminaries

This part of the study gives an insight to the pertinent and basic preparatory operations

about NS ’s

Definition 2.1. [26] Consider a non-empty fixed set S. A neutrosophic set

I (NS) can be characterized as an entity taking the following structure: I =

{〈s, µm (I (s)) , σi (I (s)) , νnm (I (s))〉 ∀s ∈ S}, where µm (I (s)), σi (I (s))and νnm (I (s)) rep-

resents the degrees of membership function, indeterminacy function and nonmembership func-

tion of each element s ∈ S to the set I.

Remark 2.2. [26] A NS

I = {〈s, µm (I (s)) , σi (I (s)) , νnm (I (s))〉 ∀s ∈ S} can be represented by an ordered triple

〈µm (I (s)) , σi (I (s)) , νnm (I (s))〉 within the interval ]−0, 1+[ defined over the set S.

Definition 2.3. [26] Consider I as a neutrosophic set NS in the format

I = {〈s, µm (I (s)) , σi (I (s)) , νnm (I (s))〉 ∀s ∈ S}, Subsequently, the complement of I, denoted

as Ic, can be stipulated as Ic = {〈s, νnm (I (s)) , σi (I (s)) , µm (I (s))〉 ∀s ∈ S}

Definition 2.4. [26] Suppose there are two NSs with the structure, I and J.

I = {〈s, µm (I (s)) , σi (I (s)) , νnm (I (s))〉 ∀s ∈ S} and

J = {〈s, µm (J (s)) , σi (J (s)) , νnm (J (s))〉 ∀s ∈ S}.
Then,

i) Subsets (I ⊆ J) may be defined as follows I ⊆ J if and only if

µm (I (s)) ≤ µm (J (s)) , σi (I (s)) ≥ σi (J (s)) , νnm (I (s)) ≥ νnm (J (s))
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ii) Subsets I = J if and only if I ⊆ J and J ⊆ I
iii) The union of subsets I ∪ J can be defined in the following manner:

I ∪ J = {s,max [µm (I (s) , µm (J (s)))] ,min [σi (I (s)) , σi (J (s))] ,

min [νnm (I (s)) , νnm (J (s))]∀s ∈ S},
iv) The intersection of subsets I ∩ J can be defined in the following manner:

I ∩ J = {s,min [µm (I (s) , µm (J (s)))] ,max [σi (I (s)) , σi (J (s))] ,

max [νnm (I (s)) , νnm (J (s))]∀s ∈ S},

Definition 2.5. [26] A NT (S, τ̀) that meets the axioms listed below

i) 0N , 1N ∈ τ̀ ,

ii) H1 ∩H2 ∈ τ̀ for any H1, H2 ∈ τ̀ ,

iii) ∪Hi ∈ τ̀ ∀ {Hi : i ∈ J} ⊆ τ̀ Then the pair (S, τ̀) or simply S is called a NTS .

Definition 2.6. [7] Let I be a NS contained in a NTS , representing (S, τ̀). Then

i) Nint (I) =
⋃
{J/J is aNOS in (S, τ̀) and J ⊆ I} is termed as the neutrosophic interior

of I;

ii) Ncl (I) =
⋂
{J/J is aNCS in (S, τ̀) and J ⊇ I} is termed as the neutrosophic closure

of I.;

Theorem 2.7. [6] For any NS I in a NTS (S, τ̀), we have

i) Ncl (Ic) = (Nint (I))c and

ii) Nint (Ic) = (Ncl (I))c

Definition 2.8. [15] Let υ, ω, ξ ∈ [0, 1] and υ+ω+ξ ≤ 3. A neutrosophic point(NP) s(υ,ω,ξ)of

S is a NP of S, defined as

s(υ,ω,ξ)(t) =

{
(υ, ω, ξ), if t = s;

(0, 1, 1), if t 6= s.

In this context, ’s’ is referred to as the support of s(υ,ω,ξ) and υ, ω and ξ, respectively. A NP

s(υ,ω,ξ) is considered to be a member of a NS

I = 〈µm (I (s)) , σi (I (s)) , νnm (I (s))〉 in the set S, shown by s(υ,ω,ξ) ∈ I if υ ≤ µm (I (s)) , ω ≤
σi (I (s)) and ξ ≥ νnm (I (s)).

Definition 2.9. [1] Let A be a NS in a NTS (S, τ̀). A is said to be

i) a neutrosophic semi-open set of S, if there exists aNOS B of S such thatB ≤ A ≤ cl (B).

ii) a NROS of S, if Nint (Ncl (A)) = A. The complement of a NROS is said to be a NRCS .
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3. Neutrosophic δ-Closure and δ-Interior

Definition 3.1. Let (S, τ̀) be aNTS . Let I be aNS and let s(υ,ω,ξ) be a NP. s(υ,ω,ξ) is considered

to be neutrosophically quasi-coincident with I [denoted by s(υ,ω,ξ)qI] if υ + µm(I(s)) > 1;ω +

σi(I(s)) < 1 and ξ + νnm(I(s)) < 1.

Definition 3.2. Let I and J be two NS ’s. I is said to be neutrosophic quasi coincident with

J [denoted by IqJ ] if µm(I(s)) + µm(J(s)) > 1;σi(I(s)) + σi(J(s)) < 1 and νnm(I(s)) +

νnm(J(s)) < 1. The term ’not quasi-coincident’ will be abbreviated as q̃.

Proposition 3.3. Consider two NS, I and J, and an NP in S, s(υ,ω,ξ). Then

i) Iq̃Jc ⇔ I ⊆ J
ii) IqJ ⇔ I 6⊆ Jc

iii) s(υ,ω,ξ) ⊆ I ⇔ s(υ,ω,ξ)q̃I
c

iv) s(υ,ω,ξ)qI ⇔ s(υ,ω,ξ) 6⊆ Ic

Theorem 3.4. Let s(υ,ω,ξ) be a NP in S, and

I = 〈µm (I (s)) , σi (I (s)) , νnm (I (s))〉 a NS in S. Then s(υ,ω,ξ) ∈ Ncl (I) if and only if IqN ,

for any N q-nhd N of s(υ,ω,ξ).

Proof. Consider that Iq̃N exists for every N ∈ N q
ε

(
s(υ,ω,ξ)

)
. In this case, s(υ,ω,ξ)qG ≤ N and

Gq̃I exist for a set G ∈ τ̀ . since Gc is a NCS and by Proposition 3.3, we have Ncl (I) ≤ Gc.

Also since s(υ,ω,ξ) /∈ Gc, we have s(υ,ω,ξ) /∈ Ncl (I). Since, which is contradiction.

Conversely, suppose s(υ,ω,ξ) /∈ Ncl (I). Then, s(υ,ω,ξ) /∈ V and I ≤ V exist for a NCS V. Hence

by Proposition 3.3, V c ∈ τ̀ such that s(υ,ω,ξ)qV
c and Iq̃V c. Since, which is a contradiction.

Example 3.5. Consider (X, τ) as a NTS with X as X = {p, q, r} and D1, D2, D3, D4 as NS ’s

D1 =
〈( p

0.3 ,
q
0.3 ,

r
0.2

)
,
( p
0.3 ,

q
0.2 ,

r
0.2

)
,
( p
0.4 ,

q
0.6 ,

r
0.6

)〉
D2 =

〈( p
0.4 ,

q
0.6 ,

r
0.6

)
,
( p
0.5 ,

q
0.4 ,

r
0.4

)
,
( p
0.3 ,

q
0.3 ,

r
0.2

)〉
D3 =

〈( p
0.4 ,

q
0.6 ,

r
0.6

)
,
( p
0.3 ,

q
0.2 ,

r
0.2

)
,
( p
0.3 ,

q
0.3 ,

r
0.2

)〉
D4 =

〈( p
0.3 ,

q
0.3 ,

r
0.2

)
,
( p
0.5 ,

q
0.4 ,

r
0.4

)
,
( p
0.4 ,

q
0.6 ,

r
0.6

)〉
now the complement of D1, D2, D3, D4 are

Dc
1 =

〈( p
0.4 ,

q
0.6 ,

r
0.6

)
,
( p
0.3 ,

q
0.2 ,

r
0.2

)
,
( p
0.3 ,

q
0.3 ,

r
0.2

)〉
Dc

2 =
〈( p

0.3 ,
q
0.3 ,

r
0.2

)
,
( p
0.5 ,

q
0.4 ,

r
0.4

)
,
( p
0.4 ,

q
0.6 ,

r
0.6

)〉
Dc

3 =
〈( p

0.3 ,
q
0.3 ,

r
0.2

)
,
( p
0.3 ,

q
0.2 ,

r
0.2

)
,
( p
0.4 ,

q
0.6 ,

r
0.6

)〉
Dc

4 =
〈( p

0.4 ,
q
0.6 ,

r
0.6

)
,
( p
0.5 ,

q
0.4 ,

r
0.4

)
,
( p
0.3 ,

q
0.3 ,

r
0.2

)〉
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Let the neutrosophic point be

s(υ,ω,ξ) =

{
(0.7, 0.4, 0.3, if x = p

(0, 1, 1) , if x 6= p.

,

where D2 =
〈( p

0.4 ,
q
0.6 ,

r
0.6

)
,
( p
0.5 ,

q
0.4 ,

r
0.4

)
,
( p
0.3 ,

q
0.3 ,

r
0.2

)〉
→ NOS

Let N =
〈( p

0.7 ,
q
0.6 ,

r
0.6

)
,
( p
0.4 ,

q
0.4 ,

r
0.4

)
,
( p
0.3 ,

q
0.3 ,

r
0.2

)〉
D2 ⊆ N therefore N is N q-nhd N of s(υ,ω,ξ)

Let I =
〈( p

0.7 ,
q
0.6 ,

r
0.6

)
,
( p
0.4 ,

q
0.4 ,

r
0.4

)
,
( p
0.3 ,

q
0.3 ,

r
0.2

)〉
, also IqN

⇒ s(υ,ω,ξ) ∈ Ncl (I)

In NTS , we put forward the idea of neutrosophic δ-closure.

Definition 3.6. Consider (S, τ̀) as a (NTS). A NP s(υ,ω,ξ) is said to be a neutroscophic δ-

cluster point of a NS I if AqI for each N q
RO-nhd A of s(υ,ω,ξ). The set of all neutroscophic

δ-cluster point of I is called the neutrosophic δ-closure of I and denoted by Nclδ (I). A NS I

is said to be a Nδ−CS if I = Nclδ (I). A Nδ−OS is considered to be the exact opposite of a

Nδ−CS .

Definition 3.7. Given a NTS (S, τ̀), let I be a NS in S. Nintδ (I) = (Nclδ (Ic))c is the notation

and definition of the neutrosophic δ-interior of I.

Remark 3.8. The following relations can be obtained from the definition above:

i) Nclδ (Ic) = (Nintδ (I))c,

ii) (Nclδ (I))c = Nintδ (Ic).

Remark 3.9. Let I be a Nδ−OS if and only if Nintδ (I) = I because I is Nδ−OS if and only if

Ic is Nδ−CS if and only if Ic = Nclδ (Ic) if and only if I = (Nclδ (Ic))c = Nintδ (I).

Lemma 3.10. For any NOS I in a NTS (S, τ̀) such that s(υ,ω,ξ)qI, Nint (Ncl (I)) is a N q
RO-

nhd of s(υ,ω,ξ).

Proof. Clearly Nint (I) ⊆ Nint (Ncl (I)). Since I is a NOS , we have I = Nint (I) ⊆
Nint (Ncl (I)). By definition 2.9, Nint (Ncl (I)) is a NROS . Therefore Nint (Ncl (I)) is a

N q
RO-nhd of s(υ,ω,ξ).

Corollary 3.11. I is a NCS if it is a Nδ−CS in NTS (S, τ̀). The Corollary’s counterpart is

not true. Example 3.18

Theorem 3.12. Ncl (I) = Nclδ (I) exists if I corresponds to NOS in NTS (S, τ̀).
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Proof. Ensuring that Nclδ (I) ⊆ Ncl (I) is sufficient. Take any s(υ,ω,ξ) ∈ Nclδ (I). Suppose

that s(υ,ω,ξ) /∈ Ncl (I). By Theorem 3.4, there exists aN q-nhd G of s(υ,ω,ξ) such thatGq̃I. Since

Gq̃I, we haveG ⊆ Ic. Since Ic is aNCS , Ncl (G) ⊆ Ncl (Ic) = Ic. Therefore, Nint (Ncl (G)) ⊆
Nint (Ic) ⊆ Ic, i.e. Nint (Ncl (G)) q̃I. By Lemma 3.10, Nint (Ncl (I)) is a N q

RO-nhd A of

s(υ,ω,ξ) such that Nint (Ncl (I)) q̃I. Hence s(υ,ω,ξ) /∈ Nclδ (I).

Theorem 3.13. In NTS, if P is a semi-open set, then Ncl (P ) = Nclδ (P ).

Proof. Enough to show that Nclδ (P ) ⊆ Ncl (P ). Take any s(υ,ω,ξ) ∈ Nclδ (P ). Suppose

that s(υ,ω,ξ) /∈ Ncl (P ). Then there exists a N q
O-nhd Q of s(υ,ω,ξ) such that Qq̃P . As per

the definition of a semi-open set, there is a NOS R such that R ⊆ P ⊆ Ncl (R). Thus

Q ⊆ P c ⊆ Rc. Hence Ncl (Q) ⊆ Ncl (P c) ⊆ Ncl (Rc) = Rc. Also, Nint (Ncl (Q)) ⊆
Nint (Ncl (P c)) ⊆ Nint (Ncl (Rc)) = Nint (Rc) ⊆ Rc, i.e. Nint (Ncl (Q)) ⊆ Rc. Therefore

R ⊆ (Nint (Ncl (Q)))c. Hence P ⊆ Ncl (R) ⊆ (Ncl (Nint (Ncl (Q)))c) = (Nint (Ncl (Q)))c

because (Nint (Ncl (Q)))c is a NCS . Thus Nint (Ncl (Q)) q̃P . Hence s(υ,ω,ξ) /∈ Nclδ (P ).

Theorem 3.14. Given a NTS (S, τ̀), let I and J be two NS. Following that, we have the

subsequent characteristics:

i) Nclδ (0N ) = 0N

ii) I ⊆ Nclδ (I)

iii) I ⊆ J ⇒ Nclδ (I) ⊆ Nclδ (J)

iv) Nclδ (I) ∪Nclδ (J) = Nclδ (I ∪ J)

v) Nclδ (I ∩ J) ⊆ Nclδ (I) ∩Nclδ (J).

Proof. i) Obvious

ii) Since I ⊆ Ncl (I) ⊆ Nclδ (I) , I ⊆ Nclδ (I).

iii) Let s(υ,ω,ξ) be a NP in S such that s(υ,ω,ξ) /∈ Nclδ (J). Then there is a N q
RO-nhd A of

s(υ,ω,ξ) such that Aq̃J . Since I ⊆ J , we have Aq̃I. Therefore s(υ,ω,ξ) /∈ Nclδ (I).

iv) Since I ⊆ I ∪ J,Nclδ (I) ⊆ Nclδ (I ∪ J). Similarily, Nclδ (J) ⊆ Nclδ (I ∪ J). Hence

Nclδ (I) ∪Nclδ (J) ⊆ Nclδ (I ∪ J). Take any s(υ,ω,ξ) ∈ Nclδ (I ∪ J) for evidence that

Nclδ (I ∪ J) ⊆ Nclδ (I) ∪ Nclδ (J). Then for any N q
RO-nhd A of s(υ,ω,ξ), Aq (I ∪ J).

Hence, AqI or AqJ . Therefore s(υ,ω,ξ) ∈ Nclδ (I) or s(υ,ω,ξ) ∈ Nclδ (J). Hence s(υ,ω,ξ) ∈
Nclδ (I) ∪Nclδ (J).

v) Since I ∩J ⊆ I,Nclδ (I ∩ J) ⊆ Nclδ (I). Similarly, Nclδ (I ∩ J) ⊆ Nclδ (J). Therefore

Nclδ (I ∩ J) ⊆ Nclδ (P ) ∩Nclδ (J).

0.1cm
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Theorem 3.15. Considering (S, τ̀) to represent a NTS, the following remains true:

i) Finite union of Nδ−CS in S is an Nδ−CS in S

ii) Arbitrary intersection of Nδ−CSs in S is a Nδ−CS in S.

Proof. i) Let T1 and T2 beNδ−CSs. ThenNclδ (T1 ∪ T2) = Nclδ (T1)∪Nclδ (T2) = T1∪T2.
Thus T1 ∪ T2 is a Nδ−CS .

ii) Let Ti be a Nδ−CS , for each i ∈ I. To show that Nclδ (∩Ti) ⊆ ∩Ti, take any s(υ,ω,ξ) ∈
Nclδ (∩Ti). Suppose that s(υ,ω,ξ) /∈ ∩Ti. Then there exists an i0 ∈ I such that

s(υ,ω,ξ) /∈ Ti0. Since Ti0 is a Nδ−CS , s(υ,ω,ξ) /∈ Nclδ (Ti0). Therefore there exists a

N q
RO-nhd A of s(υ,ω,ξ) such that Aq̃Ti0. Since Aq̃Ti0 and ∩Ti ⊆ Ti0, we have Aq̃ (∩Ti0).

Thus s(υ,ω,ξ) /∈ Nclδ (∩Ti). This is a contradiction. Hence Nclδ (∩Ti) ⊆ ∩Ti.
0.1cm

Theorem 3.16. Let R be a NS in a NTS (S, τ̀), then Nclδ (R) is the intersection of all NRCSs

of R or

Nclδ (R) =
⋂
{H/R ⊆ H = Ncl (Nint (H))}.

Proof. Suppose that s(υ,ω,ξ) /∈
⋂
{H/R ⊆ H = Ncl (Nint (H))}. Then there exists a NRCS H

such that s(υ,ω,ξ) /∈ H and R ⊆ H. Since s(υ,ω,ξ) /∈ H, s(υ,ω,ξ)qH
c. Note that R ⊆ H if and

only if Rq̃Hc. Thus Hc is a N q
RO-nhd of s(υ,ω,ξ) such that Rq̃Hc. Hence s(υ,ω,ξ) /∈ Nclδ (R).

Let s(υ,ω,ξ) ∈
⋂
{H/R ⊆ H = Ncl (Nint (H))}. Suppose that s(υ,ω,ξ) /∈ Nclδ (R). Then

there exists a N q
RO-nhd I of s(υ,ω,ξ) such that Rq̃I. So, R ⊆ Ic. Since s(υ,ω,ξ)qI, s(υ,ω,ξ) /∈

Ic. Therefore there exists a NRCS Ic such that s(υ,ω,ξ) /∈ Ic and R ⊆ Ic. Hence s(υ,ω,ξ) /∈⋂
{H/R ⊆ H = Ncl (Nint (H))}. This is a contradiction. Thus s(υ,ω,ξ) ∈ Nclδ (R).

Remark 3.17. From the above theorem, for any NS R, Nclδ (R) is a NCS . Moreover, Nclδ (R)

becomes Nδ−CS , which will be shown in the Theorem 3.20.

Example 3.18. Let S = {a, b}, and R be the NS defined by

R = 〈(0.5, 0.3) , (0.2, 0.2) , (0.3, 0.5)〉 Let τ̀ = {0N , 1N , R}. Then τ̀ is a NT . Since

Ncl (Nint (Rc)) = Ncl (0N ) = 0N 6= Rc, Rc is not a NRCS . Hence 0N and 1N are the

only regular closed sets. thus Nclδ (Rc) =
⋂
{H/Rc ⊆ H = Ncl (Nint (H))} = 1N 6= Rc.

Hence Rc is not Nδ−CS . Therefore, Rc is a NCS which is not Nδ−CS .

Theorem 3.19. If I is a NRCS, then I is a Nδ−CS.

Proof. Let I be a NRCS . Then Ncl (Nint (I)) = I. By Theorem 3.16, Nclδ (I) =⋂
{H/I ⊆ H = Ncl (Nint (H))} = I. Thus I is Nδ−CS .
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Theorem 3.20. For any NS I, Nclδ (I) is a Nδ−CS.

Proof. By Theorem 3.15,3.16,3.19.

The following properties of neutrosophic δ-interior are the results obtained from neutro-

sophic δ-closure.

Theorem 3.21. For a NTS (S, τ̀), let I and J be two NS. Following that, we have the

subsequent characteristics:

i) Nintδ (1N ) = 1N

ii) Nintδ (I) ⊆ I
iii) I ⊆ J ⇒ Nintδ (I) ⊆ Nintδ (J)

iv) Nintδ (I ∩ J) = Nintδ (I) ∩Nintδ (J)

v) Nintδ (I) ∪Nintδ (J) ⊆ Nintδ (I ∪ J).

Theorem 3.22. Considering (S, τ̀) to represent a NTS, the following remains true:

i) Finite intersection of Nδ−OS in S is a Nδ−OS in S

ii) Arbitrary union of Nδ−OSs in S is a Nδ−OS in S.

Theorem 3.23. Given an I of type NS in the set (S, τ̀), we have Nintδ (I) =⋃
{G/Nint (Ncl (G)) = G ⊆ I}. It follows that Nintδ (I) is a NOS.

Corollary 3.24. I is a NOS if and only if I belong to a Nδ−OS in a NTS (S, τ̀).

Corollary 3.25. If I is a NROS, then I is a Nδ−OS.

Corollary 3.26. For any NS I, Nintδ (I) is a Nδ−OS.

4. Conclusion

This paper covered the fascinating natural subject of Nδ-Closure and Nδ-Interior in NTS .

It will provide many new opportunities for research into NTS , allowing us to expand on and

further analyze the ideas we presented in this paper.
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Abstract. This study investigates the philosophical foundations of the neutrosophic set(NS), as first proposed

by Smarandache. It clarifies the connection between single-valued Nss and their function as a specialized subset

in the larger context of Nss, particularly in the fields of science and engineering. This paper investigates neutro-

sophic INK-ideals(NINK-Is) within INK-algebras(INK-A) by using the notion of translation, which is positioned

as an extension of intuitionistic fuzzy sets. The notion of translation neutrosophic INK-algebras(NTINK-A)

is introduced and their fundamental characteristics are explored. In addition, properties associated with the

translation of INK-subalgebra(INK-Ss) and INK-ideals(INK-I) are investigated, along with the dynamics of

their multiplications, unions, and intersections in the context of neutrosophic INK-ideals(NINK-I). Further def-

initions and theorems are added in the article, providing comprehensive insights complexities of NINK-A.

Keywords: INK-algebra; Translation INK-ideal; Neutrosophic translation INK-ideal; Neutrosophic translation

INK-subalgebra.

1. Introduction

Zade [9] in 1965 introduced, the idea of fuzzy sets has shown to be useful in addressing un-

certainties in a variety of real-world applications, then Imai [31] and Iseki [32], [30] applied the

fuzzy set in BCI/BCK-algebras. Atanassov [2] developed the intuitionistic fuzzy set in 1983

as an extension of this concept, and it has since been used in a variety of industries, including

financial services, sales analysis, marketing of new products, negotiation techniques, and psy-

chology research. In Mathematica Japonica, an essay by Jun and Meng from 1994 [28] delves

into the subject of fuzzy p-ideals in BCI-algebras. The main goal is to comprehend these fuzzy

p-ideals’ features and attributes about BCI-algebras, algebraic structures having uses in com-

puter science and mathematical logic. Furthermore, neutrosophic probability, set, and logic
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are included in the notion of neutrosophic, which was first introduced by Smarandache [5].

A philosophical framework called neutrosophic addresses contradiction, indeterminacy, and

imperfect knowledge. Jun and Eun Hwan Roh’s [7] study, published in Open Mathematics,

extends the investigation of neutrosophic ideals in a particular kind of algebraic structure by

delving into MBJ-neutrosophic ideals of BCK/BCI-algebras. Kaviyarasu et a. explored fuzzy

p-ideals in INK-Algebra and Nss in the same algebraic structure [10]. The comprehension of

fuzzy and neutrosophic notions in the context of INK-Algebra is probably improved by these

investigations [11].

The concept of Nss is presented as a more comprehensive framework that generalizes intuition-

istic fuzzy sets in Smarandache’s [4]. In [8], Lee, Jun, and Doh published a study on fuzzy

multiplications and translations in BCK/BCI-algebras. It probably looks at these operations’

characteristics and ramifications to these algebraic structures. Agboola and Davvaz gave an

introduction to neutrosophic BCI/BCK algebras [1]. Senapati [20] explores fuzzy translations

of fuzzy H-ideals in BCK/BCI-algebras, presumably investigating the connections and impli-

cations of fuzzy translations and fuzzy H-ideals in these algebraic structures.

Senapati et a. [21] also published a paper in the Eurasian Mathematical Journal that probably

focuses on Atanassov’s intuitionistic fuzzy translations of ideals in BCK/BCI-algebras and

intuitionistic fuzzy subalgebras, thus expanding the literature on fuzzy translations to intu-

itionistic fuzzy sets. The 2016 work by Wadei F. Al-Omeri [27] and colleagues investigate the

”Ra” operator in ideal topological spaces, presumably looking at its characteristics and uses in

the setting of these spaces. Kaviyarasu and Indhira [13]presented on intuitionistic fuzzy INK-

ideals of INK-algebras.The study by Mohseni Takallo et al. [16] presents MBJ-neutrosophic

structures and their uses in BCK/BCI-algebras, probably investigating the characteristics

and importance of these structures to these algebraic systems. The 2018 study by Al-Omeri

et al. [26] examines the degree of (L, M)-fuzzy semi-precontinuous and (L, M)-fuzzy semi-

preirresolute functions, most likely with an emphasis on their continuity qualities and fuzzy

mathematics consequences. The 2019 work by Manokaran et al. [14] addresses MBJNeutro-

sophic B-Subalgebras, probably examining their characteristics and uses in the context of

neutrosophic algebraic structures.

Khalid et al. [15] investigate MBJ-neutrosophic T-ideals on B-algebras, presumably looking

into the characteristics and uses of these ideals inside the context of B-algebras.In their 2020

work, Kaviyarasu et al. [12] address the direct product of neutrosophic INKAlgebras, pre-

sumably investigating the structure and characteristics of these products with neutrosophic

algebraic systems.

Al-Omeri et al. [23] is devoted to cone metric spaces and neutrosophic fixed point theorems;

they most likely contain conclusions about the uniqueness and existence of fixed points in
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Nstings. Mixed b-fuzzy topological spaces are covered in Al-Omeri’s [24] work, which proba-

bly explores the characteristics and uses of these spaces in fuzzy topology and later examines

virtually e-I-continuous functions in another article, most likely to examine their continuity

qualities and potential uses in mathematical analysis [25]. In their 2021 work, Song et al. [19]

use MBJ-Neutrosophic structures to study commutative ideals of BCI-Algebras. They proba-

bly investigate these ideals’ characteristics and uses to BCI-Algebras. In the Hacettepe Journal

of Mathematics and Statistics, Jun’s [29] work addresses fuzzy ideal translations in BCK/BCI

algebras. This study probably investigates the transformation of fuzzy ideals inside the al-

gebraic structures. Bordbar et al. [3] investigate positive implicative ideals of BCK-algebras

based on falling shadows and Nss. They most likely look into these ideas’ characteristics and

uses, paying close attention to their implicative elements. The SuperHyperSoft Set and the

Fuzzy Extension Super HyperSoft Set are concepts that are introduced in Smarandache’s [22],

offering a fresh take on set theory with applications in neutrosophic systems. New forms of soft

sets, such as HyperSoft Set, IndetermSoft Set, IndetermHyperSoft Set, and TreeSoft Set, are

presented in another work by Smarandache [6]. These new types of soft sets give expansions

and enhancements to the theories of current soft sets. The direct product of neutrosophic

h-ideal in INK-Algebra is examined in Kaviyarasu and Rajeshwari [17]. It probably looks at

the creation and characteristics of such products inside this algebraic structure. Pura Vida

Neutrosophic Algebra is the topic of Ranulfo et al. 2023 article, which is expected to present a

novel method of algebraic structures with applications in neutrosophic systems [18]. They ex-

tended their study to intuitionistic fuzzy translations by examine the interplay between fuzzy

translations, extensions, and multiplications. The present paper uses Nss to study TINK-Is in

INK-algebras. The writers investigate the characteristics of translation INK-subalgebra and

present the idea of NINK-I. The following aspects are addressed in this discussion:

• Using translations to set up NINK-Ss.

• To discuss NTINK-Is in relation to INK-subalgebras.

• Investigating the relationship between translations of NINK-I and NINK-Ss.

• Presenting the conditions under which a translations of NINK-I can be made from an

neutrosophic INK-algebra.

• constructing the translation property for NINK-I.

A summary of the fundamental ideas of INK-algebra and Nss that are necessary for under-

standing the discussions in this paper is given in the second section. Nss are used to study

TINK-Ss and INK-I in the third section. This investigation is continued in Section four.

2. Basic Definitions

The basic components required to understand this paper are included in this section.
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Definition 2.1. [11] In algebra ,ג) ?, 0) is known as a INK-algebra if it fulfils the following

criteria for any ľ, m̌, ň ∈ .ג

(1) ((ľ ? m̌) ? (ľ ? ň)) ? (ň ? m̌) = 0

(2) (((ľ ? ň) ? (m̌ ? ň)) ? (ľ ? m̌) = 0

(3) ľ ? 0 = ľ

(4) ľ ? m̌ = 0 and m̌ ? ľ = 0⇐⇒ ľ = m̌

where ? is a binary operation and the 0 is a constant of .ג

Example 2.2. Consider INK-algebra ג = {0, 1, 2, 3, 4} with the following cayclay table.

· 0 a b c d

0 0 0 0 0 0

a a 0 a 0 0

b b b 0 b 0

c c a c 0 a

d d d d d 0

Table 1. INK-algebra

Definition 2.3. [11] If ľ ? m̌ in Ş, a non-empty subset Ş of an INK-algebra ,ג) ?, 0) is said to

be an INK-s of .ג

Definition 2.4. [12] Consider the INK-algebra ,ג) ?, 0). In INK-I of ג is a non-empty subset

I of ג that satisfies,

(1) 0 ∈ I̧

(2) ((ň ? ľ) ? (ň ? m̌)) ∈ I̧ and m̌ ∈ I̧ imply ľ ∈ I̧, ∀ ľ, m̌, ň ∈ .ג

Definition 2.5. [4] In a non-void set ,ג a Ns A is the form’s structure A ={(
,ג kTrA (ľ), kIdA (ľ), kFs

A (ľ)
)
|ľ ∈ ג

}
, where kTrA : ג → [0, 1] is a truth membership function

kIdA : →ג [0, 1] is a indeterminate membership function and kFs
A : →ג [0, 1] is a false member-

ship function.

Definition 2.6. [12] A Ns A =
〈
kT ,kI ,kF

〉
is known as a NINK-S if it meets all the

requirements of INK-algebra,

1.
(
kTrA
)

(ľ ? m̌) ≥ ∧
{(

kTrA
)

(ľ),
(
kTrA
)

(m̌)
}

2.
(
kIdA
)

(ľ ? m̌) ≥ ∧
{(

kIdA
)

(ľ),
(
kIdA
)

(m̌)
}

3.
(
kFs
A

)
(ľ ? m̌) ≤ ∨

{(
kFs
A

)
(ľ),
(
kFs
A

)
(m̌)

}
, ∀ ľ, m̌,∈ .ג
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A 0 1 2 3 4

kTr 0.5 0.4 0.2 0.5 0.1

kId 0.6 0.3 0.1 0.4 0.1

kFs 0.26 0.35 0.45 0.55 0.59

Table 2. NINK-S

Example 2.7. Define A =
〈
kTr, kId ,kFs

〉
be an neutrosophic subset of ג in Table 1.

Then A is a neutrosophic INK-S of .ג

Definition 2.8. [12] Let ג be a INK-algebra. Ns
A =

{(
,ג kTrA (ľ), kIdA (ľ), kFs

A (ľ)
)
|ľ ∈ ג

}
in ג is referred to as N-I of ,ג if it meets the following

criteria

(1) kTrA (0) ≥ kTrA (ľ),kIdA (0) ≥ kIdA (ľ) and kFs
A (0) ≤ kFs

A (ľ)

(2) kTrA (ľ) ≥ ∧
{
kTrA (ľ ? m̌),kTrA (m̌)

}
(3) kIdA (ľ) ≥ ∧

{
kIdA (ľ ? m̌), kIdA (m̌)

}
(4) kFs

A (ľ) ≤ ∨
{
kFs
A (ľ ? m̌),kFs

A (m̌)
}

. ∀ ľ, m̌ ∈ .ג

Definition 2.9. [12] Let ג be a INK-A. NSA =
{(

kTrA,ג (ľ),kIdA (ľ),kFs
A (ľ)

)
|ľ ∈ ג

}
in ג is

referred to as NINK-I of ,ג if it meets the following criteria

(1) kTrA (0) ≥ kTrA (ľ),kIdA (0) ≥ kIdA (ľ) and kFs
A (0) ≤ kFs

A (ľ)

(2) kTrA (ľ) ≥ ∧
{
kTrA ((ň ? ľ) ? (ň ? m̌)),kTrA (m̌)

}
(3) kIdA (ľ) ≥ ∧

{
kIdA ((ň ? ľ) ? (ň ? m̌)),kIdA (m̌)

}
(4) kFs

A (ľ) ≤ ∨
{
kFs
A ((ň ? ľ) ? (ň ? m̌)),kFs

A (m̌)
}

, ∀ ľ, m̌, ň ∈ .ג

3. NTINK-S

For the sake of simplicity, we shall use the symbol A =
(
kTrA , k

Id
A ,k

Fs
A

)
for the neu-

trosophic subset A =
(
ľ,kTrA , k

Id
A ,k

Fs
A ; ľ ∈ ג

)
. Throughout this paper, we take Tr, Id =

1 − sup
{
kTrA (ľ), kIdA (ľ)|ľ ∈ ג

}
and Fs = inf

{
kFs
A (ľ)|ľ ∈ ג

}
for any Ns A =

(
kTrA ,k

Id
A , k

Fs
A

)
of .ג

Definition 3.1. A Ns A =
(
kTrA ,k

Id
A , k

Fs
A

)
be a Ns of ג and %, ζ, ν ∈ [0, T s]. An ob-

ject having the form
(
ATr,Id,Fs%,ζ,ν

)Ts
=

〈(
kTrA
)Ts
%
,
(
kIdA
)Ts
ζ
,
(
kFs
A

)Ts
ν

〉
is called a neutrosophic

%, ζ, ν translations of Ns, if it satisfies
(
kTrA
)Ts
%

(ľ) = kTrA (ľ) + %,
(
kIdA
)Ts
ζ

(ľ) = kIdA (ľ) + ζ and(
kFs
A

)Ts
ν

(ľ) = kFs
A (ľ)− ν.
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Definition 3.2. A Ns A =
〈
kTr, kId ,kFs

〉
is known as a NT INK-S if it meets all the require-

ments of INK-algebra,

1.
(
kTrA
)Ts
%

(ľ ? m̌) = ∧
{(

kTrA
)Ts
%

(ľ),
(
kTrA
)Ts
%

(m̌)

}
2.
(
kIdA
)Ts
ζ

(ľ ? m̌) = ∧
{(

kIdA
)Ts
ζ

(ľ),
(
kIdA
)Ts
ζ

(m̌)

}
3.
(
kFs
A

)Ts
ν

(ľ ? m̌) = ∨
{(

kFs
A

)Ts
ν

(ľ),
(
kFs
A

)Ts
ν

(m̌)

}
.

Example 3.3. Consider INK-algebra in Table 2. Let Ts = 0.5 and we take % = 0.4, ζ =

0.3 and ν = 0.2, then the neutrosophic %, ζ ν translation is define by (kTrA )%, (kIdA )ζ and (kFs
A )ν

of A in .ג

A 0 1 2 3 4

(kTrA )% 0.9 0.8 0.6 0.9 0.5

(kIdA )ζ 0.9 0.6 0.4 0.7 0.4

(kFs
A )ν 0.16 0.15 0.25 0.35 0.39

Table 3. NT INK-Algebra

Then A is a NT INK-S of .ג

Definition 3.4. Let A be a Ns of ג and %, ζ, ν ∈ [0, 1]. An object having the form(
ATr,Id,Fs

)M
%,ζ,ν

=

〈(
kTrA
)M
%
,
(
kIdA
)M
ζ
,
(
kFs
A

)M
ν

〉
is called a N-M of A if,

(
kTrA
)M
%

(ľ) = (kTrA )M ·

%,
(
kIdA
)M
ζ

(ľ) = (kIdA )M · ζ and
(
kFs
A

)M
ν

(ľ) = (kFs
A )M · ν, for all ľ ∈ A.

Example 3.5. Consider INK-algebra in Table 2. Let Ts = 0.4 and we take % =

0.3, ζ = 0.2 and ν = 0.1, then the neutrosophic %, ζ, ν multiplication is define by

(kTrA )M% , (k
Id
A )Mζ , (k

Fs
A )Mν ) of A in .ג

A 0 1 2 3 4

(kTrA )M% 0.15 0.12 0.06 0.15 0..03

(kIdA )Mζ 0.12 0.06 0.02 0.08 0.02

(kFs
A )Mν 0.036 0.035 0.045 0.055 0.059

Table 4. N-M INK-A

Then A is a NTINK-S of .ג

Theorem 3.6. Let A be a Ns of ג such that the NT
(
ATr,Id,Fs

)Ts
%,ζ,ν

of A is a nINK-S of ,ג
for some %, ζ, ν ∈ [0, T ]. Then A is a NINK-S of .ג
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Proof. Let
(
ATr,Id,Fs

)Ts
%,ζ,ν

is a NINK-S of .ג For some %, ζ, ν ∈ [0, Ţ].

kTrA (ľ ? m̌) + % = (kTrA )Ts% (ľ ? m̌)

≥ ∧
{

(kTrA )Ts% (ľ), (kTrA )Ts% (m̌)
}

= ∧
{
kTrA (ľ) + %, kTrA (m̌) + %

}
= ∧

{
kTrA (ľ), kTrA (m̌)

}
+ %

= ∧
{
kTrA (ľ), kTrA (m̌)

}
kIdA (ľ ? m̌) + ζ = (kIdA )Tsζ (ľ ? m̌)

≥ ∧
{

(kIdA )Tsζ (ľ), (kIdA )Tsζ (m̌)
}

= ∧
{
kIdA (ľ) + ζ,kIdA (m̌) + ζ

}
= ∧

{
kIdA (ľ), kIdA (m̌)

}
+ ζ

= ∧
{
kIdA (ľ), kIdA (m̌)

}
kFs
A (ľ ? m̌)− ν = (kFs

A )Tsν (ľ ? m̌)

≤ ∨
{

(kFs
A )Tsν (ľ), (kFs

A )Tsν (m̌)
}

= ∨
{
kFs
A (ľ)− ν, kFs

A (m̌)− ν
}

= ∨
{
kFs
A (ľ), kFs

A (m̌)
}
− ν

= ∨
{
kFs
A (ľ), kFs

A (m̌)
}

Theorem 3.7. If A be a NINK-S of then,ג the N-M of A is a NINK-S a of ג for all %, ζ, ν ∈
[0, 1].

Proof. Assume that A =
〈
kTrA ,k

Id
A , k

Fs
A

〉
be a NINK-S of ,%∀,ג ζ, ν ∈ [0, 1].

(kTrA )M% (ľ ? m̌) = % · kTrA (ľ ? m̌)

= % · ∧
{
kTrA (ľ),kTrA (m̌)

}
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= ∧
{
% · kTrA (ľ), % · kTrA (m̌)

}
≥ ∧

{
(kTrA )M% (ľ), (kTrA )M% (m̌)

}
(kIdA )Mζ (ľ ? m̌) = ζ · kIdA (ľ ? m̌)

= ζ · ∧
{
kIdA (ľ), kIdA (m̌)

}
= ∧

{
ζ · kIdA (ľ), ζ · kIdA (m̌)

}
≥ ∧

{
(kIdA )Mζ (ľ), (kIdA )Mζ (m̌)

}
(kFs
A )Mν (ľ ? m̌) = ν · kFs

A (ľ ? m̌)

= ν · ∨
{
kFs
A (ľ),kFs

A (m̌)
}

= ∨
{
ν · kFs

A (ľ), ν · kFs
A (m̌)

}
≤ ∨

{
(kFs
A )Mν (ľ), (kFs

A )Mν (m̌)
}

Hence (kTrA )M% , (k
Id
A )Mζ and (kFs

A )Mν is a multilication of neutrosophic INK-S of .ג

4. Translation of NINK-ideal

In this section, we define NTINK-Is in INK-algebra and investigate its properties.

Definition 4.1. A neutrosophic set A =
〈
kTr ,kId , kFs

〉
is called a NINK-I of INK-A if,

(1)
(
kTrA
)Ts
%

(0) ≥
{(

kTrA
)Ts
%

(ľ)

}
,
(
kIdA
)Ts
ζ

(0) ≥
{(

kIdA
)Ts
ζ

(ľ)

}
and(

kFs
A

)Ts
ν

(0) ≤
{(

kFs
A

)Ts
ν

(ľ)

}
(2)

(
kTrA
)Ts
%

(ľ) ≥ ∧
{(

kTrA
)Ts
%

((ň ? ľ) ? (ň ? m̌)),
(
kTrA
)Ts
%

(m̌)

}
(3)

(
kIdA
)Ts
ζ

(ľ) ≥ ∧
{(

kIdA
)Ts
ζ

((ň ? ľ) ? (ň ? m̌),
(
kIdA
)Ts
ζ

(m̌)

}
(4)

(
kFs
A

)Ts
ν

(ľ) ≤ ∨
{(

kFs
A

)Ts
ν

((ň ? ľ) ? (ň ? m̌),
(
kFs
A

)Ts
ν

(m̌)

}
Theorem 4.2. If the nutrosophic translation

(
ATr,Id,Fs

)Ts
%,ζ,ν

of A is a NINK-I of ג for some

%, ζ, ν ∈ [0, T ], it must be a neutrosophic ideal of .ג

Proof. Let
(
ATr,Id,Fs

)Ts
%,ζ,ν

be NT of Then.ג we have

(
kTrA
)Ts
%

(ľ) ≥ ∧
{(

kTrA
)Ts
%

((ň ? ľ) ? (ň ? m̌)),
(
kTrA
)Ts
%

(m̌)

}
put ň = 0
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(
kTrA
)Ts
%

(ľ) ≥ ∧
{(

kTrA
)Ts
%

(0 ? ľ) ? (0 ? m̌),
(
kTrA
)Ts
%

(m̌)

}
(
kTrA
)Ts
%

(ľ) ≥ ∧
{(

kTrA
)Ts
%

(ľ ? m̌),
(
kTrA
)Ts
%

(m̌)

}
(
kIdA
)Ts
ζ

(ľ) ≥ ∧
{(

kIdA
)Ts
ζ

((ň ? ľ) ? (ň ? m̌)),
(
kIdA
)Ts
ζ

(m̌)

}
put ň = 0(
kIdA
)Ts
ζ

(ľ) ≥ ∧
{(

kIdA
)Ts
ζ

(0 ? ľ) ? (0 ? m̌),
(
kIdA
)Ts
ζ

(m̌)

}
(
kIdA
)Ts
ζ

(ľ) ≥ ∧
{(

kIdA
)Ts
ζ

(ľ ? m̌),
(
kIdA
)Ts
ζ

(m̌)

}
(
kFs
A

)Ts
ν

(ľ) ≤ ∨
{(

kFs
A

)Ts
ν

((ň ? ľ) ? (ň ? m̌)),
(
kFs
A

)Ts
ν

(m̌)

}
put ň = 0(
kFs
A

)Ts
ν

(ľ) ≤ ∨
{(

kFs
A

)Ts
ν

(0 ? ľ) ? (0 ? m̌),
(
kFs
A

)Ts
ν

(m̌)

}
(
kFs
A

)Ts
ν

(ľ) ≤ ∨
{(

kFs
A

)Ts
ν

(ľ ? m̌),
(
kFs
A

)Ts
ν

(m̌)

}

Theorem 4.3. Let the NT
(
ATr,Id,Fs

)Ts
%,ζ,ν

of A is a NINK-I of ,ג for %, ζ, ν ∈ [0, 1]. If ľ ≤ m̌,
then (kTrA )Ts% (ľ) ≥ (kTrA )Ts% (m̌), (kIdA )Tsζ (ľ) ≥ (kIdA )Tsζ (m̌) and (kFs

A )Tsν (ľ) ≤ (kFs
A )Tsν (m̌).

Proof. Let ľ, m̌, ň ∈ ג we have,

(kTrA )Ts% (ľ) ≥ ∧
{

(kTrA )Ts% ((ň ? ľ) ? (ň ? m̌)), (kTrA )Ts% (m̌)
}

= ∧
{

(kTrA )Ts% (ľ ? m̌), (kTrA )Ts% (m̌)
}

= ∧
{

(kTrA )Ts% (0), (kTrA )Ts% (m̌)
}

= (kTrA )Ts% (m̌)

(kIdA )Tsζ (ľ) ≥ ∧
{

(kI L)Tsζ ((ň ? ľ) ? (ň ? m̌)), (kIdA )Tsζ (m̌)
}

= ∧
{

(kIdA )Tsζ (ľ ? m̌), (kIdA )Tsζ (m̌)
}

= ∧
{

(kIdA )Tsζ (0), (kIdA )Tsζ (m̌)
}

= (kIdA )Tsζ (m̌)

(kFs
A )Tsν (ľ) ≤ ∨

{
(kFs
A )Tsν ((ň ? ľ) ? (ň ? m̌)), (kFs

A )Tsν (m̌)
}
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= ∨
{

(kFs
A )Tsν (ľ ? m̌), (kFs

A )Tsν (m̌)
}

= ∨
{

(kFs
A )Tsν (0), (kFs

A )Tsν (m̌)
}

= (kFs
A )Tsν (m̌)

Theorem 4.4. Let A is a NINK-I of ,ג then the NT
(
ATr,Id,Fs

)Ts
%,ζ,ν

of A is a NINK-S of .ג

Proof.

(kTrA )Ts% (ľ ? m̌) = kTrA (ľ ? m̌) + %

= ∧
{
kTrA ((ň ? (ľ ? m̌) ? (ň ? m̌)),kTrA (m̌)

}
+ % (Def.4.1 in (2))

= ∧
{
kTrA ((ľ ? m̌) ? (ň ? m̌)), kTrA (m̌)

}
+ %

= ∧
{
kTrA (0), kTrA (m̌)

}
+ %

≥ ∧
{
kTrA (ľ), kTrA (m̌)

}
+ %

(kTrA )Ts% (ľ ? m̌) ≥ ∧
{

(kTrA )Ts% (ľ), (kTrA )Ts% (m̌)
}

+ %

(kIdA )Tsζ (ľ ? m̌) = kIdA (ľ ? m̌) + ζ

= ∧
{
kIdA ((ň ? (ľ ? m̌) ? (ň ? m̌)),kIdA (m̌)

}
+ ζ (Def.4.1 in (3))

= ∧
{
kIdA ((ľ ? m̌) ? (ň ? m̌)), kIdA (m̌)

}
+ %

= ∧
{
kIdA (0), kIdA (m̌)

}
+ ζ

≥ ∧
{
kIdA (ľ), kIdA (m̌)

}
+ ζ

≥ ∧
{

(kIdA )Tsζ (ľ), (kIdA )Tsζ (m̌)
}

+ ζ

(kFs
A )Tsν (ľ ? m̌) = kFs

A (ľ ? m̌) + ν

= maľ
{
kFs
A ((ň ? (ľ ? m̌) ? (ň ? m̌)), kFs

A (m̌)
}
− ν

= ∨
{
kFs
A ((ľ ? m̌) ? (ň ? m̌)), kFs

A (m̌)
}
− ν (Def.4.1 in (4))

= ∨
{
kFs
A (0),kFs

A (m̌)
}
− ν

≤ ∨
{
kFs
A (ľ),kFs

A (m̌)
}
− ν

≤ ∨
{

(kFs
A )Tsν (ľ), (kFs

A )Tsν (m̌)
}

+ ν.
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Theorem 4.5. Every neutrosphic Translation (kTrA )Ts%,ζ,ν of A is a NINK-ideal of ,ג if A is a

NTINK-I of for,ג all %, ζ, ν ∈ [0, T ].

Proof. Assume that A is a NINK-I of ג and let %, ζ, ν ∈ [0, T ].

(kTrA )Ts% (0) = (kTrA )(ľ) + %

≥ ∧
{

(kTrA )((ň ? ľ) ? (ň ? m̌)), (kTrA )(ň)
}

+ %

= ∧
{

(kTrA )((ň ? ľ) ? (ň ? m̌)) + %, (kTrA )(m̌) + %
}

(kTrA )Ts% (0) = ∧
{

(kTrA )Ts% ((ň ? ľ) ? (ň ? m̌)), (kTrA )Ts% (m̌)
}
.

(kIdA )Ts% (0) = (kIdA )(ľ) + ζ

≥ ∧
{

(kIdA )((ň ? ľ) ? (ň ? m̌)), (kIdA )(m̌)
}

+ ζ

= ∧
{

(kIdA )((ň ? ľ) ? (ň ? m̌)) + ζ, (kIdA )(m̌) + ζ
}

(kIdA )Tsζ (0) = ∧
{

(kIdA )Tsζ ((ň ? ľ) ? (ň ? m̌)), (kIdA )Tsζ (m̌)
}
.

(kFs
A )Tsν (0) = (kFs

A )(ľ)− ν

≤ ∨
{

(kFs
A )((ň ? ľ) ? (ň ? m̌)), (kFs

A )(m̌)
}
− ν

= ∨
{

(kFs
A )((ň ? ľ) ? (ľ ? m̌)) + ν, (kFs

A )(m̌)− ν
}

(kFs
A )Tsk (0) = ∨

{
(kFs
A )Tsν ((ň ? ľ) ? (ň ? m̌)), (kFs

A )Tsν (m̌)
}
.

Theorem 4.6. Let A be a neutrosophic subset of ג such that neutrosophic %, ζ, ν-multiplication

of A is a neutrosophic INK-ideal ג for some %, ζ, ν ∈ [0, 1], then A is a neutrosophic INK-ideal

of .ג

Proof. Assume that (kTrA )M%,ζ,ν is a NINK-ideal of for,ג some %, ζ, ν ∈ [0, 1].

Let %, ζ, ν ∈ [0, 1]. Then

% · (kTrA )(0) = (kTrA )M% (0)

≥ (kTrA )M% (0)

= % · (kTrA )(ľ)
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(kTrA )(0) ≥ (kTrA )(ľ)

% · (kTrA )(ľ) = (kTrA )M% (ľ)

≥ ∧
{(

kTrA
)M
%

((ň ? ľ) ? (ň ? m̌)),
(
kT L
)M
%

(m̌)

}
≥ ∧

{
% ·
(
kTrA
)

((ň ? ľ) ? (ň ? m̌)), % ·
(
kTrA
)

(m̌)
}

% · (kTrA )(ľ) = % · ∧
{(

kTrA
)

((ň ? ľ) ? (ň ? m̌)),
(
kTrA
)

(m̌)
}

(kTrA )(ľ) = ∧
{(

kTrA
)

((ň ? ľ) ? (ň ? m̌)),
(
kTrA
)

(m̌)
}

ζ · (kIdA )(0) = (kIdA )Mζ (0)

≥ (kIdA )Mζ (0)

= ζ · (kIdA )(ľ)

(kIdA )(0) ≥ (kIdA )(ľ)

ζ · (kIdA )(ľ) = (kIdA )Mζ (ľ)

≥ ∧
{(

kIdA
)M
ζ

((ň ? ľ) ? (ň ? m̌)),
(
kIdA
)M
ζ

(m̌)

}
≥ ∧

{
ζ ·
(
kIdA
)

((ň ? ľ) ? (ň ? m̌)), ζ ·
(
kIdA
)

(m̌)
}

ζ · (kIdA )(ľ) = ζ · ∧
{(

kIdA
)

((ň ? ľ) ? (ň ? m̌)),
(
kIdA
)

(m̌)
}

(kIdA )(ľ) = ∧
{(

kIdA
)

((ň ? ľ) ? (ň ? m̌)),
(
kIdA
)

(m̌)
}

ν · (kFs
A )(0) = (kFs

A )Mν (0)

≤ (kFs
A )M% (0)

= ν · (kFs
A )(ľ)

(kFs
A )(0) ≤ (kFs

A )(ľ)

ν · (kFs
A )(ľ) = (kFs

A )Mν (ľ)

≤ ∨
{(

kFs
A

)M
ν

((ň ? ľ) ? (ň ? m̌)),
(
kFs
A

)M
ν

(m̌)

}
≤ ∨

{
ν ·
(
kFs
A

)
((ň ? ľ) ? (ň ? m̌)), ν ·

(
kFs
A

)
(m̌)

}
ν · (kFs

A )(ľ) = ν · ∨
{(

kFs
A

)
((ň ? ľ) ? (ň ? m̌)),

(
kFs
A

)
(m̌)

}
(kFs
A )(ľ) = ∨

{(
kFs
A

)
((ň ? ľ) ? (ň ? m̌)),

(
kFs
A

)
(m̌)

}
Hence (kTrA )M% , (k

Id
A )Mζ and (kFs

A )Mν is a multilication of NINK-ideal of .ג

Theorem 4.7. If the NT
(
ATr,Id,Fs

)M
%,ζ,ν

of A is a NINK-ideal of ,ג (%, ζ, ν) ∈ [0, 1], then A

is a NINK-S of .ג
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Proof. Let us assume that
(
ATr,Id,Fs

)M
%,ζ,ν

of A is a NINK-ideal of .ג Then

% · (kTrA )(ľ ? m̌) = (kTrA )M% (ľ ? m̌)

≥ ∧
{(

kTrA
)M
%

((ň ? (ľ ? m̌)) ? (ň ? m̌)),
(
kTrA
)M
%

(m̌)

}
≥ ∧

{(
kTrA
)M
%

((ľ ? m̌) ? m̌)),
(
kTrA
)M
%

(m̌)

}
(Def 4.1. (2))

≥ ∧
{(

kTrA
)M
%

(0),
(
kTrA
)M
%

(m̌)

}
= ∧

{(
kTrA
)M
%

(ľ),
(
kTrA
)M
%

(m̌)

}
= ∧

{(
% · kTrA

)
(ľ), % ·

(
kTrA
)

(m̌)
}

% · (kTrA )(ľ ? m̌) = % · ∧
{(

(kTrA
)

(ľ),
(
kTrA
)

(m̌)
}

(kTrA )(ľ ? m̌) = ∧
{(

(kTrA
)

(ľ),
(
kTrA
)

(m̌)
}

ζ · (kIdA )(ľ ? m̌) = (kIdA )Mζ (ľ ? m̌)

≥ ∧
{(

kIdA
)M
ζ

((ň ? (ľ ? m̌)) ? (ň ? m̌)),
(
kIdA
)M
ζ

(m̌)

}
≥ ∧

{(
kIdA
)M
ζ

((ľ ? m̌) ? m̌)),
(
kIdA
)M
ζ

(m̌)

}
(Def 4.1. (3))

≥ ∧
{(

kIdA
)M
ζ

(0),
(
kIdA
)M
ζ

(m̌)

}
= ∧

{(
kIdA
)M
ζ

(ľ),
(
kIdA
)M
ζ

(m̌)

}
= ∧

{(
ζ · kIdA

)
(ľ), ζ ·

(
kIdA
)

(m̌)
}

ζ · (kIdA )(ľ ? m̌) = ζ · ∧
{(

(kIdA
)

(ľ),
(
kIdA
)

(m̌)
}

(kIdA )(ľ ? m̌) = ∧
{(

(kIdA
)

(ľ),
(
kIdA
)

(m̌)
}

ν · (kFs
A )(ľ ? m̌) = (kFs

A )Mν (ľ ? m̌)

≤ ∨
{(

kFs
A

)M
ν

((ň ? (ľ ? m̌)) ? (ň ? m̌)),
(
kFs
A

)M
ν

(m̌)

}
≤ ∨

{(
kFs
A

)M
ν

((ľ ? m̌) ? m̌)),
(
kFs
A

)M
ν

(m̌)

}
(Def 4.1. (4))

≤ ∨
{(

kFs
A

)M
ν

(0),
(
kFs
A

)M
ν

(m̌)

}
= ∨

{(
kFs
A

)M
ν

(ľ),
(
kFs
A

)M
ν

(m̌)

}
= ∨

{(
ν · kFs

A

)
(ľ), ν ·

(
kFs
A

)
(m̌)

}
ν · (kFs

A )(ľ ? m̌) = ν · ∨
{(

(kFs
A

)
(ľ),
(
kFs
A

)
(m̌)

}

Neutrosophic Sets and Systems, Vol. 66, 2024                                                                              131

M Kaviyarasu, Wadei Faris AL-Omeri and M Rajeshwari, Translation of Neutrosophic INK-Algebra



(kFs
A )(ľ ? m̌) = ∨

{(
(kFs
A

)
(ľ),
(
kF§
)

(m̌)
}

Theorem 4.8. Intersection and union of any two neutrosophic translations of a NINK-ideal

of ג is also a NINK-ideal of ג

Proof. Let
(
ATr,Id,Fs

)
%1,ζ1,ν1

and
(
AT,I,F

)
%2,ζ2,ν2

be two neutrosophic translations of a NINK-

ideal of ג where (%1, ζ1, ν1, ν2, %2, ζ2) ∈ [0, 1]. Assume that %1 ≤ %2, ζ1 ≤ ζ2 and ν1 ≥ ν2. Then(
ATr,Id,Fs

)
%1,ζ1,ν1

and
(
AT,I,F

)
%2,ζ2,ν2

are NINK-ideal of .ג

((kTrA )%1 ∩ (kTA)%2)(ľ) = ∧{(kTrA )%1(ľ), (kTA)%2(ľ)}

= ∧{(kA(ľ) + %1, kA(ľ) + %2}

= kA(ľ) + %1

((kTrA )%1 ∩ (kTA)%2)(ľ) = kTrA (ľ).

((kIdA )ζ1 ∩ (kIA)ζ2)(ľ) = ∧{(kIdA )ζ1(ľ), (kIA)ζ2(ľ)}

= ∧{(kA(ľ) + ζ1,kA(ľ) + ζ2}

= kA(ľ) + ζ1

((kIdA )ζ1 ∩ (kIA)ζ2)(ľ) = kIdA (ľ).

((kFs
A )ν1 ∩ (kTA)ν2)(ľ) = ∨{(kFs

A )ν1(ľ), (kFA)ν2(ľ)}

= ∨{(kA(ľ) + ν1,kA(ľ) + ν2}

= kA(ľ) + ν1

((kFs
A )ν1 ∩ (kFA)ν2)(ľ) = kFs

A (ľ).

and

((kTrA )%1 ∪ (kTA)%2)(ľ) = ∧{(kTrA )%1(ľ), (kTA)%2(ľ)}

= ∧{(kA(ľ) + %1, kA(ľ) + %2}

= kA(ľ) + %1

((kTrA )%1 ∪ (kTA)%2)(ľ) = kTrA (ľ).

((kIdA )ζ1 ∪ (kIA)ζ2)(ľ) = ∧{(kIdA )ζ1(ľ), (kIA)ζ2(ľ)}

= ∧{(kA(ľ) + ζ1,kA(ľ) + ζ2}

= kA(ľ) + ζ1

((kIdA )ζ1 ∪ (kIA)ζ2)(ľ) = kIdA (ľ).
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((kFs
A )ν1 ∪ (kTA)ν2)(ľ) = ∨{(kFs

A )ν1(ľ), (kFA)ν2(ľ)}

= ∨{(kA(ľ) + ν1,kA(ľ) + ν2}

= kA(ľ) + ν1

((kFs
A )ν1 ∪ (kFA)ν2)(ľ) = kFs

A (ľ).

Hence
(
ATr,Id,Fs

)
%1,ζ1,ν1

and
(
AT,I,F

)
%2,ζ2,ν2

are NINK-ideal of .ג

5. Conclusion

This paper introduces and explores the translation of NINK-ideals within the framework of

INK-algebras, shedding light on some of their valuable properties. The investigation establishes

connections between neutrosophic fuzzy translations and the N-Ms inherent in these INK-

ideals. This research lays the groundwork for further exploration into the theory of INK-

algebras. Looking ahead, our future studies on the neutrosophic structure of INK-algebras

may include the following topics:

(1) Translation of neutrosophic soft a-ideals in INK-algebras

(2) Product of translation of neutrosophic soft d-ideals in INK-algebras

(3) Exploring the translation dynamics of neutrosophic soft INK-ideals in INK-algebras.

We believe that these areas of investigation will contribute to the ongoing development

of this field.
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Abstract. 

 

The paper presents a comprehensive analysis of child labor in Ecuador, employing advanced statistical tools like 
logistic regression, neutrosophic Likert scales, and similarity measures to deepen the understanding of this social 

issue. The integration of these methodologies allows for a nuanced assessment of the various socio-economic 

factors contributing to child labor. By capturing the uncertainty in human responses, the research highlights the 

complex interplay between poverty, household income, education levels, and labor types on the incidence of child 

labor. Key findings suggest that rural location, the age of the child, and the informal nature of the head of the 

household's work are the most significant predictors of child labor. Notably, parental education appears to have a 
less direct influence. Despite various efforts, including government monetary transfers through programs like the 

BDH, child labor persists, indicating the need for more targeted interventions.The paper proposes future research 

to extend these models to a broader demographic and geographic data set, emphasizing the potential for these 

methods to be applied to a variety of social issues. The development of computational tools to automate 

neutrosophic analysis could greatly benefit large-scale studies, potentially aiding policymakers in designing more 

effective interventions for vulnerable populations. 

Keywords: Child Labor, Logistic Regression, Neutrosophic Scales, Indeterminacy 

 

1. Introduction. 

 

Child labor continues unabated globally, exacerbated by increasing poverty, informality, inequality, and 

insufficient governmental support, particularly in developing nations. According to the International Labor 

Organization (ILO), over 200 million children are involved in labor, depending on definitions and data sources [1]. 

In the poorest countries, more than one in five children is involved in child labor [2]. Ecuador presents a concerning 

scenario where one in ten children and adolescents are working, with 85% of these residing in rural areas. This 

study aims to explore how the distribution of labor activities among minors in Ecuador varies over time in response 

to household income constraints and minimal state intervention to ensure education access and revitalize the 

economy in areas vulnerable to child labor. 

Numerous studies have identified poverty as a critical factor influencing child labor dynamics, potentially 
worsened by ineffective state policies [3]. Research also delves into the types of work minors engage in, the impact 

on their education and health, and the associated externalities [4]. Some argue that government economic 
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compensations, despite being intended to alleviate poverty and hence reduce child labor, have been insufficient 

[5][6]. In Ecuador, the Bono de Desarrollo Humano (BDH), a monetary transfer to impoverished and unemployed 

heads of households or single mothers with minor children, ranges from $50 to $260 monthly, which has not 

substantially resolved the issue [7]. Conditional Transfer Programs (CTPs) across Latin America aim to mitigate 
poverty and child labor, showing improvements in income, food consumption, and access to education and health, 

thus reducing child labor and empowering mothers [8]. Edmonds & Schady [9] found that such transfers in Ecuador 

significantly reduce child labor, including paid employment, particularly among children who were students. 

Factors driving children into labor are predominantly linked to poverty, including family income levels, credit 

restrictions, and lack of access to microcredit, among others Basu [10]. Furthermore, minimal state assistance and 

economic crises exacerbate family members' reliance on "family savings," intensifying unpaid domestic work, 

primarily performed by women and girls. However, non-poverty-related factors, such as parental perspectives, 

education level, household dynamics, proximity to schools, and educational costs, play a significant role [11].  

 

Figure 1. Percentage of Population by Province of Ecuador under poverty (a), with child labor (b) and informal 

work (c). [12]. 

 

In the paper of child labor in Ecuador, logistic regression [13], neutrosophic Likert scales [14] , and similarity 

measures[15]  are employed as advanced statistical and analytical tools to identify and quantify the factors 

influencing these social issues. Logistic regression is used to model the probability of binary events occurring, such 
as whether a child participates in labor activities or not, based on a set of predictor variables, such as family income 

level, access to education, and housing conditions. On the other hand, neutrosophic Likert scales capture the 

uncertainty and indeterminacy in respondents' perceptions and opinions on the causes and consequences of child 

labor and poverty, facilitating a more nuanced assessment of attitudes and experiences. Similarity measures are 

employed to determine the relationship between variables that influence child labor. By analyzing how closely 

related these variables are, researchers can identify common patterns and factors contributing to child labor.  

This method allows for a nuanced understanding of the complex interplay between socioeconomic conditions, 

family characteristics, and educational access, among others, in influencing the likelihood of children entering the 

workforce. Through the use of similarity measures, it becomes possible to cluster similar variables and discern 

which variables most significantly impact child labor, aiding in the development of targeted interventions and 

policies to address this issue effectively. By combining these approaches, researchers can gain deeper insights into 

the complex dynamics underlying child labor and poverty in Ecuador, which is crucial for designing more effective 
public policies specifically targeted to the needs of vulnerable populations. 

 

2. Preliminaries  

2.1 Logistic Regesion Model 

a b c 
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The logit model represents the relationship between the likelihood of an event occurring and its independent 

factors. The following serves as the basis for deriving the logistic function used for modelling the probability that 

a specific event will occur, which in this case is whether or not the child or adolescent works. 

The following is an example of how to write a logit function [16]: 
 

𝑙𝑜𝑔𝑖𝑡(𝑙) = 𝑙𝑜𝑔 (
𝑃

(1 − 𝑃)
= 𝑍 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑛𝑋𝑛 + 𝜇𝑖  )                                                        (1) 

 

In this case, P represents the likelihood that an event will occur and the likelihood that the event will occur. At 

the same time, Z may be considered a linear combination of the independent variables and their coefficients. 

Equation 2 mentioned above may be solved further to arrive at the following function, which can then be used to 

estimate the probability of the event[17]. 

 

𝑙𝑜𝑔 (
𝑃𝑖

(1 − 𝑃𝑖)
) = 𝑙𝑜𝑔𝑖𝑡(𝑃)                  (2) 

The logit model's capacity to represent the relationship between the likelihood of an event and its independent 

factors provides a robust framework for statistical analysis in various fields, including the study of child labor. 
However, while logistic regression can offer insights into the probabilities associated with certain outcomes, 

it does not inherently determine causality. This is where the concept of neutrosophy and the use of 

indeterminate Likert scales[18] become particularly valuable. 

 

2.2 Indeterminate Likert Scales and Similarity Measures 

 

The foundational concepts of neutrosophic set [19] and its application through indeterminate Likert scales and 

similarity measures form a pivotal framework for addressing uncertainty and indeterminacy in various fields. 

Neutrosophic Likert scales extend traditional Likert scales by incorporating degrees of indeterminacy, allowing 

respondents to express not just agreement or disagreement but also uncertainty regarding statements or questions. 

This nuanced approach to survey responses captures a broader spectrum of human perception and opinion, making 
it invaluable for research that deals with subjective information. Concurrently, neutrosophic similarity measures 

evaluate the degree of similarity between entities represented by neutrosophic sets, facilitating the comparison and 

clustering of data with inherent uncertainties. 

 These concepts are crucial for the advanced analysis of complex systems where traditional binary logic falls 

short, enabling researchers to delve deeper into the intricacies of human cognition and decision-making processes. 

 

Definition 1 ([19]). The Single-Valued Neutrosophic Set (SVNS) N over U is A =  {<
x;  TA(x), IA(x), FA(x) > : xU} , where TA: U[0, 1] , IA: U[0, 1] , and FA: U[0, 1] , 0 TA(x)  + IA(x)  +
FA(x)  3. 

Definition 2 ([20]). The refined neutrosophic logic is defined such that: a truth T is divided into several types 

of truths: T1, T2, . . . , Tp, I into various indeterminacies: I1, I2, . . . , Ir and F into various falsities: F1, F2, . . . , Fs, 

where all p, r, s ≥ 1 are integers, and p + r + s = n. 

Definition 3 ([19]). A triple refined indeterminate neutrosophic set (TRINS) A in X is characterized by 

positive PA(x), indeterminacy IA(x), negative NA(x), positive indeterminacy IPA
(x) and negative indeterminacy 

INA
(x) membership functions. Each of them has a weight wm ∈ [ 0, 1] associated with it. For each x ∈  X, there 

are PA(x), IPA
(x), IA(x), INA

(x), NA(x) ∈ [ 0,1], 

wP
m (PA(x)), wIP

m (IPA
(x)), wI

m (IA(x)), wIN

m (INA
(x)), wN

m(NA(x))  ∈ [ 0, 1] and 0 ≤  PA(x) + IPA
(x) + IA(x) +

INA
(x)(x) +  NA(x)  ≤ 5. Therefore, a TRINS A can be represented by A = { 〈x; PA(x), IPA

(x), IA(x),

INA
(x), NA(x)〉|x ∈  X}. 

Let A and B be two TRINS in a finite universe of discourse, X =  {x1, x2, . . . , xn}, which are denoted by: 

A = { 〈x; PA(x), IPA
(x), IA(x), INA

(x), NA(x)〉|x ∈  X} and B = { 〈x; PB(x), IPB
(x), IB(x),

INB
(x), NB(x)〉|x ∈  X}, 

Where PA(xi), IPA
(xi), IA(xi), INA

(xi), NA(xi), PB(xi), IPB
(xi), IB(xi), INB

(xi), NB(xi) ∈ [ 0, 1], for every xi ∈

X. Let wi(i = 1, 2,...,n) be the weight of an element xi (i = 1,2,...,n), with wi  ≥  0 (i = 1,2,...,n) and ∑ wi
n
i=1 = 1. 

The weighted distance for generalized TRINS is defined as ([19, 21]): 

𝑑𝜆(𝐴, 𝐵) = {
1

5
∑ 𝑤𝑖 [|PA(xi) − PB(xi)|𝜆 + |IPA

(xi) − IPB
(xi)|

𝜆
+ |IA(xi) − IB(xi)|𝜆 +𝑛

𝑖=1

|INA
(xi) − INB

(xi)|
𝜆

+ |NA(xi) − NB(xi)|𝜆]}
1

𝜆⁄

                                                                       (3)  
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Where λ > 0. 
 

Definition 9: ([22,23]) Let 𝐴, 𝐵 ∈ 𝒩(𝑋) where 𝑋 = {𝑥1, 𝑥2, ⋯ , 𝑥𝑛}, then a measure of similarity between 

sets A and B is determined by calculating the distance between them, which reflects their convergence or 

divergence within a neutrosophic framework calculated by : 

𝑆1(𝐴, 𝐵) =
1

1+𝑑(𝐴,𝐵)
                       (4) 

Such that 𝑑(𝐴, 𝐵) is a distance function between the two single-valued neutrosophic sets. 

Let us recall that the distance function satisfies the following axioms ∀𝐴, 𝐵, 𝐶 ∈ 𝒩(𝑋): 

(1) 𝑑(𝐴, 𝐵) ≥ 0 and 𝑑(𝐴, 𝐵) = 0 if and only if 𝐴 = 𝐵, 

(2) 𝑑(𝐴, 𝐵) = 𝑑(𝐵, 𝐴), 

(3) 𝑑(𝐴, 𝐶) ≤ 𝑑(𝐴, 𝐵) + 𝑑(𝐵, 𝐶). 

 
The Indeterminate Likert Scale is formed by the following five elements: 
– Negative membership, 
– Indeterminacy leaning towards negative membership, 

– Indeterminate membership, 
– Indeterminacy leaning towards positive membership, 
– Positive membership. 

These values substitute the classical Likert scale with values (Figure 2): 
–Strongly disagree, 
– Disagree, 

–Neutral, 
– Agree, 
–Strongly agree. 

 

              

              

              

              

              

Strongly 

disagree   Disagree  Neutral  Agree    

Strongly 

agree 

 
Figure 2. Visual representation of Indeterminate Likert Scale 
 

Respondents are asked to give their opinion on a scale of 0-5 about their agreement in each of the possible 
degrees, which are “Strongly disagree”, “Disagree”, “Neutral”, “Agree”, “Strongly agree”, for this end, they were 
provided with a visual scale like the one shown in Figure 2. 

 
 

3. Material and Methods  

 
The information in this research comes from the National Survey of Employment, Unemployment, and 

Underemployment (ENEMDU), carried out by the Ecuadorian Institute of Statistics and Census (INEC) in 

December 2022. The incidence of child labor is calculated with the questions that determine the occupancy 

condition (questions 20, 21, and 22) in the reference week. The initial data was processed and filtered for the most 

efficient and consistent estimation. The database was configured with a two-stage, stratified, and cluster sampling 

design to obtain population estimators. Then, the children and adolescents between the ages of 5 and 17 who were 

or were not working during the survey were selected. To this is added additional information on the characteristics 

of the heads of the household, such as income, years of education, area of residence, gender, and age, among others. 

The employment income used in this investigation will equal or less than $3,500. 95% of entrepreneurs register 

payments of fewer than 1,200 dollars, which is why the barrier of 3,500 was located, as is also done by the Central 

Bank of Ecuador in its poverty and income reports [24]. Thus, there was a sample size of 64,847 observations. 
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This research used a logistic regression estimate considered as a tool to analyze data where there is a categorical 

response variable with two levels, in this case, if the minor works or not, also if he is poor or not poor, whether or 

not the head of household studied, among others. 

The results of applying the econometric model (Logit) are exposed concerning the factors that influence child 
labor in 2022, and it is essential to mention that the target population is children aged 5 to 17 years. Age, regardless 

of their sex, area, ethnic self-identification, or any other factors inferring the model. The independent variables 

used for the model are the following: 

 

 

Table 1. Description of the independent and dependent variables. 

Variables Description  Type Scale 

Age 

Range 

1 (5 to 11 years)  

Quantitative Ordinal 

2 (12 to 14 

years) 

 

3 (15 to 17 

years) 

 

Head of 

Household 

Income 

Income 

 

Quantitative Ordinal 

Jetrainfo 
0 (Formal)  

Qualitative Nominal 
1 (Informal)  

Educajeho Years  Quantitative Ordinal 

Zone 
0 (Urban)  

Qualitative Nominal 
1 (Rural)  

Gender 
0 (Women)  

Qualitative Nominal 
1 (Man)  

Pobhogti 
0 (Not poor)  

Qualitative Nominal 
1 (Poor)  

 

With the complex variables, the Logit model is carried out, as established by the maximum likelihood 
methodology, as expressed below: 

 

𝐿𝑖 = ln (
𝑃𝑖

1 − 𝑃𝑖

) = 𝛽0 + 𝛽1(𝑟𝑎𝑛𝑔𝑜𝑑𝑎𝑑) + 𝛽2(𝑖𝑛𝑔𝑟𝑒𝑗𝑒𝑡𝑖) + 𝛽3(𝑗𝑒𝑡𝑟𝑎𝑖𝑛𝑓𝑜) + 𝛽4(𝑒𝑑𝑢𝑐𝑎𝑗𝑒ℎ𝑜)

+ 𝛽5(𝑝𝑜𝑏ℎ𝑜𝑔𝑡𝑖) + 𝛽6(𝑧𝑜𝑛𝑎) + 𝛽7(𝑠𝑒𝑥𝑜) + 𝜇𝑖                                      (5) 

 

Where: 

𝐿𝑖 = ln (
𝑃𝑖

1−𝑃𝑖
) The logarithmic probability that a child and adolescent is in a situation of child labor in the 

country in 2022. 

𝑋1 … 𝑋7: Social, economic, and demographic factors. 

𝛽0: Logit model constant. 

𝛽1 … 𝛽7: Model earrings. 

𝜇𝑖: Stochastic error. 

 

It is essential to mention that these variables used for the model were transformed using the statistical package 

Stata 17. In addition, this model is not intended to look for a causal relationship but rather to see the degree and 

direction of association of a set of dimensions versus the probability of choosing among the options presented. 

The influence of various variables on child labor was assessed by consulting a panel of five experts using 
indeterminate Likert scales. To quantify the level of agreement or disagreement, responses were aggregated as 

follows: the degree of "Strongly agree" was derived from the sum of truth by ∑ 𝑇𝐴(𝑥𝑖)
5
𝑖=1 , the degree of “Agree” 

by ∑ 𝐼𝑇𝐴
(𝑥𝑖)

5
𝑖=1 , the degree of “Neutral” by ∑ 𝐼𝐴(𝑥𝑖)

5
𝑖=1 , the degree of “Disagree” by ∑ 𝐼𝐹𝐴

(𝑥𝑖)
5
𝑖=1 , and the degree 

of “Strongly disagree” by ∑ 𝐹𝐴(𝑥𝑖)
5
𝑖=1 . 

 Each of these sums was then averaged by dividing by 5 and scaled to percentages. 

The questions posed to experts were structured as follows: 

Q1: To what extent do you agree that the age range influences child labor? 

Q2: How much do you believe the income of the head of the household influences the incidence of child labor? 

Q3: How strongly do you agree that the type of work (formal vs. informal) affects children's participation in child 
labor? 
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Q4: To what degree do you think the level of education influences the likelihood of a child being involved in child 

labor? 

Q5: Do you agree that the area of residence impacts the incidence of child labor? 

Q6: Do you consider that the gender of the child significantly influences child labor? 
Q7: To what extent do you believe poverty impacts child labor? 

 

The distance between TRINS (Triple Refined Indeterminate Neutrosophic Sets) was calculated using the Euclidean 

distance formula, providing a quantitative measure of the closeness or similarity(4) between the sets of responses 

for each question. This methodological approach allows for a nuanced analysis of expert opinions on factors 

affecting child labor, incorporating the complexity and uncertainty inherent in social phenomena[19]. 

 

4. Results 

 

The factor that most affects child labor is the location of the family in rural areas(Table 2), followed by the 

minor's age and then by the everyday work of the head of the household. It can be noted that parental education 

does not influence child labor and that the average years of study for people who live in rural areas is eight while 
those who live in urban areas are ten years. The results imply that most parents do not finish high school. 

In short, it can be described that if the little one lives in a rural area, the probability of working increases by 

10.5%, and each time he approaches the age of 15, his options to work gain by 4%. Further, it can also be noted 

that if the father works informally, the probability that minors work is 2.2%. In this case, there is no significant 

difference if the head of the household is male or female, as seen in the table of logit model estimation. 

 
Table 2. Logit Model estimation. 

However, the situation may increase in areas with higher levels of informality, and the population is 

concentrated in rural areas, such as in various provinces of the Oriente and the Sierra. Moreover, unpaid economic 

activities focus on farms, plots, and even family businesses, where child labor increases among the poorest 

households with children over 14 years of age and decreases among the least imperfect. 

On the other hand, for unpaid domestic workers, where due domestic services are also included, more than 

200,000 children are working, and more intensely, those between 12 and 14 years of age. The result can be a reason 
for reduced academic performance or delays in school or secondary school processes, especially in rural areas, 

which, on average, have two fewer years of schooling than urban areas. 

 

 Parameter Standard Error t p-value Odd Ratio 
Marginals Effects 

dy/dx 
p-value 

Constant -5,41 0,144 -37,711 0,000 0,00     

trinfjeti 0,51 0,039 13,161 0,000 1,67 2,2% 0,000*** 

edujehoti -0,02 0,004 -3,852 0,000 0,98 0,0% 0,000*** 

pobreti 0,21 0,038 5,406 0,010 1,23 1,0% 0,000*** 

sexti 0,35 0,031 11,380 0,000 1,43 1,5% 0,000*** 

ruralti 1,72 0,035 49,486 0,000 5,57 10,5% 0,000*** 

lingjehogati -0,04 0,020 -1,826 0,068 0,96 -0,2% 0,0678* 

ranedad 0,98 0,019 50,719 0,000 2,65 4,1% 0,000*** 

Statistical evaluation 

R-squared 20,4%  

  
Information Criteria 

AIC 29743 

BIC 29816 
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Figure 3. Logistic Regression Outcomes: Impact of Socioeconomic Variables on Child Labor 

 

Experts were requested to evaluate the impact of each variable on child labor through the use of Likert-type scales, 

and Figure 3 showcases the gathered responses. 

 

 

Figura 3. Neutrosophic Likert Scale Analysis 
The results indicate varied perceptions on factors influencing child labor: 

 

 Age Range: There’s a general agreement that age range influences child labor, with the majority falling 

in the 'Agree' to 'Strongly Agree' categories. 

 Household Income: The belief that the head of household's income affects child labor incidence is strong, 

as reflected by the higher number of respondents in the 'Agree' and 'Strongly Agree' responses. 
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 Type of Work: There's a strong consensus that the type of work, whether formal or informal, has a 

significant effect on child labor, with most responses again in the 'Agree' and 'Strongly Agree' categories. 

 Level of Education: The level of education is deemed quite influential on child labor involvement, with a 

significant lean towards 'Agree'. 

 Area of Residence: Respondents overwhelmingly agree that the area of residence impacts the incidence 

of child labor, as evidenced by the high counts in 'Agree' and 'Strongly Agree'. 

 Gender Influence: Opinions are more varied regarding gender's influence on child labor. While there are 

still more responses in the 'Agree' category than any other, there's a notable count in 'Strongly Disagree' 

and 'Neutral', indicating less consensus. 

 Influence of Poverty: Poverty is perceived as having a very strong influence on child labor, with the 

majority of respondents placing this in the 'Agree' and 'Strongly Agree' categories. 

Overall, it appears that socio-economic factors such as household income and poverty, as well as education levels, 

are considered to be significant influencers of child labor. Gender and age range are also seen as important but 

have a more varied consensus among the respondents. 

 

 
Figure 4. Dendrogram of Responses to Questions 
Based on the dendrogram and the questions provided, here is an interpretation of the clustering: 

Questions Q1 (age range's influence) and Q5 (area of residence's impact) seem to be the most similar in 

terms of responses. This suggests that respondents may perceive the influence of age and the area of 

residence on child labor as having similar levels of impact. 

Questions Q2 (household income) and Q7 (poverty's influence) are clustered together at the highest level, 

indicating that the respondents see a strong relationship between household income and poverty when it 

comes to influencing child labor. This is intuitive, as these two factors are economically related. 

Questions Q3 (type of work) and Q4 (level of education) are also grouped closely, suggesting that the nature 

of employment (formal vs. informal) and the level of education are perceived to similarly affect child labor. 

Question Q6 (child's gender influence) stands alone and joins the other clusters at a higher threshold, which 

implies that the perceptions of gender influence on child labor are distinct from the other factors. 
From these clustering, the dendrogram indicates that economic factors (household income and poverty) are 

viewed as closely linked in the context of child labor. Similarly, factors related to the work environment and 

education are also related. Meanwhile, gender stands out as a factor with a different pattern of influence 

according to the survey responses. This kind of analysis can be instrumental in targeting specific areas for 

intervention by identifying which factors are considered similar in their influence on child labor. 
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5. Conclusion 

 

This paper underscores the critical importance of integrating logistic regression with the analysis of neutrosophic 

linguistic scales and similarity assessments. By examining the interrelationships between various socio-economic 
factors influencing child labor through this multifaceted approach, we achieve a more nuanced understanding that 

transcends traditional binary logistic regression models. The use of neutrosophic scales allows for capturing the 

uncertainty and indeterminacy inherent in human responses, while similarity assessments enable us to identify 

patterns and clusters in the data that might otherwise be overlooked. This integration facilitates a deeper exploration 

into the complex dynamics at play, offering a more robust and comprehensive framework for understanding the 

subtleties of human opinion and its impact on child labor. 

For future work, the paper suggests expanding the current model to include a broader set of variables and a larger 

dataset, potentially drawn from diverse geographical regions to validate the universality of the findings. 

Additionally, the development of advanced computational tools to automate the neutrosophic analysis could 

significantly streamline the process, making it more accessible for larger-scale studies. Further research could also 

explore the application of this integrated approach to other social issues, examining whether the improved insights 

provided by the combination of logistic regression and neutrosophic linguistic scales hold consistent across 
different domains. Such studies could provide invaluable information for policymakers and social scientists 

working towards the mitigation of complex social problems. 
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Abstract:  

The core of operations research activity focuses on creating and using models. These 

models may be linear models, non-linear models, dynamic models, and others. Linear 

models are considered one of the most important and most widely used operations research 

models due to the availability of appropriate algorithms through which we can obtain the 

optimal solution, which prompts us to benefit from the nature of the topic under study and 

the information available to us about the variables in it to transform it into linear models. In 

classical logic, many nonlinear programming problems have been processed and 

transformed into linear programming problems. In this research, we present a study of the 

issue of planning hydroelectric systems, where the general policy for operating this system 

specifies two prices for selling the produced electricity, which makes this issue a non-linear 

programming issue. We will turn it into a linear programming problem using linear 

programming concepts, and then we will use Boolean concepts. Neutrosophic studies of 

linear programming and non-linear programming are presented to provide a neutrosophic 

formulation of the issue of planning hydroelectric systems, through which we obtain a 

neutrosophic linear model whose optimal solution fits all the conditions that the system’s 

operating environment may experience during the operating period. During the two 

operating periods. 

key words: 

Operations research; linear models; nonlinear models; neutrosophic logic; neutrosophic 

linear models; neutrosophic nonlinear models; converting neutrosophic nonlinear models 

into linear neutrosophic models; the issue of planning neutrosophic hydroelectric systems; 
converting nonlinear neutrosophic models into linear neutrosophic models. 

1.  Introduction: 

Mathematical programming problems are generally concerned with allocating scarce 

resources of labor, machinery, and capital and using them in the best possible way, such 

that costs are reduced to their minimum or profits are maximized, by choosing the optimal 

solution from a set of possible solutions, and in doing so it depends on transforming the 

problem under study into a model. Mathematical and appropriate techniques are used for 

this type of model to reach the optimal solution. Linear programming problems are among 

the most widely used problems in most fields, and the reason for this is the availability of 

many appropriate techniques to find the optimal solution. Therefore, we find that students 

and researchers in the field of operations research always seek to Converting realistic 

problems into linear models if the data of the problem allow it. In this research, we present 

a study of one of the important issues, which is the issue of generating electrical power 

through the flow of water to power plants, where we described a hydroelectric system that 

operates in two periods and produces an amount of electricity that is sold at two different 

prices. This depends on the quantity produced, and because of this difference in price for 

the quantities produced, we find that the mathematical model that we will obtain is a non-

linear model, based on the information contained in reference [1]. In this research, we will 

present the issue using classical logic in a detailed manner through which we explain how 

to address some Nonlinear programming issues using linear programming concepts, and in 
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order to obtain accurate results that take into account all conditions and factors that can 

affect the amount of water used in the process of generating electrical power, we will use 

the concepts of neutrosophic logic, the logic whose studies and research, whose concepts 

have been used in most fields, have provided more results. Accuracy of the results that we 

were obtaining using the concepts of classical logic see [2-12], using previous studies that 

we presented using the concepts of neutrosophic logic for the topics of linear programming 

and nonlinear programming [13-24], and the result of this study will be to transform a 

neutrosophic nonlinear programming problem into A neutrosophic linear programming 

problem. The studies presented in the papers [17-20] can be used to find the optimal 

solution. 

2. Discussion: 

Based on the study mentioned in Reference [1], we present the following example 

through which we present the classic formulation of the issue of planning 

hydroelectric energy systems: 

The administration controls the operation of a system consisting of two water tanks, each 

equipped with two electrical power plants, as shown in the following figure: 

Figure No. (1) Hydroelectric system 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This system works by sending a quantity of water to power plants to generate electrical 

power. The experts provided the following information: 

 Information about the power plants during the two periods: 

1- A volume of water of 1 Kilo-Acre-Foot (KAF), can generate 400 Megawatt-hour 

(MWh) of electricity in power plant 𝐴 and 200 MWh in power plant 𝐵. 

2- The maximum power that can be generated in power plant 𝐴 is 60000 MWh, and in 

power plant 𝐵 the maximum power that can be generated is 35000 MWh. 

3- An amount of electricity amounting to 50000 MWh, can be sold at a price of 20$ 

MWh, while the excess quantity is sold at a price of 14$ MWh. 

 Information about the tanks during the two periods:  

1- The maximum capacity of reservoir 𝐴 is 2000 KAF and the maximum capacity of 

reservoir  𝐵 is 1500 KAF. 

2- The level of reservoir 𝐴 at the beginning of the first period is 1900 KAF and the 

level of reservoir 𝐵 is 850 KAF. 

3- The minimum level allowed in tank 𝐴 is 1200 KAF and in tank 𝐵 is 800 KAF. 
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4- The flow to tank 𝐴 during the first period is 200 KAF and to tank 𝐵 is 40 KAF. 

5- The flow to tank 𝐴 during the second period is 130 KAF and to tank 𝐵 is 15 KAF. 

we should be noted here: 

 Power plant 𝐴 is supplied from tank A and power plant 𝐵 from tank 𝐵. 

 When the tanks are completely full, some of the water is drained through the 

drainage channels so that flooding does not occur. 

 For tank 𝐵, water is supplied from the following sources: 

 The aforementioned outflow. 

 From power plant 𝐴, the water that is supplied to the power plant after its 

use goes out to tank 𝐵. 

 Water drained from tank 𝐴 so that flooding does not occur. 

What is required is to build a mathematical model of the functioning of this system so 

that it achieves the maximum profit from the process of selling electricity. We know 

that to formulate a mathematical programming program, we follow the following 

three steps: 

 First step: We identify the unknowns in the problem (decision variables) and express them  

                    in algebraic symbols. 

Second step: We define all constraints and express them with equations or inequalities that  

                       are mathematical functions of the unknown variables. 

Step Three: We define the objective function and represent it as a linear function of the  

                      unknown variables. It should be made as large or as small as possible. 

According to the text of the issue, in order to obtain the required mathematical model, the 

issue must be studied according to the data for each period and the necessary relationships 

determined. Here we find that a study must be presented for the first and second steps, 

specific to each period separately. 

 The study for the first period: 

based on the previous information, we organize the following tables: 

Information about the power plants of the first period: 

Table No. (1) Information about power plants A and B during the first period 

power plant B 

 

power plant A 

 

power plants 

                  Information 

unknown unknown Water supplied to the power 

plant during the first period 

35000 60000 Maximum generating capacity 

during the first period 

200 
 

400 
 

The power it can generate for a 

volume of water of 1 KAF 

Information about tanks during the first period: 

Table No. (2) Information about reservoirs A and B during the first period 

Tank B 

 

Tank A 

 

Tanks 

Information 

1500 
 

2000 
 

Maximum capacity 

800 
 

1200 
 

Minimum permissible level 

850 
 

1900 
 

The ratio at the beginning of 

the first period 

unknown unknown Excess water drained from the 

tank to prevent flooding 

40 200 Flow during the first period 
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unknown unknown Reservoir level at the end of the 

first period 
 

The first step regarding this issue during the first period of work, we find that the 

unknowns  

1- The amount of power produced is divided into two parts: a quantity that is sold for 

20$ MWh, and a quantity that is sold for 14$ MWh. 

2- The amount of water that must be supplied to power plant 𝐴 will be denote 𝑥1. 

3- The amount of water supplied to power plant 𝐵 will be denoted 𝑥2. 

4- The amount of water that must be drained from tank 𝐴 so that flooding does not 

occur. We will denote it 𝑥3. 

5- The amount of water that must be drained from tank 𝐵 so that flooding does not 

occur. We will denote it 𝑥4. 

6- Tank 𝐴 level at the end of the first period. We will denote it 𝑥5. 

7- Tank 𝐵 level at the end of the first period. We will denote it 𝑥6. 

The second step regarding this issue during the first period of work we find the 

following restrictions: 

1- We assume that the amount of power sold during the first period at a price of 20$ 

MWh, is 𝑋1 and the amount of power sold at a price of 14$ MWh, is 𝑋2. The amount 

of power produced during the first period is: 

𝑋 = 𝑋1 + 𝑋2 

Electrical power constraint: Since every 1 KAF generates electrical power of 400 MWh, 

in power plant 𝐴 when supplying this plant with the quantity 𝑥1KAF, the power 

produced during the first period of this plant will be 400 𝑥1 .The same situation applies 

to power plant 𝐵, the amount of power produced is 200𝑥2, and therefore the amount of 

power produced during the first period of the two plants is: 

400𝑥1 + 200𝑥2 
The amount of power produced during the first period must equal the amount of power 

sold during this period, meaning we get the following restriction: 

400𝑥1 + 200𝑥2 = 𝑋1 + 𝑋2      (1) 

2- Constraint on the amount of water that must be supplied to Power Plant 𝐴: Since the 

maximum power that this plant can produce during the first period is 60000 MWh, 

and every 1 KAF of water in this plant produces 400 MWh, we get the following 

constraint: 
60000

400
= 150 ⟹ 

𝑥1 ≤ 150     (2) 

Restricting the amount of water that must be supplied to power plant 𝐵: Since the 

maximum power that this plant can produce during the first period is 35000 MWh, 

and every 1 KAF of water in this plant produces 200 MWh, we get the following 

restriction: 
35000

200
= 175 ⟹ 

𝑥2 ≤ 175     (3) 

3- Maintaining the amount of water in tank 𝐴: 

The level of tank 𝐴 at the beginning of the first period, plus the amount of flow into 

this tank, must equal the amount of water supplied to power plant 𝐴 from tank 𝐴 + 

the amount of water that must be drained so that a flood does not occur + the tank 

level at the end of the first period, i.e.: 

1900 + 200 = 𝑥1 + 𝑥3 +  𝑥5   ⟹ 
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𝑥1 + 𝑥3 + 𝑥5 = 2100     (4) 

Since the minimum level allowed in this tank is 1200 and the maximum capacity of 

this tank is 2000, the level of tank 𝐴 at the end of the first period must be limited 

between the values 1200 and 2000 and thus we obtain the following double 

restriction: 

1200 ≤ 𝑥5 ≤ 2000      (5) 

4- Maintaining the amount of water in tank 𝐵: 

The water supplied to power plant 𝐵+ the water drained from tank 𝐵 so that there is 

no flooding + the level of  tank 𝐵 at the end of the first period must equal the 

amount of water supplied to tank 𝐵 from power plant 𝐴 (it is the same amount of 

water that was supplied to power plant 𝐴 from the tank 𝐴) + the amount of water 

that must be drained from tank 𝐴 so that a flood does not occur + the level of tank 𝐵 

at the beginning of the first period + the amount of flow into tank 𝐵 in the first 

period, i.e.: 

𝑥2 + 𝑥4 + 𝑥6 = 𝑥1 + 𝑥3 + 850 + 40 ⟹ 

𝑥2 + 𝑥4 + 𝑥6 − 𝑥1 − 𝑥3 = 890     (6) 

Since the minimum level allowed in this tank is 800 and the maximum capacity of 

this tank is 1500, the level of tank 𝐵at the end of the first period must be limited 

between the values 800 and 1500, and thus we obtain the following double 

restriction: 

800 ≤ 𝑥6 ≤ 1500      (7) 

 The study for the second period: 

Information about the power plants of the second period: 

Table No. (1) Information about power plants A and B during the second period 

power plant B 
 

power plant A 
 

power plants 
                  Information 

Unknown 

 

Unknown 

 

Water supplied to the power 

plant during the second period 

35000 60000 Maximum generating capacity 
during the second period 

200 
 

400 
 

The power it can generate for a 

volume of water of 1 KAF 

Information about tanks during the first period: 
Table No. (2) Information about reservoirs A and B during the second period 

Tank B 

 

Tank A 

 

Tanks 

Information 

1500 
 

2000 
 

Maximum capacity 

800 
 

1200 
 

Minimum permissible level 

 
Unknown 

 

 

 
Unknown 

 

The ratio at the beginning of 
the second period is the same 

as the ratio at the end of the 

first period 

Unknown 
 

Unknown 
 

Excess water drained from the 
tank to prevent flooding 

15 130 Flow during the second period 

Unknown 
 

Unknown 
 

Reservoir level at the end of 
the second period 

The first step regarding this issue during the second period of work, we find that the 

unknowns are: 
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1- The amount of power produced is divided into two parts: a quantity that is sold for 

20$ MWh, and a quantity that is sold for 14$ MWh. 

2- The amount of water that must be supplied to power plant 𝐴 will be denoted 𝑦1. 

3- The amount of water supplied to power plant 𝐵 will be denoted 𝑦2. 

4- The amount of water that must be drained from tank 𝐴 so that flooding does not 

occur. We will denote it 𝑦3. 

5- The amount of water that must be drained from tank 𝐵 so that flooding does not 

occur. We will denote it 𝑦4. 

6- Tank 𝐴 level at the end of the second period. We will denote it 𝑦5. 

7- Tank 𝐵 level at the end of the second period. We will denote it 𝑦6. 

The second step regarding this issue during the second period of work we find the 

following restrictions: 

1- We assume that the amount of power sold during the first period at a price of 

20$ per megawatt-hour is 𝑌1 and the amount of power sold at a price of 14$ per 

megawatt-hour is 𝑌2. The amount of power produced during the first period is: 

𝑌 = 𝑌1 + 𝑌2 

Electrical power constraint: Since every 1 KAF generates electrical power of 400 

MWh, in power plant 𝐴, when supplying this plant with the quantity 𝑦1 KAF, the 

power produced during the second period of this plant will be 400 𝑦1 . The same 

situation is for power plant 𝐵, the amount of power produced is 200𝑦2, and 

therefore the amount of power produced during the second period of the two 

plants is: 

400𝑦1 + 200𝑦2 

                 The amount of power produced during the second period must equal the amount  

                  of power sold during this period, meaning we get the restriction:        

400𝑦1 + 200𝑦2 = 𝑌1 + 𝑌2      (8) 

2- Constraint on the amount of water that must be supplied to power Plant 𝐴: Since 

the maximum power that this plant can produce during the second period is 

60000 MWh, and every 1 KAF of water in this plant produces 400 MWh, we get 

the following constraint: 
60000

400
= 150 ⟹ 

𝑦1 ≤ 150     (9) 

Restricting the amount of water that must be supplied to power plant 𝐵: Since the 

maximum power that this plant can produce during the second period is 35000 

MWh, and every 1 KAF of water in this plant produces 200 MWh, we get the 

following restriction: 
35000

200
= 175 ⟹ 

𝑦2 ≤ 175     (10) 

3- Maintaining the amount of water in tank 𝐴: 

 The level of tank 𝐴 at the beginning of the second period, plus the amount 

flowing into this tank, must equal the amount of water supplied to it Power factor 

𝐴 of tank 𝐴 + the amount of water that must be drained so that there is no 

flooding + the tank level at the end the first period, i.e.: 

𝑥5 + 130 = 𝑦1 + 𝑦3 + 𝑦5  ⟹ 

𝑦1 + 𝑦3 +  𝑦5 − 𝑥5 = 130     (11) 

Since the minimum level allowed in this tank is 1200 and the maximum capacity 

of this tank is 2000, the level of tank 𝐴 at the end of the first period must be 



Neutrosophic Sets and Systems, Vol. 66, 2024    152  

 

 

Maissam Jdid, The Problem of Planning Neutrosophic Hydropower Systems (Converting Some Nonlinear Neutrosophic 
Models into Linear Neutrosophic Models) 

limited between the values 1200 and 2000 and thus we obtain the following double 

restriction: 

1200 ≤ 𝑦5 ≤ 2000      (12) 

4- Maintaining the amount of water in tank 𝐵: 

The water supplied to power plant 𝐵 + the water drained from tank 𝐵 so that 

there is no flooding + the level of tank 𝐵 at the end of the second period must 

equal the amount of water supplied to tank 𝐵 from power plant 𝐴 (it is the same 

amount of water that was supplied to power plant 𝐴 from the tank 𝐴) + the 

amount of water that must be drained from tank 𝐴 so that a flood does not occur 

+ the level of tank 𝐵 at the beginning of the second period + the amount of flow 

into tank 𝐵 in the first period, i.e.: 

𝑦2 + 𝑦4 + 𝑦6 = 𝑥1 + 𝑦3 + 𝑥6 + 15 ⟹ 

𝑦2 + 𝑦4 + 𝑦6 − 𝑥1 − 𝑦3 − 𝑥6 = 15     (13) 

            Since the minimum level allowed in this tank is 800 and the maximum capacity of  

             this tank is 1500, the level tank 𝐵 at the end of the second period must be confined   

             between the values 800 and 1500, and thus we obtain the double entry. 

800 ≤ 𝑦6 ≤ 1500      (14) 

The third step: In the problem, determine the objective function relation: 

From the data of the issue, we found that the department responsible for the 

workflow set two prices for selling the electrical power produced during the two 

periods, according to the quantity sold, and then they are: 

The amount of power produced during the first period is given by the following 

relation: 

𝑋 = 𝑋1 + 𝑋2 

Where 𝑋1 is the amount of power sold during this period at a price of 20$ MWh, and 

𝑋2 is the amount of power sold during this period is at a price of 14$ MWh, the 

amount of power produced during the second period is given by the following 

relation: 

𝑌 = 𝑌1 + 𝑌2 

Where 𝑌1 is the amount of power sold during this period at a price of 20$ MWh, and 

𝑌2 is the amount of power sold during this period is at a price of 14$ MWh, in the 

following figure we show the maximum revenue and the quantities sold of power 

corresponding to the price of 20$ MWh, and the smallest revenue that we can obtain 

from power and the quantities sold of power corresponding to the price of 14$ 

MWh. 
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  The objective function can be represented as follows: 

Figure No. (2): Electricity sales estimated in megawatt hours (MWh) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

From the previous figure, we notice that the objective function is a discrete linear 

function. It is linear in the fields [0,50000] and ]50000, ∞[. Therefore, the quantity 

of electricity sold can be divided into two parts: the part sold at a price of 20$/ MWh, 

and the part sold at a price: 14$/ MWh, and the following figure shows the quantities 

produced and the maximum revenue for power sold at a price of 20$ and the 

quantities produced and the smallest revenue we can get from power sold at a price of 

14$. 

Figure No. (3) Maximum revenue, minimum revenue, and quantities sold 

according to price 
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From the above, we can represent the objective function with a linear function as 

follows: 

𝑍 = 20(𝑋1 + 𝑌1) + 14( 𝑋2 + 𝑌2)      (15) 

Mathematical model: 

Find: 

𝑍 = 20(𝑋1 + 𝑌1) + 14( 𝑋2 + 𝑌2)   ⟶ 𝑀𝑎𝑥 

Within the conditions: 

400𝑥1 + 200𝑥2 = 𝑋1 + 𝑋2    
𝑥1 ≤ 150   
𝑥2 ≤ 175   

𝑥1 + 𝑥3 +  𝑥5 = 2100   
𝑥5 ≤ 2000 

𝑥5 ≥ 1200 

𝑥2 + 𝑥4 + 𝑥6 − 𝑥1 − 𝑥3 = 890  
𝑥6 ≤ 1500 

𝑥6 ≥ 800 

400𝑦1 + 200𝑦2 = 𝑌1 + 𝑌2  
𝑦1 ≤ 150   
𝑦2 ≤ 175   

𝑦1 + 𝑦3 +  𝑦5 − 𝑥5 = 130    
𝑦5 ≤ 2000 

𝑦5 ≥ 1200 

𝑦2 + 𝑦4 + 𝑦6 − 𝑥1 − 𝑦3 − 𝑥6 = 15 

𝑦6 ≤ 1500 

𝑦6 ≥ 800 

𝑥𝑗 ≥ 0 , 𝑦𝑗 ≥ 0 ; 𝑗 = 1,2, … ,6  𝑎𝑛𝑑( 𝑋1, 𝑋2, 𝑌1, 𝑌2) ≥ 0 

It is a linear model in which the direct Simplex algorithm and its modifications can be 

used to find the optimal solution through which we achieve the maximum profit, but 

this solution will be a classic value, a specific value, appropriate to the data that was 

used, and any change in the conditions of the work environment will affect this data, 

and therefore the solution we obtain will be inappropriate. It may cause the 

organization to suffer significant losses, so we suggest that this issue be studied using 

the concepts of neutrosophic logic by taking data that is subject to change in 

neutrosophic values, as in the following generalized study: 

 The general neutrosophical formulation of the issue of planning hydroelectric 

power systems: 
In this section, we present a general neutrosophic formulation of the issue of planning 

hydroelectric systems, because, as we know, some data in the text of the issue are 

subject to change during the course of work in the system due to many natural and other 

factors. In order to obtain a more accurate and appropriate study for all circumstances, 

we will take these data as neutrosophic values. 

Relying on the information contained in references [3,14,21], we present the following 

neutrosophic study: 

Neutrosophic numbers [2]: 

The neutrosophic number is given by the following formula: 𝑎 ± 𝑏𝐼, where 𝑎 𝑎𝑛𝑑 𝑏 are 

real or complex coefficients, and 𝐼 is the indeterminacy. It can be any domain, set, or 

any neighborhood of real values. Therefore, in order to obtain the neutrosophic 

mathematical model for the problem of planning hydroelectric systems, we will take the 

data that Affected by the factors and conditions surrounding the system's operating 
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environment, neutrosophic numbers are any of the form 𝑁𝑏𝑖 and 𝑁𝑎𝑖𝑗, indefinite values. 

Completely determined, they can be any neighborhood of the real numbers 𝑎𝑖𝑗 and 𝑏𝑖 

written in one of the forms:   

  𝑁𝑎𝑖𝑗 = 𝑎𝑖𝑗 + 휀𝑖𝑗 and 𝑁𝑏𝑖 = 𝑏𝑖 + 𝜇𝑖 where 휀𝑖𝑗 ∈ [𝜆1𝑖𝑗 , 𝜆2𝑖𝑗] or 휀𝑖𝑗 ∈ {𝜆1𝑖𝑗 , 𝜆2𝑖𝑗}. 

Neutrosophic Mathematical Model [21]: 

  In case of examples in which the goal and constraints are in the form of neutrosophic 

mathematical functions, then the neutrosophic mathematical model is written in the 

following form: 

𝑁𝑓 = 𝑁𝑓(𝑥1 , 𝑥2, −−, 𝑥𝑛) → (𝑀𝑎𝑥 )𝑜𝑟 (𝑀𝑖𝑛) 

    Subject to the following restrictions: 

𝑁𝑔𝑖(𝑥1 , 𝑥2, −−, 𝑥𝑛) (
≤
≥
=

) 𝑁𝑏𝑖   ; 𝑖 = 1,2, − − −, 𝑚 

𝑥1 , 𝑥2, −−, 𝑥𝑛 ≥ 0 

The general form of the neutrosophic linear model [14]: 

The general neutrosophic form of the linear mathematical model is given in short form 

as follows: 

𝑁𝑓 = ∑(𝑐𝑗 ± 휀𝑗)𝑥𝑗

𝑛

𝑗=1

→ (𝑀𝑎𝑥 )𝑜𝑟 (𝑀𝑖𝑛) 

Within the restrictions: 

∑ 𝑎𝑖𝑗𝑥𝑗

𝑛

𝑗=1

(
≤
≥
=

) 𝑏𝑖 ± 𝛿𝑖    ; 𝑖 = 1,2, … , 𝑚 

𝑥𝑗 ≥ 0 

Then we get the following neutrosophic formulation: 

A department controls the operation of a system consisting of two water tanks, each 

equipped with a plant to generate electrical power. This system works by sending a 

quantity of water to power plants to generate electrical power. The experts provided the 

following information: 

 Information about the power plants during the two periods: 

1- A volume of water of 1 KAF, can generate 𝑝𝐴 MWh, of electricity in power plant 𝐴 

and 𝑝𝐵 MWh, in power plant 𝐵. 

2- The maximum power that can be generated in power plant 𝐴 is 𝑁𝑃𝐴 MWh, and in 

power plant 𝐵 the maximum power that can be generated is 𝑁𝑃𝐵 MWh. 

3- An amount of electricity amounting to 𝐾 MWh, can be sold at a price of 𝐶𝑁1$ MWh, 

while the excess quantity is sold at a price of 𝐶𝑁2$ MWh. 

 Information about the tanks during the two periods:  

1- The maximum capacity of reservoir 𝐴 is 𝑆𝐴 KAF and the maximum capacity of 

reservoir 𝐵 is 𝑆𝐵 KAF. 

2- The level of reservoir 𝐴 at the beginning of the first period is 𝑁𝑀𝐴1 KAF and the level 

of reservoir 𝐵 is 𝑁𝑀𝐵1 KAF. 

3- The minimum level allowed in tank 𝐴 is 𝑁𝐿𝐴 KAF and in tank 𝐵 is 𝑁𝐿𝐵 KAF. 

4- The flow to tank 𝐴 during the first period is 𝑇𝐴𝑁1 KAF and to tank 𝐵 is 𝑇𝐵𝑁1 KAF. 

5- The flow to tank 𝐴 during the second period is 𝑇𝐴𝑁2 KAF and to tank 𝐵 is 𝑇𝐵𝑁2 KAF. 

We should be noted here: 

 Power plant 𝐴 is supplied from tank 𝐴 and power plant 𝐵 from tank 𝐵. 

 When the tanks are completely full, some of the water is drained through the 

drainage channels so that flooding does not occur. 
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 For tank 𝐵, water is supplied from the following sources: 

 The aforementioned outflow. 

 From power plant 𝐴, the water that is supplied to the power plant after its 

use goes out to tank 𝐵. 

 Water drained from tank 𝐴 so that flooding does not occur. 

What is required is to build a mathematical model of the functioning of this system so 

that it achieves the maximum profit from the process of selling electricity. We know 

that to formulate a mathematical programming program, we follow the following 

three steps: 

First step: We identify the unknowns in the problem (decision variables) and express them  

                   in algebraic symbols. 

Second step: We define all constraints and express them with equations or inequalities that  

                       are mathematical functions of the unknown variables. 

Step Three: We define the objective function and represent it as a linear function of the  

                      unknown variables. It should be made as large or as small as possible. 

According to the text of the issue, in order to obtain the required mathematical 

model, the issue must be studied according to the data for each period and the 

necessary relationships determined. Here we find that a study must be 

presented for the first and second steps, specific to each period separately. 

 The study for the first period: 

Based on the previous information, we organize the following tables: 

Information about the power plants of the first period: 

 
Table No. (1) Information about power plants A and B during the first period 

power plant B 

 

power plant A 

 

power plants 

                  Information 

Unknown 
 

Unknown 
 

Water supplied to the power 
plant during the first period 

𝑁𝑃𝐵 𝑁𝑃𝐴 Maximum generating capacity 

during the first period 

𝑝𝐵 
 

𝑝𝐴 
 

The power it can generate for a 
volume of water of 1 KAF 

Information about tanks during the first period: 

Table No. (2) Information about reservoirs A and B during the first period 

Tank B 
 

Tank A 
 

Tanks 
Information 

𝑆𝐵  
 

𝑆𝐴 
 

Maximum capacity 

𝑁𝐿𝐵  
 

𝑁𝐿𝐴 
 

Minimum permissible level 

𝑁𝑀𝐵1 
 

𝑁𝑀𝐴1 
 

The ratio at the beginning of 

the first period 

Unknown 
 

Unknown 
 

Excess water drained from the 
tank to prevent flooding 

𝑇𝐵𝑁1 𝑇𝐴𝑁1 Flow during the first period 

Unknown 
 

Unknown 
 

Reservoir level at the end of 
the first period 

The first step regarding this issue during the first period of work, we find that the 

unknowns: 
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1- The amount of power produced is divided into two parts: a quantity that is sold 

for  𝐶𝑁1$ MWh, and a quantity that is sold for  𝐶𝑁2$ MWh. 

2- The amount of water that must be supplied to power plant 𝐴 will be denoted 𝑥1. 

3- The amount of water supplied to power plant 𝐵 will be denoted 𝑥2. 

4- The amount of water that must be drained from tank 𝐴 so that flooding does not 

occur. We will denote it 𝑥3. 

5- The amount of water that must be drained from tank 𝐵 so that flooding does not 

occur. We will denote it 𝑥4. 

6- Tank 𝐴 level at the end of the first period. We will denote it 𝑥5. 

7- Tank 𝐵 level at the end of the first period. We will denote it 𝑥6. 

The second step regarding this issue during the first period of work we find the 

following restrictions: 

1- We assume that the amount of power sold during the first period at a price of 𝐶𝑁1$ 

MWh, is 𝑋1 and the amount of power sold at a price of 𝐶𝑁2$ MWh, is 𝑋2. The 

amount of power produced during the first period is: 

𝑋 = 𝑋1 + 𝑋2 
Electrical power constraint: Since every 1 KAF generates electrical power of 400 

MWh, in power plant 𝐴 when supplying this plant with the quantity 𝑥1KAF, the power 

produced during the first period of this plant will be 𝑝𝐴1 𝑥1 .The same situation 

applies to power plant 𝐵, the amount of power produced is 𝑝𝐵𝑥2 , and therefore the 

amount of power produced during the first period of the two plants is: 

𝑝𝐴𝑥1 + 𝑝𝐵𝑥2 

The amount of power produced during the first period must equal the amount of 

power sold during this period, meaning we get the following restriction: 

𝑝𝐴𝑥1 + 𝑝𝐵𝑥2 = 𝑋1 + 𝑋2      (1) 

2- Constraint on the amount of water that must be supplied to power plant 𝐴: Since the 

maximum power that this plant can produce during the first period is 𝑁𝑃𝐴  MWh, 

and every 1 KAF of water in this plant produces 𝑝𝐴 MWh, we get the following 

constraint: 
𝑁𝑃𝐴

𝑝𝐴
 ⟹ 𝑥1 ≤  

𝑁𝑃𝐴

𝑝𝐴
    (2) 

Restricting the amount of water that must be supplied to power plant 𝐵: Since the 

maximum power that this plant can produce during the first period is 𝑁𝑃𝐵 megawatt-

hours, and every 1 KAF of water in this plant produces 𝑝𝐵 MWh, we get the following 

restriction: 
𝑁𝑃𝐵

𝑝𝐵
⟹ 𝑥2 ≤

𝑁𝑃𝐵

𝑝𝐵
     (3) 

3- Maintaining the amount of water in tank 𝐴: 

        The level of tank 𝐴 at the beginning of the first period, plus the amount of flow into 

this tank, must equal the amount of water supplied to power plant 𝐴 from tank 𝐴 + the 

amount of water that must be drained so that a flood does not occur + the tank level at 

the end of the first period, i.e.: 

𝑁𝑀𝐴1 + 𝑇𝐴𝑁1 = 𝑥1 + 𝑥3 +  𝑥5   ⟹ 

𝑥1 + 𝑥3 +  𝑥5 = 𝑁𝑀𝐴1 + 𝑇𝐴𝑁1    (4) 

       Since the minimum level allowed in this tank is 𝑆𝐴 and the maximum capacity of this 

tank is 𝑁𝐿𝐴, the level of tank 𝐴 at the end of the first period must be limited between 

the values 𝑁𝐿𝐴 and  𝑆𝐴 thus we obtain the following double restriction:  

𝑁𝐿𝐴 ≤ 𝑥5 ≤ 𝑆𝐴      (5) 

4- Maintaining the amount of water in tank 𝐵: 
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The water supplied to power plant 𝐵+ the water drained from tank 𝐵 so that there is no 

flooding + the level of tank 𝐵 at the end of the first period must equal the amount of 

water supplied to tank 𝐵 from power plant 𝐴 (it is the same amount of water that was 

supplied to power plant 𝐴 from the tank 𝐴) + the amount of water that must be drained 

from tank 𝐴 so that a flood does not occur + the level of tank 𝐵 at the beginning of the 

first period + the amount of flow into tank 𝐵 in the first period, i.e.: 

𝑥2 + 𝑥4 + 𝑥6 = 𝑥1 + 𝑥3 + 𝑁𝑀𝐵1 + 𝑇𝐵𝑁1 ⟹ 

𝑥2 + 𝑥4 + 𝑥6 − 𝑥1 − 𝑥3 = 𝑁𝑀𝐵1 + 𝑇𝐵𝑁1     (6) 

Since the minimum level allowed in this tank is 𝑁𝐿𝐵 and the maximum capacity of this 

tank is 𝑆𝐵, the level of tank 𝐵at the end of the first period must be limited between the 

values 𝑁𝐿𝐵 and 𝑆𝐵, thus we obtain the following double restriction: 

𝑁𝐿𝐵 ≤ 𝑥6 ≤ 𝑆𝐵     (7) 

 The study for the second period: 

Information about the power plants of the second period: 
Table No. (1) Information about power plants A and B during the second period 

power plant B 

 

power plant A 

 

power plants 

                  Information 

Unknown 
 

Unknown 
 

Water supplied to the power 
plant during the second period 

𝑁𝑃𝐵 𝑁𝑃𝐴 Maximum generating capacity 

during the second period 

𝑝𝐵 
 

𝑝𝐴 
 

The power it can generate for a 
volume of water of 1 KAF 

 

 

Information about tanks during the first period: 

Table No. (2) Information about reservoirs A and B during the second period 

Tank B 

 

Tank A 

 

Tanks 

Information 

𝑆𝐵  
 

𝑆𝐴 
 

Maximum capacity 

𝑁𝐿𝐵  
 

𝑁𝐿𝐴 
 

Minimum permissible level 

 

Unknown 
 

 

Unknown 
 

The ratio at the beginning of 

the second period is the same 
as the ratio at the end of the 

first period 

Unknown 

 

Unknown 

 

Excess water drained from the 

tank to prevent flooding 

𝑇𝐵𝑁2 𝑇𝐴𝑁2 Flow during the second period 

Unknown 

 

Unknown 

 

Reservoir level at the end of 

the second period 

The first step regarding this issue during the second period of work, we find that the 

unknowns are: 

1- The amount of power produced is divided into two parts: a quantity that is sold for 

𝐶𝑁1$ MWh, and a quantity that is sold for 𝐶𝑁2$ MWh. 

2- The amount of water that must be supplied to power plant 𝐴 will be denoted 𝑦1. 

3- The amount of water supplied to power plant 𝐵 will be denoted 𝑦2. 

4- The amount of water that must be drained from tank 𝐴 so that flooding does not 

occur. We will denote it 𝑦3. 
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5- The amount of water that must be drained from tank 𝐵 so that flooding does not 

occur. We will denote it 𝑦4. 

6- Tank 𝐴 level at the end of the second period. We will denote it 𝑦5. 

7- Tank 𝐵 level at the end of the second period. We will denote it 𝑦6. 

The second step regarding this issue during the second period of work we find the 

following restrictions: 

1- We assume that the amount of power sold during the first period at a price of 

𝐶𝑁1$ MWh, is 𝑌1 and the amount of power sold at a price of 𝐶𝑁2$ MWh, is 𝑌2. 

The amount of power produced during the first period is: 

𝑌 = 𝑌1 + 𝑌2 

Electrical power constraint: Since every 1 KAF generates electrical power of 𝑝𝐴 

MWh, in power plant 𝐴, when supplying this plant with the quantity 𝑦1 KAF, the 

power produced during the second period of this plant will be 𝑝𝐴 𝑦1 . The same 

situation is for power plant 𝐵, the amount of power produced is 𝑝𝐵𝑦2, and therefore 

the amount of power produced during the second period of the two plants is: 

𝑝𝐴𝑦1 + 𝑝𝐵𝑦2 

           The amount of power produced during the second period must equal the amount of  

            power sold during this period, meaning we get the restriction:        

𝑝𝐴𝑦1 + 𝑝𝐵𝑦2 = 𝑌1 + 𝑌2      (8) 

2- Constraint on the amount of water that must be supplied to power plant 𝐴: Since 

the maximum power that this plant can produce during the second period is 𝑁𝑃𝐴 

MWh, and every 1 KAF of water in this plant produces 𝑝𝐴 MWh, we get the 

following constraint: 
𝑁𝑃𝐴

𝑝𝐴
 ⟹ 𝑦1 ≤  

𝑁𝑃𝐴

𝑝𝐴
    (9) 

Restricting the amount of water that must be supplied to power plant 𝐵: Since the 

maximum power that this plant can produce during the second period is 𝑁𝑃𝐵 MWh, 

and every 1 KAF of water in this plant produces 𝑝𝐵 MWh, we get the following 

restriction: 
𝑁𝑃𝐵

𝑝𝐵
⟹ 𝑦2 ≤

𝑁𝑃𝐵

𝑝𝐵
     (10) 

3- Maintaining the amount of water in tank 𝐴: 

 The level of tank 𝐴 at the beginning of the second period, plus the amount flowing 

into this tank, must equal the amount of water supplied to it Power factor 𝐴 of tank 

𝐴 + the amount of water that must be drained so that there is no flooding + the tank 

level at the end the first period, i.e.: 

𝑥5 + 𝑇𝐴2 = 𝑦1 + 𝑦3 + 𝑦5  ⟹ 

𝑦1 + 𝑦3 +  𝑦5 − 𝑥5 = 𝑇𝐴2     (11) 

Since the minimum level allowed in this tank is 𝑁𝐿𝐴 and the maximum capacity of 

this tank is 𝑆𝐴, the level of tank 𝐴 at the end of the first period must be limited 

between the values 𝑁𝐿𝐴 and 𝑆𝐴  thus we obtain the following double restriction:   

𝑁𝐿𝐴 ≤ 𝑦5 ≤ 𝑆𝐴      (12) 

4- Maintaining the amount of water in tank 𝐵: 

The water supplied to power plant 𝐵 + the water drained from tank 𝐵 so that there is 

no flooding + the level of tank 𝐵 at the end of the second period must equal the 

amount of water supplied to tank 𝐵 from power plant 𝐴 (it is the same amount of 

water that was supplied to power plant 𝐴 from the tank 𝐴) + the amount of water 

that must be drained from tank 𝐴 so that a flood does not occur + the level of tank 𝐵 
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at the beginning of the second period + the amount of flow into tank 𝐵 in the first 

period, i.e.: 

𝑦2 + 𝑦4 + 𝑦6 = 𝑥1 + 𝑦3 + 𝑥6 + 𝑇𝐵𝑁2 ⟹ 

𝑦2 + 𝑦4 + 𝑦6 − 𝑥1 − 𝑦3 − 𝑥6 = 𝑇𝐵𝑁2     (13) 

  Since the minimum level allowed in this tank is 𝑁𝐿𝐵 and the maximum capacity 

of this tank is 𝑆𝐵, the level tank 𝐵 at the end of the second period must be 

confined between the values 𝑁𝐿𝐵 and 𝑆𝐵, and thus we obtain the double entry.  

𝑁𝐿𝐵 ≤ 𝑦6 ≤ 𝑆𝐵     (14) 

The third step: In the problem, determine the objective function relation: 

From the data of the issue, we found that the department responsible for the 

workflow set two prices for selling the electrical power produced during the two 

periods, according to the quantity sold, and then they are: 

The amount of power produced during the first period is given by the following 

relation: 

𝑋 = 𝑋1 + 𝑋2 

Where 𝑋1 is the amount of power sold during this period at a price of 𝐶𝑁1$  MWh, 

and 𝑋2 is the amount of power sold during this period is at a price of 𝐶𝑁2$  MWh, 

the amount of power produced during the second period is given by the following 

relation:  

𝑌 = 𝑌1 + 𝑌2 

Where 𝑌1 is the amount of power sold during this period at a price of 𝐶𝑁1$ MWh, 

and 𝑌2 is the amount of power sold during this period is at a price of 𝐶𝑁2$  MWh, 

in the following figure we show the maximum revenue and the quantities sold of 

power corresponding to the price of 𝐶𝑁1$ MWh, and the smallest revenue that we 

can obtain from power and the quantities sold of power corresponding to the price 

of 𝐶𝑁2$ MWh. 

From the previous figure, we notice that the objective function is a discrete linear 

function. It is linear in the fields [0,50000] and ]50000, ∞[. Therefore, the 

quantity of electricity sold can be divided into two parts: the part sold at a price of 

𝐶𝑁1$/MWh, and the part sold at a price: 𝐶𝑁2$/MWh, and the following figure 

shows the quantities produced and the maximum revenue for power sold at a price 

of 𝐶𝑁1$ and the quantities produced and the smallest revenue we can get from 

power sold at a price of 𝐶𝑁2$ MWh.  

From the above, we can represent the objective function with a linear function as 

follows: 

𝑍 = 𝐶𝑁1(𝑋1 + 𝑌1) + 𝐶𝑁2( 𝑋2 + 𝑌2)      (15) 

Mathematical model: 

Find: 

𝑍 = 𝐶𝑁1(𝑋1 + 𝑌1) + 𝐶𝑁2( 𝑋2 + 𝑌2)   ⟶ 𝑀𝑎𝑥 

Within the conditions: 

𝑝𝐴𝑥1 + 𝑝𝐵𝑥2 = 𝑋1 + 𝑋2   

𝑥1 ≤  
𝑁𝑃𝐴

𝑝𝐴
   

𝑥2 ≤
𝑁𝑃𝐵

𝑝𝐵
      

𝑥1 + 𝑥3 +  𝑥5 = 𝑁𝑀𝐴1 + 𝑇𝐴𝑁1   
𝑦5 ≥ 𝑁𝐿𝐴  
𝑦5 ≤ 𝑆𝐴   

𝑥2 + 𝑥4 + 𝑥6 − 𝑥1 − 𝑥3 = 𝑁𝑀𝐵1 + 𝑇𝐵𝑁1  
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𝑥6 ≤ 𝑆𝐵  
𝑥6 ≥ 𝑁𝐿𝐵 

𝑝𝐴𝑦1 + 𝑝𝐵𝑦2 = 𝑌1 + 𝑌2   

𝑦1 ≤  
𝑁𝑃𝐴

𝑝𝐴
  

𝑦2 ≤
𝑁𝑃𝐵

𝑝𝐵
   

𝑦1 + 𝑦3 +  𝑦5 − 𝑥5 = 𝑇𝐴𝑁2   
𝑦5 ≤ 𝑆𝐴   
𝑦5 ≥ 𝑁𝐿𝐴 

𝑦2 + 𝑦4 + 𝑦6 − 𝑥1 − 𝑦3 − 𝑥6 = 𝑇𝐵𝑁2  
𝑦6 ≤ 𝑆𝐵   
𝑦6 ≥ 𝑁𝐿𝐵 

𝑥𝑗 ≥ 0 , 𝑦𝑗 ≥ 0 ; 𝑗 = 1,2, … ,6  𝑎𝑛𝑑( 𝑋1, 𝑋2, 𝑌1, 𝑌2) ≥ 0 

 Example text using neutrosophic values: 

              A department controls the operation of a system consisting of two water tanks, 

each equipped with a plant to generate electrical energy. This system works by 

sending a quantity of water to power plants to generate electrical energy. The 

experts provided the following information: 

       Information about the power plants during the two periods: 

1- A volume of water of 1 KAF, can generate 400 MWh, of electricity in power 

plant 𝐴 and 200 MWh, in power plant 𝐵. 

2- The maximum power that can be generated in power plant 𝐴 is [50000,70000] 
MWh, and in power plant 𝐵 the maximum power that can be generated is 
[30000,40000] MWh. 

3- An amount of electricity amounting to 50000 MWh, can be sold at a price of 
{15,20,25}$ MWh, while the excess quantity is sold at a price of {10,14,15}$ 

MWh. 

     Information about the tanks during the two periods:  

1- The maximum capacity of reservoir 𝐴 is 2000 KAF and the maximum capacity of 

reservoir 𝐵 is 1500 KAF. 

2- The level of reservoir 𝐴 at the beginning of the first period is [1700,1900] KAF 

and the level of reservoir 𝐵 is [650,850] KAF. 

3- The minimum level allowed in tank 𝐴 is [1000,1200] KAF and in tank 𝐵 is 
[600,800] KAF. 

4- The flow to tank 𝐴 during the first period is [150,250] KAF and to tank 𝐵 is 
[30,50] KAF. 

5- The flow to tank 𝐴 during the second period is [80,180] KAF and to tank 𝐵 is 
[10,20] KAF. 

    It should be noted here: 

 Power plant 𝐴 is supplied from tank A and power plant 𝐵 from tank 𝐵. 

 When the tanks are completely full, some of the water is drained through the 

drainage channels so that flooding does not occur. 

 For tank 𝐵, water is supplied from the following sources: 

 The aforementioned outflow. 

 From power plant 𝐴, the water that is supplied to the power plant after its 

use goes out to tank 𝐵. 

 Water drained from tank 𝐴 so that flooding does not occur. 
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What is required is to build a mathematical model of the functioning of this 

system so that it achieves the maximum profit from the process of selling 

electricity, we know that to formulate a mathematical programming program, 

we follow the following three steps: 

 First step: We identify the unknowns in the problem (decision variables) and  

                    express them in algebraic symbols. 

Second step: We define all constraints and express them with equations or  

                      inequalities that are mathematical functions of the unknown variables. 

Step Three: We define the objective function and represent it as a linear function of  

                the unknown variables. It should be made as large or as small as possible. 

According to the text of the issue: 

                  In order to obtain the required mathematical model, the issue must be  

                 studied according to the data for each period and the necessary  

                 relationships determined.    

 Here we find that a study must be presented for the first and second steps, specific  

                to each period separately. 

 The study for the first period: 

Based on the previous information, we organize the following tables: 

Information about the power plants of the first period: 
Table No. (1) Information about power plants A and B during the first period 

power plant B 

 

power plant A 

 

power plants 

                  Information 

Unknown 
 

Unknown 
 

Water supplied to the power 
plant during the first period 

[30000,40000] [50000,70000] Maximum generating capacity 

during the first period 

200 
 

400 
 

The power it can generate for a 
volume of water of 1 KAF 

 

Information about tanks during the first period: 

Table No. (2) Information about reservoirs A and B during the first period 

Tank B 
 

Tank A 
 

Tanks 
Information 

1500 
 

2000 
 

Maximum capacity 

[600,800] 
 

[1000,1200] 
 

Minimum permissible level 

[650,850] 
 

[1700,1900] 
 

The ratio at the beginning of 

the first period 

Unknown 

 

Unknown 

 

Excess water drained from the 

tank to prevent flooding 

[30,50] [150,250] Flow during the first period 

Unknown 

 

Unknown 

 

Reservoir level at the end of 

the first period 

The first step regarding this issue during the first period of work, we find that the 

unknowns: 

1- The amount of power produced is divided into two parts: a quantity that is sold 

for {15,20,25}$ MWh, and a quantity that is sold for {10,14,15}$ MWh. 

2- The amount of water that must be supplied to power plant 𝐴 will be denoted 𝑥1. 

3- The amount of water supplied to power plant 𝐵 will be denoted 𝑥2. 
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4- The amount of water that must be drained from tank 𝐴 so that flooding does not 

occur. We will denote it 𝑥3. 

5- The amount of water that must be drained from tank 𝐵 so that flooding does not 

occur. We will denote it 𝑥4. 

6- Tank 𝐴 level at the end of the first period. We will denote it 𝑥5. 

7- Tank 𝐵 level at the end of the first period. We will denote it 𝑥6. 

The second step regarding this issue during the first period of work we find the 

following restrictions: 

1- We assume that the amount of power sold during the first period at a price of 
{15,20,25}$ MWh, is 𝑋1 and the amount of power sold at a price of {10,14,15}$ 

MWh, is 𝑋2. The amount of power produced during the first period is: 

𝑋 = 𝑋1 + 𝑋2 

Electrical power constraint: Since every 1 KAF generates electrical power of 400 

MWh, in power plant 𝐴 when supplying this plant with the quantity 𝑥1KAF, the 

power produced during the first period of this plant will be 400 𝑥1 .The same 

situation applies to power plant 𝐵, the amount of power produced is 200𝑥2, and 

therefore the amount of power produced during the first period of the two plants 

is: 

400𝑥1 + 200𝑥2 

The amount of power produced during the first period must equal the amount of 

power sold during this period, meaning we get the following restriction: 

400𝑥1 + 200𝑥2 = 𝑋1 + 𝑋2      (1) 

2- Constraint on the amount of water that must be supplied to Power Plant 𝐴: Since 

the maximum power that this plant can produce during the first period is 
[50000,70000] MWh, and every 1 KAF of water in this plant produces 400 

MWh, we get the following constraint: 
[50000,70000]

400
 ⟹ 𝑥1 ≤  [125,175]   (2) 

Restricting the amount of water that must be supplied to power plant 𝐵: Since the 

maximum power that this plant can produce during the first period is 
[30000,40000] MWh, and every 1 KAF of water in this plant produces 200 

MWh, we get the following restriction: 
[30000,40000]

200
⟹ 𝑥2 ≤ [150,200]     (3) 

3- Maintaining the amount of water in tank 𝐴: 

The level of tank 𝐴 at the beginning of the first period, plus the amount of flow 

into this tank, must equal the amount of water supplied to power plant 𝐴 from 

tank 𝐴 + the amount of water that must be drained so that a flood does not occur 

+ the tank level at the end of the first period, i.e.: 

[50000,70000] + [150,250] = 𝑥1 + 𝑥3 +  𝑥5   ⟹ 

𝑥1 + 𝑥3 +  𝑥5 = [50150,70250]    (4) 

Since the minimum level allowed in this tank is [1000,1200] and the maximum 

capacity of this tank is 2000, the level of tank 𝐴 at the end of the first period 

must be limited between the values [1000,1200] and 2000 and thus we obtain 

the following double restriction: 
[1000,1200] ≤ 𝑥5 ≤ 2000     (5) 

4- Maintaining the amount of water in tank 𝐵: 

The water supplied to power plant 𝐵+ the water drained from tank 𝐵 so that there 

is no flooding + the level of  tank 𝐵 at the end of the first period must equal the 
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amount of water supplied to tank 𝐵 from power plant 𝐴 (it is the same amount of 

water that was supplied to power plant 𝐴 from the tank 𝐴) + the amount of water 

that must be drained from tank 𝐴 so that a flood does not occur + the level of 

tank 𝐵 at the beginning of the first period + the amount of flow into tank 𝐵 in the 

first period, i.e.: 

𝑥2 + 𝑥4 + 𝑥6 = 𝑥1 + 𝑥3 + [650,850] + [30,50] ⟹ 

𝑥2 + 𝑥4 + 𝑥6 − 𝑥1 − 𝑥3 = [680,900]     (6) 

Since the minimum level allowed in this tank is [600,800] and the maximum 

capacity of this tank is 1500, the level of tank 𝐵at the end of the first period must 

be limited between the values [600,800] and 1500, and thus we obtain the 

following double restriction: 
[600,800] ≤ 𝑥6 ≤ 1500     (7) 

 The study for the second period: 

Information about the power plants of the second period: 

Table No. (1) Information about power plants A and B during the second period 

power plant B 

 

power plant A 

 

power plants 
                  Information 

Unknown 

 

Unknown 

 

Water supplied to the power 

plant during the second period 

[30000,40000] [50000,70000] Maximum generating capacity 
during the second period 

200 
 

400 
 

The power it can generate for a 

volume of water of 1 KAF 

 

 

Information about tanks during the first period: 
Table No. (2) Information about reservoirs A and B during the second period 

Tank B 

 

Tank A 

 

Tanks 

Information 

1500 
 

2000 
 

Maximum capacity 

[600,800] 
 

[1000,1200] 
 

Minimum permissible level 

 
Unknown 

 

 
Unknown 

 

The ratio at the beginning of 
the second period is the same 

as the ratio at the end of the 

first period 

Unknown 
 

Unknown 
 

Excess water drained from the 
tank to prevent flooding 

[10,20] [80,180] Flow during the second period 

Unknown 
 

Unknown 
 

Reservoir level at the end of 
the second period 

The first step regarding this issue during the second period of work, we find that the 

unknowns: 

1- The amount of power produced is divided into two parts: a quantity that is sold 

for {15,20,25}$ MWh, and a quantity that is sold for {10,14,15}$ MWh. 

2- The amount of water that must be supplied to power plant 𝐴 will be denoted 𝑦1. 

3- The amount of water supplied to power plant 𝐵 will be denoted 𝑦2. 

4- The amount of water that must be drained from tank 𝐴 so that flooding does not 

occur. We will denote it 𝑦3. 
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5- The amount of water that must be drained from tank 𝐵 so that flooding does not 

occur. We will denote it 𝑦4. 

6- Tank 𝐴 level at the end of the second period. We will denote it 𝑦5. 

7- Tank 𝐵 level at the end of the second period. We will denote it 𝑦6. 

The second step regarding this issue during the second period of work we find the 

following restrictions: 

1- We assume that the amount of power sold during the first period at a price of 
{15,20,25}$ MWh, is 𝑌1 and the amount of power sold at a price of 
{10,14,15}$MWh, is 𝑌2. The amount of power produced during the first period 

is: 

𝑌 = 𝑌1 + 𝑌2 

Electrical power constraint: Since every 1 KAF, generates electrical power of 400 

MWh, in power plant 𝐴, when supplying this plant with the quantity 𝑦1 KAF, the 

power produced during the second period of this plant will be 400 𝑦1 . The same 

situation is for power plant 𝐵, the amount of power produced is 200𝑦2, and 

therefore the amount of power produced during the second period of the two 

plants is: 

400𝑦1 + 200𝑦2 

                 The amount of power produced during the second period must equal the amount  

                 of power sold during this period, meaning we get the restriction:        

 

400𝑦1 + 200𝑦2 = 𝑌1 + 𝑌2      (8) 

2- Constraint on the amount of water that must be supplied to power Plant 𝐴: Since 

the maximum power that this plant can produce during the second period is 
[50000,70000]MWh, and every 1 KAF of water in this plant produces 400 

MWh, we get the following constraint: 
[50000,70000]

400
 ⟹ 𝑦1 ≤  [125,175]  (9) 

Restricting the amount of water that must be supplied to power plant 𝐵: Since the 

maximum power that this plant can produce during the second period is 
[30000,40000] MWh, and every 1 KAF of water in this plant produces 200 

MWh, we get the following restriction: 
[30000,40000]

200
⟹ 𝑦2 ≤ [150,200]     (10) 

3- Maintaining the amount of water in tank 𝐴: 

 The level of tank 𝐴 at the beginning of the second period, plus the amount 

flowing into this tank, must equal the amount of water supplied to it Power factor 

𝐴 of tank 𝐴 + the amount of water that must be drained so that there is no 

flooding + the tank level at the end the first period, i.e.: 

𝑥5 + [150,250] = 𝑦1 + 𝑦3 + 𝑦5  ⟹ 

𝑦1 + 𝑦3 +  𝑦5 − 𝑥5 = [150,250]    (11) 

Since the minimum level allowed in this tank is [1000,1200] and the maximum 

capacity of this tank is 2000, the level of tank 𝐴 at the end of the first period must 

be limited between the values [1000,1200] and 2000 and thus we obtain the 

following double restriction: 
[1000,1200] ≤ 𝑦5 ≤ 2000      (12) 

4- Maintaining the amount of water in tank 𝐵: 

The water supplied to power plant 𝐵 + the water drained from tank 𝐵 so that 

there is no flooding + the level of tank 𝐵 at the end of the second period must 
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equal the amount of water supplied to tank 𝐵 from power plant 𝐴 (it is the same 

amount of water that was supplied to power plant 𝐴 from the tank 𝐴) + the 

amount of water that must be drained from tank 𝐴 so that a flood does not occur 

+ the level of tank 𝐵 at the beginning of the second period + the amount of flow 

into tank 𝐵 in the first period, i.e.: 

𝑦2 + 𝑦4 + 𝑦6 = 𝑥1 + 𝑦3 + 𝑥6 + [30,50] ⟹ 

𝑦2 + 𝑦4 + 𝑦6 − 𝑥1 − 𝑦3 − 𝑥6 = [30,50]    (13) 

                  Since the minimum level allowed in this tank is [600,800] and the maximum  

                  capacity of this tank is 1500, the level tank 𝐵 at the end of the second period  

                  must be confined between the values[600,800]and 1500, and thus we obtain the  

                 double entry. 
[600,800] ≤ 𝑦6 ≤ 1500     (14) 

The third step: In the problem, determine the objective function relation: 

From the data of the issue, we found that the department responsible for the 

workflow set two prices for selling the electrical power produced during the two 

periods, according to the quantity sold, and then they are: 

The amount of power produced during the first period is given by the following 

relation: 

𝑋 = 𝑋1 + 𝑋2 

Where 𝑋1 is the amount of power sold during this period at a price of {15,20,25}$ 

MWh, and 𝑋2 is the amount of power sold during this period is at a price of 
{10,14,15}$ MWh, the amount of power produced during the second period is given 

by the following relation: 

𝑌 = 𝑌1 + 𝑌2 

Where 𝑌1 is the amount of power sold during this period at a price of {15,20,25}$ 

MWh, and 𝑌2 is the amount of power sold during this period is at a price of 
{10,14,15}$ MWh, in the following figure we show the maximum revenue and the 

quantities sold of power corresponding to the price of {15,20,25}$ MWh, and the 

smallest revenue that we can obtain from power and the quantities sold of power 

corresponding to the price of {10,14,15}$ MWh. 

From the previous figure, we notice that the objective function is a discrete linear 

function. It is linear in the fields [0,50000] and ]50000, ∞[. Therefore, the quantity 

of electricity sold can be divided into two parts: the part sold at a price of 
{15,20,25}$/ MWh, and the part sold at a price: {10,14,15}$/ MWh, and the 

following figure shows the quantities produced and the maximum revenue for 

power sold at a price of {15,20,25}$ and the quantities produced and the smallest 

revenue we can get from power sold at a price of {10,14,15}$. 

From the above, we can represent the objective function with a linear function as 

follows: 

𝑍 = {15,20,25}(𝑋1 + 𝑌1) + {10,14,15}( 𝑋2 + 𝑌2)      (15) 

Mathematical model: 

Find: 

𝑍 = {15,20,25}(𝑋1 + 𝑌1) + {10,14,15}( 𝑋2 + 𝑌2)   ⟶ 𝑀𝑎𝑥 

Within the conditions: 

400𝑥1 + 200𝑥2 = 𝑋1 + 𝑋2  
𝑥1 ≤  [125,175]    
𝑥2 ≤ [150,200]      

𝑥1 + 𝑥3 +  𝑥5 = [50150,70250]     
𝑦5 ≤ 2000      
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𝑦5 ≥ [1000,1200] 
𝑥2 + 𝑥4 + 𝑥6 − 𝑥1 − 𝑥3 = [680,900]  

𝑥6 ≤ 1500  
𝑥6 ≥ [600,800] 

200𝑦1 + 400𝑦2 = 𝑌1 + 𝑌2  
𝑦1 ≤  [125,175]   
𝑦2 ≤ [150,200]   

𝑦1 + 𝑦3 +  𝑦5 − 𝑥5 = [150,250]   
𝑦5 ≤ 2000       

𝑦5 ≥ [1000,1200] 
𝑦2 + 𝑦4 + 𝑦6 − 𝑥1 − 𝑦3 − 𝑥6 = [30,50]  

𝑦6 ≤ 1500   
𝑦6 ≥ [600,800] 

𝑥𝑗 ≥ 0 , 𝑦𝑗 ≥ 0 ; 𝑗 = 1,2, … ,6  𝑎𝑛𝑑( 𝑋1, 𝑋2, 𝑌1, 𝑌2) ≥ 0 

It is a linear neutrosophic model. The direct simplex neutrosophic algorithm and its 

modifications can be used to find the optimal solution through which we achieve the 

maximum profit, and it takes into account all the conditions that the system’s working 

environment may experience, through the indeterminacy present in the neutrosophic 

values that were taken for data that is subject to change due to factors and conditions 

that can occur. To go through the work environment. 
Conclusion and results: 

In this research, we presented a study of the issue of planning hydroelectric systems. 

From the information contained in reference [1], we reformulated this issue in an 

expanded way using classical values. Since some of the data in this issue are affected 

by natural or other factors, we found that the solution we can get from While solving 

the linear model, there may be an inaccurate solution that does not fit with the 

conditions that the system’s operating environment may experience. Therefore, we 

presented a complex formula for the problem of planning hydroelectric systems using 

the concepts of neutrosophic logic, and we obtained a neutrosophic linear model. 

Special neutrosophic algorithms can be used to solve the linear models that were 

presented. In previous research to obtain the optimal neutrosophic solution suitable 

for all conditions 
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Abstract. A neutrosophic set is a mathematical framework that extends fuzzy and intuitionistic sets to han-

dle indeterminate or contradictory information using three components: truth, falsity, and indeterminacy -

membership degrees which deal with handling indeterminate, imprecise, and uncertain data, while Extended

Fuzzy Theory extends the standard fuzzy set theory to manage more intricate membership degrees. The pri-

mary objective of this review is to thoroughly investigate and summarize the existing literature on trapezoidal

neutrosophic environments, particularly focusing on aspects such as the NFMOLP Problems in SVTpN envi-

ronments. Ultimately, this comprehensive review article aims to enhance the understanding of the potential of

these integrated methodologies for effectively presenting decision-making amidst complex and uncertain condi-

tions.

Keywords: Fuzzy Linear Programming problems; Linear Programming problems; Uncertainty principle; Mem-

bership function; Single valued trapezoidal neutrosophic numbers; NFMOLP- problems

————————————————————————————————————————

—-

1. Introduction

Linear programming (LP) problem is a powerful mathematical technique in optimization

employed to address problems where the objective is to maximize or minimize a linear function

while adhering to a set of linear constraints. In linear programming, the decision maker first

identifies the decision variables, objective function, and constraints. Various methods find

the feasible solution of LPP using the various methods simplex method [1], dual simplex [2],

graphical method [3] and so on which satisfy the constraints and optimize the objective value.
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The area of linear programming is very broad. The applications of LPP contain various areas

such as Production planning [4], transport services [5], water management [6] and so on. Over

the years researchers have worked in these areas such as using a modified dual simplex method

Patil et al. [7] developed an android application for cattle feed and Zhou et al. [8] introduced

the SMSS optimization algorithm for a data-clustering problem, demonstrating its potential

and effectiveness with eleven benchmark datasets. Chen et al. [9] presented a parameter

identification approach for photovoltaic models using a hybrid adaptive Nelder-Mead simplex

algorithm based on eagle strategy. Furthermore, Liero et al. [10] developed a comprehensive

theory for the novel class of Optimal Entropy-Transport problems, focusing on nonnegative

and finite Radon measures in general topological spaces. In another study, Tang et al. [11]

proposed a novel deep learning-based algorithm-based partial channel assignment algorithm

to intelligently allocate channels to each link in the SDN-IoT network.

Our intention is that this comprehensive literature review will be very useful for students or

researchers to understand both Fuzzy and trapezoidal neutrosophic environments through a

single review paper. After reviewing the introduction, we found that there is a significant

gap in the study of FLPP. Therefore, we have presented some important methodologies and

applications in a unified manner, considering different aspects of uncertainty. As a result,

we are compelled to explore the application of the Trapezoidal neutrosophic environments to

LPP and provide an updated analysis of applications and methodologies to discourse these

gaps. The summary of the trapezoidal neutrosophic environments will support researchers

in promoting and discovering improvements and progress in the field of Linear Programming

Problems (LPP). Through this comprehensive review paper, we attempt to support students

and researchers in developing a profound understanding of Neutrosophic, LR Fuzzy, Intuition-

istic, and Hesitant fuzzy models. Ultimately, our work aims to contribute to fostering progress

in this area. .

The paper is organized as follows. Section 2 discuss difficulties in the classical linear program-

ming model and Section 3 define the key concepts and definitions of fuzzy theory. In Section

4 introduce the FLPP then after in section 5 discuss some important definitions related to

Fuzzy extended theory and Section 6 short literature review on LPP under the neutrosophic

principle. Finally in Sction 7 we conclude the review.

1.1. List of Abbreviations used throughout this paper.

• FLP: stands for ”Fuzzy Linear Programming”

• ITpNNs: stands for ”Interval trapezoidal neutrosophic numbers”

• IFS: stands for ”Intuitionistic fuzzy Set”

• IFNs: stands for ”Intuitionistic fuzzy numbers”
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• TpFn: stands for ”Trapezoidal Fuzzy Number”

• SVTpNNs: stands for ”Single-valued trapezoidal neutrosophic numbers”

• GTpFn: stands for ”General Trapezoidal Fuzzy Number”

• WTpFn: stands for ”Weighted Trapezoidal Fuzzy Number”

• TpIFN: stands for ”Trapezoidal Intuitionistic Fuzzy Number ”

• MADM: stands for ”Multiple Attribute Decision Making”

• NTpLWAA: stands for ”Neutrosophic trapezoid linguistic weighted arithmetic aver-

aging aggregation”

• NTpLWGA: stands for ”Neutrosophic trapezoid linguistic weighted geometric aggre-

gation.”

• R-NWFS: stands for ”Robust no-wait flow shop scheduling”

• NFMOLP: stands for ”Neutrosophic Fuzzy Multi-Objective Linear Programming”

• SMSS: stands for ”Simplex method-based social spider”

• MOLP: stands for “Multi-Objective Linear Programming”

2. Discussion Difficulties in The Classical Linear Programming Model

Classical Linear Programming (LP) have several demerits that can be addressed using fuzzy

logic. Firstly, classical LP assumes precise and deterministic input data, which can lead

to unrealistic and rigid solutions in the face of uncertainties and imprecisions in real-world

problems. Fuzzy logic, on the other hand, allows for the representation of vagueness and

uncertainty in the input data, enabling a more robust and flexible approach to problem-solving.

Secondly, classical LP may struggle to handle subjective and qualitative factors adequately,

while fuzzy logic can incorporate linguistic variables and expert opinions through fuzzy set

theory, providing a more human-like decision-making framework. Additionally, classical LP

may not handle imprecise or ambiguous constraints effectively, leading to suboptimal solutions,

whereas fuzzy logic can model and manage fuzzy constraints more naturally, resulting in more

meaningful and context-sensitive outcomes. In summary, fuzzy logic addresses the demerits

of classical LP by embracing uncertainty, imprecision, and subjectivity, making it a valuable

tool for handling complex real-world problems. In specific decision-making situations where

multiple factors come into play, some of which may be difficult to quantify precisely, fuzzy

logic presents a highly flexible and subtle approach when contrasted with an LP (Linear

Programming) model. The versatility of fuzzy logic lies in its capability to encompass a

wider array of factors and integrate subjective or qualitative inputs. As a result, fuzzy logic

has demonstrated its superiority over Linear Programming models. The pioneering work

introducing fuzzy logic was accomplished by Lotfi A. Zadeh [12] in 1965.
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3. Fuzzy Theory: Key Concepts and Definitions

Fuzzy set:

Zadeh [12] introduced the thought of fuzzy logic in 1965 to address systems with ill-defined,

vague, or incomplete information. If U is a collection of elements denoted by u, then a fuzzy

set F̃ in U is a set of ordered pairs: F̃ =
{(
u, µ

F̃
(u)

)
: u ∈ U

}
Where µ

F̃
(u) : U → [0, 1]is

called grade of membership or the membership function or degree of compatibility or degree

of truth of u in F̃ .

Notably, there are different types of fuzzy membership functions, including Triangular and

Trapezoidal fuzzy functions, which are defined as below: -

Triangular fuzzy Numbers [13]:

A fuzzy number Ã = (a1, a2, a3), defined on the universal set as a set of real numbers is said to

be a Triangular fuzzy number if its grade of membership function, µ
M̃

(n)is follow the below

condition:

(1) µ
M̃

(n) a strictly increasing and continuous function between the intervals [ a1, a2].

(2) µ
M̃

(n) a strictly decreasing and continuous function between the intervals [ a2, a3].

(3) µ
M̃

(n) , a continuous function under the interval [ 0, 1].

And given by

µ
M̃

(n) =

{ n−a1
a2−a 1

for a1≤n≤a2
a3−n
a3−a2

for a2≤n≤a3
0 othewise

}
Trapezoidal Fuzzy Number (TpFN) [14]:

A TpFN can be written as T̃ pf = ⟨m1,m2,m3,m4⟩ whose membership function µ
T̃ pf

as

follows:

µ
T̃ pf

(t)=


t−m1
m2−m1

, m1≤t≤m2;

1, m2≤t≤m3;
m4−t
tf4−tf3

, m3≤t≤m4;

0, Otherwise

where m1,m2,m3,m4 ∈ R
Weighted Trapezoidal Fuzzy Number [15]:

Let set S̃p =
(
s̃p1, s̃

p
2, s̃

p
3, s̃

p
4 : ω

p
l , ω

p
r

)
(where s̃p1, s̃

p
2, s̃

p
3and s̃

p
4 real number with s̃p1 ≤ s̃p2 ≤ s̃p3 ≤ s̃p4,

ωpr , ω
p
l the right height and the left height of S̃p) is GTpFn and the grade of membership

function is define as :

µS̃p (t) =



0 for ts̃p1or ts̃p4

ωpl .
t−s̃p1
s̃
p
2−s̃

p
1

for s̃p1≤t≤s̃
p
2

ωpl +(ω
p
l −ω

p
l )

t−s̃p2
s̃
p
3−s̃

p
2

for s̃p2≤t≤s̃
p
3

ωpr .
t−s̃p4
s̃
p
3−s̃

p
4

for s̃p3≤t≤s̃
p
4
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Where 0 ≺ ωpl ≤ 1 and 0 ≺ ωpr ≤ 1; If ωpl = ωpr then S̃pbecome S̃p = (s̃p1, s̃
p
2, s̃

p
3, s̃

p
4 : ω) also

known as WTpFn.

LR flat Trapezoidal Fuzzy Number [16]:

Let φ̃ = (φ̃1, φ̃2, φ̃l, φ̃r)LR is said L-R flat TpFn iff the grade of membership function µφ̃ (t)

is defined by-

µφ̃ (t) =

 L
(
φ̃1−t
φ̃l

)
For t≤φ̃1 and φ̃l>0

R
(
t−φ̃2
φ̃r

)
For t≥φ̃2 and φ̃r>0

1 For φ̃1≤t≤φ̃2


Hence, Fuzzy Logic presents a broader range of considerations and holds vagueness and

uncertainty during the optimization solution, rendering it a more advantageous alternative to

LP Models in certain scenarios. As demonstrated in Section 2, conventional LP struggles to

adequately address uncertainty, leading to decreased accuracy in identifying optimal solutions.

To overcome this limitation, Zimmermann proposed fuzzy Linear Programming Problems,

which we will thoroughly examine in Section 4.

4. Introduction of FLPP

Fuzzy linear programming (FLP) is a prevailing mathematical framework that extends clas-

sical linear programming by including uncertainties and imprecisions through fuzzy logic. The

FLP model, first introduced by Zimmermann [17], provides a powerful approach to tackle Lin-

ear Programming (LP) problems by integrating fuzzy linear constraints and keeping track of

the evolution of related research and advancements. The goal of FLPP is to attain an optimal

solution for a given objective function while adhering to a fuzzy set of constraints. In real-life

situations, uncertainties are universal, making classical linear programming insufficient for ac-

curately representing complex problems but FLP addresses this limitation by utilizing fuzzy

sets and fuzzy numbers to model imprecise data, enabling decision-makers to optimize systems

and resources under uncertain conditions. Its significance lies in various practical domains,

such as supply chain management [18], financial planning [19], construction projects [20], envi-

ronmental management [21], and so on. This paper explores various real-world applications to

showcase the practical relevance and efficacy of FLPP in handling imprecision and uncertainty.

By embracing the inherent fuzziness of real-world problems, FLPP equips decision-makers with

a powerful tool to address intricate optimization challenges effectively.
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Table 1. Researchers from diverse domains have extensively investigated the

real-life applications of FLPP, revealing its profound impact.

Authors Year EnvironmentApplication Significance

Ebrahimnejad

[22]

2016 Transportation

prpblem

Trader suppler

problem

The author proposed a novel ap-

proach to address the transporta-

tion problem by incorporating

interval-valued trapezoidal fuzzy

numbers to represent transporta-

tion costs, supplies, and demands

and solve it.

Sun et al. [23] 2021 Scheduling

problem

To solve the

robust no-wait

flow shop

scheduling

This article aims to investi-

gate the R-NWFS problem with

interval-valued fuzzy processing

times, with the objective of min-

imizing the make span while ad-

hering to an upper bound on the

total completion time.

Bhaumik and

Roy [24]

2021 Game the-

ory

Tourism man-

agement

The primary objective of this

article is to devise and exam-

ine a matrix game with multi-

ple objectives. The focus lies in

resolving the problem within a

single-valued neutrosophic envi-

ronment, utilizing a linguistic ap-

proach.

Deli and

Karaaslan [25]

2021 Decision

making

MCDM prob-

lem

Using generalized hesitant trape-

zoidal fuzzy numbers, which

express membership degrees

through multiple possible trape-

zoidal fuzzy numbers, proves to

be a more appropriate and effec-

tive approach for solving real-life

MCDM problems compared to

real life problem.

Continued on next page
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Table 1 – Continued the Literature survey

Authors Year EnvironmentApplication Significance

Hassanpour et

al. [26]

2023 Multi-

objective

linear pro-

gramming

Supply chain

management

This paper aims to address a

challenging problem of intuition-

istic fuzzy multi-objective lin-

ear programming, where objec-

tive functions and constraints in-

volve intuitionistic fuzzy param-

eters and using linear ranking

function to transform the intu-

itionistic fuzzy parameters into a

crisp problem.

Different subfield of operation research and applications

Throughout our continuous search, we have widely scrutinized the distinct attributes of

fuzzy concept. However, it is essential to acknowledge the existence of particular challenges

associated with this approach, which necessitate a comprehensive discussion in the subsequent

section.
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4.1. Some Challenges of The Fuzzy Linear Programming:

FLP play important role in decision making problem but Fuzzy Linear Programming (FLP)

poses several challenges due to the inherent uncertainty and imprecision associated with fuzzy

logic. Additionally, solving problems in fuzzy logic can be computationally intensive, especially

when dealing with non-linear functions. As the number of variables and constraints increases,

finding optimal solutions becomes more difficult, which can cause scalability issues. It is

evident from the above literature that fuzzy theory alone is not sufficient to address uncertainty

effectively. Therefore, researchers have developed several theories to overcome these challenges.

These theories include Intuitionistic theory (1983) by Atanassov, neutrosophic theory (1990)

by Samarandche, Pythagorean theory (2013) by Yager, so on.

5. Some Important Definitions, Introduction Related to Fuzzy Extended Theory

The Extended Fuzzy Principle starts by providing an extensive overview of the fundamental

concepts and principles underlying fuzzy logic. The key growths in the extended fuzzy set

include the following types:

• Intuitionistic

• Neutrosophic

• Pythagorean and so on.

Different types of fuzzy extended principle

Intuitionistic Fuzzy:

Intuitionistic fuzzy are part of extension Fuzzy sets that offer more information about the

degree of ambiguity through non- grade of membership. Intuitionistic fuzzy first introduced
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by Atanassov [27] in 1986 to deal with uncertainty using non- grade of membership and grade

of membership functions. The key definition and concept of intuitionistic is discuss below:

Intuitionistic fuzzy Set [27]

A setθ̃IF on H is defined as θ̃IF = {(h, [(ρ (h) , υ (h))]) : h ∈ H} Where ρIF (h) : H → [0, 1]

is membership functions and υIF (h) : H → [0, 1] is non-membership function. And

ρIF (h) , υIF (h) satisfies the following relation:

0 ≤ ρIF (h) + υIF (h) ≤ 1

Intuitionistic Fuzzy Number [28]:

An intuitionistic fuzzy number is represented as,M̃kwith the grade of membership function

σM̃k
(t)and non- grade of membership function ηM̃k

(t). The following properties hold:

(1) For all, the non- grade of membership function is concave, meaning thatt1, t2 ∈
t, ηM̃k

(λkt1 + (1− λk)t2) ≤ max{ηM̃k
(t1), ηM̃k

(t2)} , where λk ∈ [0, 1].

(2) For all, the membership function is convex, meaning that t1, t2 ∈ t, σM̃k
(λkt1 + (1 −

λk)t2) ≥ min{σM̃k
(t1), σM̃k

(t2)} , where λk ∈ [0, 1].

(3) The number is considered normal as there exists a t0 ∈ tvalue such that σM̃k
(t0) =

1 and ηM̃k
(t0) = 0.

(4) It is classified as an intuitionistic fuzzy subset of the real line.

In summary, an intuitionistic fuzzy shows concavity for its non- grade of membership function,

convexity for its membership function, satisfies the normal property, and can be categorized

as an intuitionistic fuzzy subset within the real set.

Trapezoidal Intuitionistic Fuzzy Number (TpIFN) [29]:

Trapezoidal Intuitionistic fuzzy number denoted as ĨTF , which possesses a grade of member-

ship τ
ĨTS

(ψ) , and a non- grade of membership γ
ĨTF

(ψ) functions follow as:

τ
ĨTS

(ψ) =


(ψ−q)
(n−q) τĨTF , q≤ψ≤r;
τ
ĨTF

, r≤ψ≤s;
(t−ψ)
(t−s) τĨTF , s<ψ≤t;

0 Otherwise.

γ
ĨTF

(ψ) =


(r−ψ)+ν

ĨTF
(ψ−q1)

(r−m1)
γ
ĨTF

, q≤ψ≤r;
γ
ĨTF

, r≤ψ≤s;
(ψ−s)+ν

ĨTF
(t1−ψ)

(t1−o)
γ
ĨTF

, s<ψ≤t;
0, Otherwise.
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Where 0 ≤ τ
ĨTF

(α) ≤ 1; 0 ≤ γ
ĨTF

(α) ≤ 1; and τ
ĨTF

+ γ
ĨTF

≤ 1; q, r, s, t ∈ R. Then

ĨTF =
〈(

[q, r, s, t] ; τ
ĨTF

)
,
(
[q1, r, s, t1]; γĨTF

)〉
is called as an intuitionistic trapezoidal fuzzy

number.

Neutrosophic:

A neutrosophic set is a mathematical framework that extends fuzzy and intuitionistic sets

to handle indeterminate or contradictory information using three components: falsity -

membership, indeterminacy-membership, and truth-membership degrees which handling in-

determinate, imprecise, and uncertain data. Neutrosophic theory introduced by Florentin

Smarandache in the 1990s [30], is a remarkable fusion of classical and fuzzy logic. In neutro-

sophic logic, are considered as false (F), true (T), or indeterminate (I). The key definition and

concept of neutrosophic is discuss below:

Neutrosophic Set [13]:

A set ñeuK in the universal set U , is said to be Neutrosophic Set if ñeuK ={(
u,

[
t
ñeuK

(u) , i
ñeuK

(u) , f
ñeuK

(u)
])

: u ∈ U
}
Where f

ñeuK
(u) : U → [0, 1],i

ñeuK
(u) : U →

[0, 1], and t
ñeuK

(u) : U → [0, 1] are the Falsity, indeterminacy, and truth membership function

respectively and f
ñeuK

(u) , i
ñeuK

(u) , t
ñeuK

(u) satisfy the following relation.

0 ≤ sup
{
t
ñeuK

(u)
}
+ sup

{
i
ñeuK

(u)
}
+ sup

{
f
ñeuK

(u)
}
≤ 3

.

Single valued trapezoidal neutrosophic number (SVTpNN) [31]:

A set ñeuTp is said to be SVTpNN if the set ñeuTp is defined as: ñeuTp ={(
(p1, p2, p3, p4) ;

[
ϕTp , φTp , γTp

])
: p1, p2, p3, p4 ∈ R

}
where truth-membership, indeterminacy-

membership, and a falsity-membership are defined as respectively:

t
ñeuTp

(t) =


(t−p1)ϕTp
p2−p1

p1≤t≤p2
ϕTp p2≤t≤p3
(p4−t)ϕTp
p4−p3

p3≤t≤p4
0, Otherwice


i
ñeuTp

(t) =


(p2−t+(t−p1)φTp)

p2−p1
p1≤t≤p2

ϕTp p2≤t≤p3
(t−p3+(p4−t)φTp)

p4−p3
p3≤t≤p4

1, Otherwice


f
ñeuTp

(t) =


(p2−t+(t−p1)γTp)

p2−p1
p1≤t≤p2

γTp p2≤t≤p3
(t−p3+(p4−t)γTp)

p4−p3
p3≤t≤p4

1, Otherwice


Where, 0 ≤ ϕTp , φTp , γTp ≤ 1 and 0 ≤ ϕTp + φTp + γTp ≤ 3
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6. Different Environment of the Neutrosophic Linear Programming Problem in

different real-life problems

Table 2. Researchers from various domains have widely investigated the real-

life applications of NFLPP, revealing its deep impact.

Authors Year EnvironmentApplication Significance

Alrefaei et al.

[32]

2014 Supply

Chain Man-

agement

Trapezoidal

Neutrosophic

Numbers

This paper proposes a flexible ap-

proach to fuzzy linear program-

ming, which is employed to ad-

dress the supply chain manage-

ment challenges faced by a steel

manufacturing company.

Broumi et al.

[33]

2016 Decision

making

Trapezoidal

neutrosophic

numbers.

This paper introduces a novel

MADMmethod utilizing the Sin-

gle valued NTpLWAA opera-

tor and the Single valued NT-

pLWGA operator.

Biswas et al.

[34]

2018 Decision

making

ITpNNs The author proposes the develop-

ment of a MADM strategy utiliz-

ing interval trapezoidal neutro-

sophic numbers (ITpNNs) as the

distance measure.

Hamiden

Khalifa [35]

2020 Assignment

problem

Single-valued

TpNN

The objective of this article is to

optimize the multi-objective as-

signment problem using neutro-

sophic numbers.

Badr et

al. [36]

2021 LPP Trapezoidal

neutrosophic

numbers

Badr et al. proposed a new Ex-

terior Point Simplex Algorithm

to Solve the Neutrosophic Linear

Programming Problems.

6.1. The LPP under the Neutrosophic Principle

Kamal et al. [37]

The author introduced a Multi-Objective Transportation Problem in which the objective func-

tions are characterized as Type-2 TpFn and demand are expressed as multi-choice and supply

are expressed as probabilistic random variables in constraints. Additionally, the study consid-

ers the ” rate of decrement in profit and rate of increment in Transportation Cost (TC) on

Tripathi, Dey, Broumi and Kumar, Exploring Neutrosophic Linear Programming in
Advanced Fuzzy Contexts

Neutrosophic Sets and Systems, Vol. 66, 2024                                                                               180



transporting the products from destinations to sources due to” factors affecting such as late

deliveries, product damage, weather conditions, and other problems, which add to the overall

cost. Given the presence of these uncertainties, obtaining a direct optimum solution becomes

challenging. Hence, the first step is to convert these uncertainties into a crisp equivalent form.

The aim of this article to transform type 2 TpFn into the classical equivalents by using two-

phase defuzzification technique. Multi-choice variables are converted into equivalent values

using the Stochastic Programming (SP) approach and probabilistic random variables are con-

verted into equivalent values using the binary variables approach. The supply parameters are

assumed to follow various types of probabilistic distributions, such as Weibull, Extreme value,

Cauchy, and Pareto, while demand parameters are assumed as Normal distribution.

Hosseinzadeh and Tayyebi [38]

This paper presents an effective optimization and modeling framework for Fuzzy Multi-

Objective neutrosophic Linear Programming Problem. The proposed framework employs

SVTpNNs in Neural Networks to represent the coefficients of the right-hand side parameters,

constraints, and objective functions. The main objective is to transform NFMOLP problem

into an equivalent crisp MOLP Problem using a ranking function of SVTpNNs. To avoid

decision deadlock situations within a hierarchical structure, the proposed method defines ap-

propriate membership functions for each objective function based on the best and worst values

of the objectives. This approach aims to select an optimal compromise solution that maximizes

the degree of acceptance and minimizes the degree of rejection to some extent, considering all

objectives simultaneously. The concept of fuzzy decision sets is employed to achieve this goal

effectively. The practical applicability of the proposed method is demonstrated through the

resolution of a transportation problem, highlighting its usefulness in real-world scenarios. In-

dustries and business organizations dealing with imprecise and contradictory information can

benefit from this approach to handle complex decision-making tasks efficiently.

Fathya and Ammar [39]

In this research, Fathya and Ammar [39] propose an innovative collaborative strategy for

addressing multi-objective neutrosophic multi-level linear programming (MNMLP) problems,

utilizing the harmonic mean technique. The coefficients of the objective function and the

coefficients of constraints are neutrosophic numbers of the level decision makers. To trans-

form the MNMLP problem effectively, we employ the interval programming technique, which

splits it into two classical MMLP problems. One of these problems features all coefficients of

neutrosophic numbers as upper approximations, while the other uses as lower approximations.

Subsequently, they employ the harmonic mean method to amalgamate the various objectives

from each classical problem converted into a single objective. By solving the crisp linear single-

objective programming problem, they obtain a chosen solution for MNMLP problems. Fathya
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and Ammar (Fathy & Ammar, 2023) illustrate the practicality of our research through an ap-

plication that addresses the optimization of the cost for a multi-objective of the transportation

problem with a neutrosophic environment.

7. Conclusion:

In conclusion, this review article highlights the integration of Neutrosophic Theory and

trapezoidal neutrosophic environments in the situation of LP problems. A neutrosophic the-

ory is a mathematical framework that extends fuzzy and intuitionistic sets to handle uncertain,

imprecise, and indeterminate information using three components: truth, falsity, and indeter-

minacy. On the other hand, Extended Fuzzy Theory extends the traditional fuzzy theory to

manage more intricate grade of membership degrees. The primary objective of this review is

to summarize and analyze the prevailing literature on trapezoidal neutrosophic environments,

particularly focusing on aspects such as the NFMOLP Problems in SVTpN environments.

This comprehensive review article aims to enhance the understanding of the potential of these

integrated methodologies for effectively presenting decision-making problems amidst complex

and uncertain conditions.
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Abstract: In practical decision-making problems, the different reliability levels of decision-makers 
in their evaluation information are usually ignored by most existing decision-making methods. 
Then, a neutrosophic Z-number (NZN) is a powerful model for simultaneously describing the 
restraint and associated reliability of evaluation information in view of truth, indeterminacy, and 
falsity Z-numbers. This paper first proposed a logarithmic similarity measure (LSM) of NZN sets, 
which is more flexible and can change its measure result by adjusting the exponential parameters 
of the restraint and reliability. Then, a multi-attribute decision-making approach is developed based 
on the presented LSM of NZN sets, and its applicability and flexibility are further illustrated by a 
case study of undergraduate teaching quality assessment. 

Keywords: teaching quality evaluation; neutrosophic Z-number; logarithmic similarity measure; 
confidence degree 

 
 

1. Introduction 

Teaching quality assessment is an effective way to accelerate the development of universities 
and to ensure the quality of university education. Resulting from the ambiguity and uncertainty of 
human thinking, various fuzzy theories have already been widely used for the teaching quality 
assessment, such as the spherical fuzzy set (FS) [1], the q-rung orthopair FS [2], the triangular 
Pythagorean FS [3], the fuzzy rough set [4], the interval-valued (IV) Pythagorean FS [5], the IV dual-
hesitant FS [6], the IV intuitionistic FS [7], the IV hesitant fuzzy linguistic sets [8], and the Plithogenic 
cubic vague sets [9]. Especially in recent years, the neutrosophic decision-making (DM) approaches 
[10-11] were introduced in incomplete, uncertainty and inconsistent environments. For example, 
researchers successively proposed various DM approaches using the neutrosophic reducible 
weighted Maclaurin symmetric mean [12], the hyperbolic sine similarity measure for neutrosophic 
multivalued sets [13], the tangent trigonometric single-valued neutrosophic number (SvNN) 
aggregation operators [14], the TOPSIS method of simplified neutrosophic indeterminate sets [15], 
the grey relation analysis (GRA) method of 2-tuple linguistic neutrosophic numbers [16], the 
improved GRA method of probabilistic simplified neutrosophic sets [17], the combined compromise 
solution method of double-valued neutrosophic sets(NSs) [18], the GRA method of interval-valued 
NSs [19], and so on. However, the above methods only emphasize the assessment data, but ignore 
the fact that the evaluators usually imply the measures/levels of reliability related to their assessment 
data.  

Fortunately, to fully describe human judgments, Zadeh [20] first defined the notion of Z-
numbers, where a pair of fuzzy numbers is used to represent the restraint and reliability of evaluation 
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information. Subsequently, Z-numbers had been further studied in both theory and applications, 
such as the arithmetic for discrete [21] or continuous Z-numbers [22], the approximate reasoning [23] 
according to Z-number-valued if-then rules, and the DM approaches for supplier selection [24], 
medicine selection [25], and environmental assessment [26]. Furthermore, to express indeterminate 
and inconsistent information with reliability measures, a neutrosophic Z-number (NZN) [27] was 
proposed, which uses three order pairs of fuzzy numbers to demonstrate the restraint and reliability 
of evaluation information in terms of truth, indeterminacy, and falsity. Weighted aggregation 
operators such as Dombi [28], Aczel-Alsina [29], and similarity measures on the basis of the 
generalized distance [30], and the correlation coefficient based on mean, variance, and covariance [31] 
had been proposed for multi-attribute DM (MADM) in NZN setting. As the extended forms of NZN, 
the trapezoidal NZN [32], and the linguistic NZN [33] had also been proposed for DM problems.  

However, the logarithmic similarity measure (LSM) [34] is an effective tool for MADM. Then, 
NZN can ensure the levels of reliability of true, false and indeterminate values. Therefore, this paper 
proposes a generalized LSM of NZN sets (NZNLSM), in which the weights of the restraint and 
reliability of evaluation information can be adjusted according to the decision preferences of the 
evaluators. Specifically, as the weight of the reliability measure increases, the outcome of the decision 
will be more important by the reliability level of the evaluator. Furthermore, based on the proposed 
LSM of NZNSs, this paper developed a generalized DM method for performing MADM problems, 
and demonstrates the effectiveness and flexibility of the approach using the undergraduate teaching 
quality evaluation (UTQE) as an example. 

In the rest of the paper, the basic notion of a NZN set and the definition of LSM of NZNSs are 
introduced in Section 2. Then, the MADM approach applying LSM of NZNSs is presented in Section 
3. Furthermore, an example of UTQE is illustrated in Section 4, and both the comparison analysis and 
the sensitivity analysis are carried out in more detail. Lastly, the conclusion and the relative future 
research plan are shown in Section 5. 

2. Neutrosophic Z-number sets 

Du et al [27] put forward the neutrosophic Z-number set (NZNS) and its basic operational laws 
from the definition of the neutrosophic set [10-11] and Z-number [20]. 
Definition 1 [27]. A NZNS in a universe set S can be expressed as 

( ) ( )( ) ( ) ( )( ) ( ) ( )( ){ }, , , , , ,D R D R D RX s T s T s I s I s V s V s s S= ∈ . (1) 

where (TD(s), TR(s)), (ID(s), IR(s)), and (VD(s), VR(s)) are the sequence pairs of truth, indeterminacy and 
falsity fuzzy values, and each pair is given by a Z-number that consists of the evaluation values such 
as TD(sᶄ), ID(sᶄ), VD(sᶄ) and the reliability measures such as TR(sᶄ), IR(sᶄ) and VR(sᶄ) corresponding to the 
evaluation values. Here, the element x = <s, (TD(s), TR(s)), (ID(s), IR(s)), (VD(s), VR(s))> in X is a NZN, 
with the conditions TD(s) + ID(s) + VD(s) ∈ [0, 3] and TR(s) + IR(s) + VR(s) ∈ [0, 3]. For convenience, the 
element <s, (TD(s), TR(s)), (ID(s), IR(s)), (VD(s), VR(s)) > in X can be simply written as x = <(TD, TR), (ID, IR), 
(VD, VR)>, which is called NZN. 

For two NZNs denoted by xa = <(TDa, TRa), (IDa, IRa), (VDa, VRa)> and xb = <(TDb, TRb), (IDb, IRb), (VDb, 
VRb)>, there are the following relations: 
(1) ( ) ( ) ( ), , , , ,a b Da Db Da Db Ra Rb Ra Rb Da Db Ra Rb Da Db Ra Rbx x T T T T T T T T I I I I V V V V⊕ = + − + − ; 

(2) ( ) ( ) ( ), , , , ,a b Da Db Ra Rb Da Db Da Db Ra Rb Ra Rb Da Db Da Db Ra Rb Ra Rbx x T T T T I I I I I I I I V V V V V V V V⊗ = + − + − + − + − ; 

(3) ( ) ( )( ) ( ) ( )1 1 ,1 1 , , , ,a Da Ra Da Ra Da Rax V V I I V Vλ λ λ λ λ λλ = − − − − ; 

(4) ( ) ( ) ( )( ) ( ) ( )( ), , 1 1 ,1 1 , 1 1 ,1 1a Da Ra Da Ra Da Rax T T I I V Vλ λ λ λλ λ λ= − − − − − − − − ; 

(5) , , , , ,  and a b Da Db Ra Rb Da Db Ra Rb Da Db Ra Rbx x T T T T I I I I V V V V⊇ ⇔ ≥ ≥ ≤ ≤ ≤ ≤ ; 
(6)  and a b a b a bx x x x x x= ⇔ ⊇ ⊆ ; 
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(7) ( ) ( ) ( ), , , , ,a b Da Db Ra Rb Da Db Ra Rb Da Db Ra Rbx x T T T T I I I I V V V V= ∨ ∨ ∧ ∧ ∧ ∧ ; 

(8) ( ) ( ) ( ), , , , ,a b Da Db Ra Rb Da Db Ra Rb Da Db Ra Rbx x T T T T I I I I V V V V= ∧ ∧ ∨ ∨ ∨ ∨ ; 

(9) ( ) ( ) ( ) ( ), , 1 ,1 , ,C
a Da Ra Da Ra Da Rax V V I I T T= − − . 

3. Logarithmic Similarity Measure of NZNSs 

This section presents LSM of NZNSs as an extension of the LSM of dynamic neutrosophic cubic sets 
[34]. 

Assume that there are two NZNs xa = <(TDa, TRa), (IDa, IRa), (VDa, VRa)> and xb= <(TDb, TRb), (IDb, IRb), 
(VDb, VRb)>. We can define a function ζ(xa, xb) as 

( )

( ) ( ) ( )( ) ( ) ( ) ( )( )

( ) ( ) ( )( )

1 11 1

11

,
3

Da Da Db Rb Da Da Db Rb

Da Da Db Rb

a b

T T T T I I I I

V V V V
x x

λ λ λ λλ λλ λ

λ λλλ

ζ

− −− −

−−

− + −

+ −
= , 

(2) 

where the exponential parameter λ ∈ (0, 1]. 
Let X(s) = {<sκ, (TDx(sκ), TRx(sκ)), (IDx(sκ), IRx(sκ)), (VDx(sκ), VRx(sκ))>|sκ∈S} and Y(s) = {<sκ, (TDy(sκ), 

TRy(sκ)), (IDy(sκ), IRy(sκ)), (VDy(sκ), VRy(sκ))>|sκ∈S} be two NZNSs in S = {s1, s2, …, sη} whose weights are 

given by a vector τ = {τ(s1), τ(s2), …, τ(sη)} with ( )
1

1s
η

κ
κ

τ
=

=∑ . Therefore, the weighted LSM between 

X(s) and Y(s) can be calculated by 

( ) ( )( ) ( ) ( ) ( ) ( )( ){ }

( ) ( )

( )( ) ( )( ) ( )( ) ( )( )

( )( ) ( )( ) ( )( ) ( )( )

( )( ) ( )( ) ( )( ) ( )( )

1

11

11

11

1

, log 1 ,

log 1
3

w

Dx Rx Dy Ry

Dx Rx Dy Ry

Dx Rx Dy Ry

L X s Y s s X s Y s

T s T s T s T s

I s I s I s I s

V s V s V s V s
s

η

κ ε κ κ
κ

λ λλ λ
κ κ κ κ

λ λλ λ
κ κ κ κ

λ λλ λ
η κ κ κ κ

κ ε
κ

τ ε ε ζ

τ ε ε

=

−−

−−

−−

=

= − − ×

  −  
  
  + −
  
  + −  = − − ×  

 
 
 
 
 
 
   

∑

∑ 









 for ε ≥ 2, λ ∈ (0, 1], (3) 

where ε is an integer, and sκ∈S (κ = 1, 2, …, η). Especially when the parameter λ = 1, the LSM of 
NZNSs will be reduced to that of SvNSs.  
Example 1. Let ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) 0.8,0.7 , 0.2,0.6 , 0.1,0.7 0.7,0.6 , 0.1,0.7 , 0.3,0.8 0.7,0.6 , 0.2,0.8 , 0.2,0.8X s  =    

and  ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( ) 0.7,0.7 , 0.2,0.7 , 0.2,0.9 0.6,0.7 , 0.2,0.7 , 0.1,0.9 0.7,0.8 , 0.1,0.7 , 0.2,0.6Y s  =     be two 

NZNSs in S = {s1, s2, s3} whose weights are given by the vector τ = {0.3, 0.4, 0.3}. If ε = 2 and λ = 0.5 are 
chosen, the weighted LSM between X(s) and Y(s) is Lw(X(s),Y(s)) = 0.3×0.28265 + 0.4*0.37045 + 
0.3*0.27861 = 0.9317 according to Eq.(3). While when λ = 1, Lw(X(s),Y(s)) = 0.3×0.28533 + 0.4*0.36019 + 
0.3*0.29273 = 0.9382.   
Theorem 1. Let X(s) = {<sκ, (TDx(sκ), TRx(sκ)), (IDx(sκ), IRx(sκ)), (VDx(sκ), VRx(sκ))>|sκ∈S} and Y(s) = {<sκ, 
(TDy(sκ), TRy(sκ)), (IDy(sκ), IRy(sκ)), (VDy(sκ), VRy(sκ))>|sκ∈S } be two NZNSs in S = {s1, s2, …, sη } whose 

weights are given by a vector τ = {τ(s1), τ(s2), …, τ(sη)} with ( )
1

1s
η

κ
κ

τ
=

=∑ . The weighted LSM of NZNSs 

denoted by Lw(X(s), Y(s)) contains the properties as follows: 
(R1) 0 ≤ Lw(X(s), Y(s)) ≤ 1; 
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(R2) Lw(X(s), Y(s)) = 1 if and only if X(s) = Y(s); 
(R3) Lw(X(s), Y(s)) = Lw(Y(s), X(s)); 
(R4) If M(s) is a NZNS in S, and ( ) ( ) ( )X s Y s M s⊆ ⊆ , then Lw(X(s), M(s)) ≤ Lw(X(s), Y(s)) and Lw(X(s), 

M(s)) ≤ Lw(Y(s), M(s)). 
Proof. (R1) Since all variable values of X(s) and Y(s) are in the range of 0 to 1, ζ(X(sκ), Y(sκ)) ∈ [0,1] 
can be easily determined from Eq. (2). Then, when κ = 1, 2, …, η, one arrives at ɛ−(ɛ−1)×ζ(X(sκ), Y(sκ)) 
∈ [1, ɛ] , whose logarithm to the base ɛ is in [0,1]. Therefore, Lw(X(s), Y(s)) ∈ [0,1] can be derived by 

Eq. (3) when the condition 
1

( ) 1s
η

κ
κ

τ
=

=∑  is satisfied. 

(R2) If X(s) = Y(s), then for κ = 1, 2, …, η, there is TDx(sκ) = TDy(sκ), TRx(sκ) = TRy(sκ), IDx(sκ) = IDy(sκ), 
IRx(sκ) = IRy(sκ), VDx(sκ) = VDy(sκ), and VRx(sκ) = VRy(sκ). Thus, ζ(X(sκ), Y(sκ)) = 0 can be further inferred 
from Eq. (2), and that the logarithm of ɛ−(ɛ−1)×ζ(X(sκ), Y(sκ)) to the base ɛ equals 1 by Eq. (3). 

Therefore, Lw(X(s), Y(s)) = 1 can be gotten for the condition 
1

( ) 1s
η

κ
κ

τ
=

=∑ . 

Conversely, if Lw(X(s), Y(s)) = 1, by Eq. (3) and the condition 
1

( ) 1s
η

κ
κ

τ
=

=∑  , there exists the 

logarithm of ɛ−(ɛ−1)×ζ(X(sκ), Y(sκ)) to the base ɛ equals 1 for κ = 1, 2, …, η. Then, ζ(X(sκ), Y(sκ)) must 
be zero for κ = 1, 2, …, η. Thus, by Eq. (2) there is TDx(sκ) = TDy(sκ), TRx(sκ) = TRy(sκ), IDx(sκ) = IDy(sκ), IRx(sκ) 
= IRy(sκ), VDx(sκ) = VDy(sκ), and VRx(sκ) = VRy(sκ) for κ = 1, 2, …, η, that is X(s) = Y(s). 

(R3) By Eq. (3), Lw(X(s), Y(s)) = Lw(Y(s), X(s)) can be straightforwardly obtained. 
(R4) The condition ( ) ( ) ( )X s Y s P s⊆ ⊆  implies that TDx(sκ) ≤ TDy(sκ) ≤ TDp(sκ), TRx(sκ) ≤ TRy(sκ) 

≤ TRp(sκ), IDx(sκ) ≥ IDy(sκ) ≥ IDp(sκ), IRx(sκ) ≥ IRy(sκ) ≥ IRp(sκ), VDx(sκ) ≥ VDy(sκ) ≥ VDp(sκ), and VRx(sκ) ≥ 
VRy(sκ) ≥ VRp(sκ) for κ = 1, 2, …, η. Since the power function with a positive base increases 
monotonically in the range of positive exponents, for λ ∈ (0,1], there is (TDx(sκ))λ ≤ (TDy(sκ))λ ≤ (TDp(sκ))λ, 
(TRx(sκ))(1-λ) ≤ (TRy(sκ))(1-λ) ≤ (TRp(sκ))(1-λ),(IDx(sκ))λ ≥ (IDy(sκ))λ ≥ (IDp(sκ))λ, (IRx(sκ))(1-λ) ≥ (IRy(sκ))(1-λ) ≥ (IRp(sκ))(1-

λ), (VDx(sκ))λ ≥ (VDy(sκ))λ ≥ (VDp(sκ))λ, (VRx(sκ))(1-λ) ≥ (VRy(sκ))(1-λ) ≥ (VRp(sκ))(1-λ). Hence, we can obtain the 
follows: 

|(TDx(sκ))λ(TRx(sκ))(1-λ)-(TDy(sκ))λ(TRy(sκ))(1-λ)| ≤ |(TDx(sκ))λ(TRx(sκ))(1-λ) -(TDp(sκ))λ(TRp(sκ))(1-λ)|, 

|(TDy(sκ))λ(TRy(sκ))(1-λ)-(TDp(sκ))λ(TRp(sκ))(1-λ)| ≤ |(TDx(sκ))λ(TRx(sκ))(1-λ) -(TDp(sκ))λ(TRp(sκ))(1-λ)|, 

|(IDx(sκ))λ(IRx(sκ))(1-λ) -(IDy(sκ))λ(IRy(sκ))(1-λ)| ≤ |(IDx(sκ))λ(IRx(sκ))(1-λ) -(IDp(sκ))λ(IRp(sκ))(1-λ) |, 

|(IDy(sκ))λ(IRy(sκ))(1-λ) - (IDp(sκ))λ(IRp(sκ))(1-λ)| ≤ |(IDx(sκ))λ(IRx(sκ))(1-λ) -(IDp(sκ))λ(IRp(sκ))(1-λ)|, 

|(VDx(sκ))λ(VRx(sκ))(1-λ) -(VDy(sκ))λ(VRy(sκ))(1-λ)| ≤ |(VDx(sκ))λ(VRx(sκ))(1-λ) -(VDp(sκ))λ(VRp(sκ))(1-λ) |, 

|(VDy(sκ))λ(VRy(sκ))(1-λ) - (VDp(sκ))λ(VRp(sκ))(1-λ)| ≤ |(VDx(sκ))λ(VRx(sκ))(1-λ) -(VDp(sκ))λ(VRp(sκ))(1-λ)|. 

According to the above conclusion and Eq. (2), it is not difficult to get ζ(X(s), Y(s)) ≤ ζ(X(s), P(s)) 
and ζ(Y(s), P(s)) ≤ ζ(X(s), P(s)). And Lw(X(s), P(s)) ≤ Lw(X(s), Y(s)) and Lw(X(s), P(s)) ≤ Lw(Y(s), P(s)) 
can be further determined for the reason that the logarithm to the base ɛ increases with the function 
ζ decreasing. 

Thus, the above properties are completely proved. � 

3. MADM Approach Applying the Proposed LSM in NZN Setting 

To solve the DM problems in NZN setting, this section developed a MADM approach based on 
the presented NZNLSM. Assume that the decision makers need to evaluate α alternatives 
represented by U = {U1, U2, …, Uα} on the η attributes represented by S = {s1, s2, …, sη} to obtain the 
best option, and the attribute importance is given by the weight vector τ = {τ1, τ2, …, τη}, where τκ is 
the weight of the attribute sκ for κ = 1, 2, …, η. Then, the evaluation value of the option Uι for the 
attribute sκ can be expressed as the NZN xικ = <(TDικ, TRικ), (IDικ, IRικ), (VDικ, VRικ)>,where TDικ, IDικ, VDικ 
∈ [0, 1] and TRικ, IRικ, VRικ ∈ [0, 1]. Therefore, for all attributes sκ (κ = 1, 2, …, η), the evaluated values 
of all options Uι (ι = 1, 2, …, α) can be constructed by the NZN matrix E = (xικ)α×η.  

Then, the decision process of using the weighted LSM of NZNSs can be given as follows. 
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Step 1. Since the ideal one of all evaluated NZNs on the attribute sκ(κ = 1, 2, …, η) can be obtained 
by  

( ) ( ) ( )
( ) ( )( ) ( ) ( )( ) ( ) ( )( )

* * * * * * *, , , , , ,

, max ,max , min ,min , min ,min

D R D R D R

D R D R D R

x s T T I I V V

s T T I I V V

κ κ κ κ κ κ κ κ

κ ικ ικ ικ ικ ικ ικι ι ι ιι ι

=

=
, (4) 

where ι = 1, 2, …, α. The ideal NZNS considering all attributes can be derived from the formula 

( ) ( ) ( ){ }* * * * * * *, , , , , , , 1, 2, ,D R D R D RX s T T I I V V s Sκ κ κ κ κ κ κ κ κ η= ∈ =  . (5) 

Step 2. By Eq. (3), the weighted LSM between Xι and X* is calculated as  
 

( ) ( )

( ) ( ) ( )( ) ( ) ( ) ( )( )

( ) ( ) ( )( )

1 11 1* * * *

11 * *

*

1
, log 1

3

D R D R D R D R

D R D R

w

T T T T I I I I

V V V V
L X X

λ λ λ λλ λλ λ
ικ ικ κ κ ικ ικ κ κ

λ λλλ
η ικ ικ κ κ

ι κ ε
κ

τ ε ε

− −− −

−−

=

 − + − 
 
 + −
 = − − × 
 
 
 
  

∑ . (6) 

Step 3. According to the largest value of Lw(Xι, X*) for ι = 1, 2, …, α, the optimal alternative can 
be determined. 

Step 4. End. 

4. Example and Analysis 

The applicability and effectiveness of the presented DM approach are demonstrated through a 
case of UTQE in this section. Then, its robustness and sensitivity are further analyzed by comparing 
with the existing methods [27-30] in NZN setting. 

4.1 Example of UTQE 

Suppose that there are four universities represented by U = {U1, U2, U3, U4} to participate in UTQE. 
Experts are required to assess them in terms of five aspects denoted by S = {s1, s2, s3, s4, s5}, in which s1 
is the adaptability degree; s2 is the achievement degree; s3 is the guarantee degree; s4 is the satisfied 
degree; and s5 is the effective degree, with the corresponding weight vector given by τ = {τ1, τ2, τ3, τ4, 
τ5} = {0.2, 0.3, 0.15, 0.15, 0.2}. Then, all decision information of the UTQE can be finally established as 
the following NZN matrix: 

( )
( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

( )

4 5

0.7,0.8 , 0.1,0.7 , 0.7,0.8 , 0.1,0.7 , 0.7,0.7 , 0.2,0.7 , 0.8,0.6 , 0.2,0.8 , 0.6,0.8 , 0.2,0.9 ,

0.2,0.8 0.2,0.8 0.2,0.9 0.3,0.8 0.2,0.8

0.8,0.7 , 0.2,0.6 , 0.6,0.7 , 0.2,0.7 , 0.6,0.8 , 0.3,0.8 , 0.8,0.7

0.1,0.7 0.1,0.9 0.3,0.8

E xικ ×
=

=

( )
( )

( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

, 0.2,0.7 , 0.7,0.8 , 0.2,0.8 ,

0.2,0.6 0.1,0.8

0.9,0.8 , 0.1,0.8 , 0.7,0.6 , 0.1,0.7 , 0.7,0.7 , 0.4,0.7 , 0.9,0.8 , 0.1,0.7 , 0.8,0.7 , 0.1,0.7 ,

0.1,0.7 0.3,0.8 0.6,0.7 0.1,0.8 0.1,0.7

0.7,0.8 , 0.1,0.7 , 0.6,0.7 , 0.1,0.8 ,

0.2,0.6 0.2,0.7
( ) ( )
( )

( ) ( )
( )

( ) ( )
( )

0.7,0.6 , 0.2,0.8 , 0.7,0.8 , 0.2,0.6 , 0.5,0.6 , 0.2,0.8 ,

0.2,0.8 0.3,0.7 0.1,0.8

 
 
 
 
 
 
 
 
 
 
 
 
 
  

. 

Thus, the novel MADM approach based upon the NZNLSM can be applied to the UTQE 
problem. First, according to Eqs. (4) and (5), the ideal option can be calculated from the decision 
matrix X as 
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X* = {<(0.9,0.8), (0.1,0.6), (0.1,0.6)>, <(0.7,0.8), (0.1,0.7), (0.1,0.7)>, <(0.7,0.8), (0.2,0.7), (0.2,0.7)>, 
<(0.9,0.8), (0.1,0.6), (0.1,0.6)>, <(0.8,0.8), (0.1,0.7), (0.1,0.7)>}. 

Then, using Eq. (6), we calculate the weighted LSM between the alternative Xι (ι = 1, 2, 3, 4) and 
the ideal option X*. To verify whether the alternative ranking changes with the parameter value of λ, 
the LSM values between Xι (ι = 1, 2, 3, 4) and X* are calculated with λ changing from 0.1 to 1 for ε = 
2, which are shown in Table 1.  

Table 1. The MADM results applying the proposed approach for ε = 2 with λ ∈ (0, 1]  

 Lw(Xι, X*) for ι = 1, 2, 3, 4 Ranking order The optimal one 
λ=0.1 0.9278, 0.9408, 0.9445, 0.9379 U3> U2> U4> U1 U3 
λ=0.2 0.9277, 0.9390, 0.9458, 0.9350 U3> U2> U4> U1 U3 
λ=0.3 0.9285, 0.9381, 0.9471, 0.9330 U3> U2> U4> U1 U3 
λ=0.4 0.9300, 0.9379, 0.9487, 0.9318 U3> U2> U4> U1 U3 
λ=0.5 0.9320, 0.9382, 0.9506, 0.9311 U3> U2> U1> U4 U3 
λ=0.6 0.9341, 0.9388, 0.9526, 0.9308 U3> U2> U1> U4 U3 
λ=0.7 0.9364, 0.9398, 0.9548, 0.9308 U3> U2> U1> U4 U3 
λ=0.8 0.9387, 0.9409, 0.9572, 0.9311 U3> U2> U1> U4 U3 
λ=0.9 0.9409, 0.9422, 0.9598, 0.9314 U3> U2> U1> U4 U3 
λ=1.0 0.9431, 0.9436, 0.9625, 0.9318 U3> U2> U1> U4 U3 

 
From Table 1, the use of different values of λ affects the ranking results of the alternatives. In 

this case, although the best alternative keeps the same as U3, the ranking of the alternatives is U3 > U2 > 
U4 > U1 for λ < 0.5, while it changes into U3 > U2 > U1 > U4 for λ ≥ 0.5. This is because the exponent of 
the restraint in Eq. (6) is λ and the exponent of reliability is 1−λ. Therefore, the ranking order is more 
sensitive to the reliability measure when λ is smaller than 0.5, while it seems to be more sensitive to 
the restraint when λ is bigger than 0.5, which illustrates the flexibility of the proposed LSM-based 
MADM. In practice, the value of λ can be made based on the decision maker’s preferences and DM 
requirements.  

4.2 Comparative Analysis  

A comparison of the presented MADM approach with the published MADM approaches was 
carried out in NZN setting. Table 2 lists the DM results using the published MADM methods based 
on the operators including the NZN weighted arithmetic average (NZNWAA) and the NZN 
weighted geometric average (NZNWGA) [27], the NZN Dombi weighted arithmetic average 
(NZNDWAA) and the NZN Dombi weighted geometric average (NZNDWGA) [28], the NZN Aczel-
Alsina weighted arithmetic average (NZNAAWAA) and the NZN Aczel-Alsina weighted geometric 
average (NZNAAWGA) [29], or based on the similarity measures including the NZN generalized 
distance-based similarity measure (NZNDSM) [30], the NZN cosine similarity measure (NZNCSM) 
[30], and the NZN cotangent similarity measure (NZNCTSM) [30]. 

Table 2. The MADM results applying published approaches in NZN setting 

DM Method 
Parameter 

value 
Score value Ranking order 

 
The optimal 

one 
NZNWAA [27]  0.7521,0.7561,0.7859,0.7390 U3>U2>U1>U4 U3 
NZNWGA [27]  0.7420,0.7421,0.7478,0.7255 U3>U2>U1>U4 U3 

NZNDWAA [28] q = 1 0.7582,0.7642,0.8051,0.7484 U3>U2>U1>U4 U3 
NZNDWGA [28] q = 1 0.7381,0.7373,0.7343,0.7213 U1>U2>U3>U4 U1 

NZNAAWAA [29]  0.7570,0.7633,0.7991,0.7466 U3>U2>U1>U4 U3 
NZNAAWGA [29]  0.7329,0.7298,0.7094,0.7149 U1>U2>U4>U3 U1 

NZNDSM [30] ρ = 1 0.9142, 0.9233, 0.9367, 0.9150 U3>U2>U4>U1 U3 
NZNCSM [30] ρ = 1 0.9909, 0.9928, 0.9951, 0.9911 U3>U2>U4>U1 U3 

NZNCTSM [30] ρ = 1 0.8735, 0.8863, 0.9052, 0.8747 U3>U2>U4>U1 U3 
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Compared to the outcomes of the proposed MADM approaches in Table 1, the nine published 
approaches yield four different sorting orders and two different best alternatives. Then, the methods 
based on the operators of NZNWAA, NZNWGA, NZNDWAA, and NZNAAWAA yield a uniform 
ranking result of U3 > U2 > U1 > U4, which is as similar as that of the proposed one for λ ≥ 0.5 as shown 
in Table 1. The existing MADM methods applying the similarity measures of the NZNDSM, the 
NZNCSM, and the NZNCTSM for ρ = 1 yield the ranking result of U3 > U2 > U1 > U4, which is as the 
same as that of the proposed one with λ < 0.5.  

In a word, the LSM of NZNSs-based MADM method then demonstrates more possible ranking 
results than the existing methods, and is more flexible as the parameter value of λ changes. 
Furthermore, LSM of NZNSs with λ = 1 can deal with DM problems in SvNN setting, which cannot 
be handled by the existing MADM methods of NZNs. And LSM of NZNSs with λ < 1 can handle the 
MADM problem in NZN setting, which cannot be solved by the existing MADM methods of the 
SvNN. In short, the MADM methods based on LSM of NZNSs is very useful and flexible. 

4.3 Sensitivity Analysis 

4.3.1 Sensitivity Analysis to Logarithmic Base 

To verify whether the ranking order is affected by the value of the logarithmic base ε, the LSM 
values between Xι (ι = 1, 2, 3, 4) and X* with ε in the range of 2 to 100 for λ = 0.1, 0.4, 0.6, 0.9 was 
calculated by Eq. (6), as shown in Fig.1. 

   

   

Figure 1. Values of LSM of NZNSs for all alternatives with ε ∈ [2, 200] for λ = 0.1, 0.4, 0.6, 0.9 

It is clear from Fig.1 that for the same value of λ, the sorting results are consistent over the entire 
range of ε. In details, when λ = 0.1 or 0.4, the sort result keeps as U3 > U2 > U4 > U1, while when λ = 0.6 
or 0.9, it is as consistent as U3 > U2 > U1 > U4. Therefore, the proposed LSM of NZNSs is a generalized 

Neutrosophic Sets and Systems, Vol. 66, 2024                                                                              191



 
Wen-Ping Chen, Yi-Ming Fang, Wen-Hua Cui, Logarithmic Similarity Measure of Neutrosophic Z-Number Sets for 
Undergraduate Teaching Quality Evaluation 

LSM of NZNSs, in which the decision maker can choose a LSM of NZNSs with any valid ε value, 
since ε has little effect on the final ranking result. 

4.3.2 Sensitivity Analysis to Reliability Measure  

The sensitivity of the presented MADM approach to the level of reliability is demonstrated by 
using four different cases, which are all adapted from the matrix E, changing only the parameter 
values of U1. As shown in Table 3, all TRs for U1 in Case 1, IRs for U1 in Case 2, and VRs for U1 in Case 
3 are increased by 0.1 compared to the original U1 data in matrix E represented by Case 0. Table 4 
shows the DM results for different cases by using the proposed method and existing methods. 

Table 3. U1 data for different cases  

  s1 s2 s3 s4 s5 

Case 0 U1 <(0.7,0.8),(0.1,0
.7),(0.2,0.8)> 

<(0.7,0.8),(0.1,0.
7),(0.2,0.8)> 

<(0.7,0.7),(0.2,0
.7),(0.2, 0.9)> 

<(0.8,0.6),(0.2,0
.8),(0.3,0.8)> 

<(0.6,0.8),(0.2,0
.9),(0.2,0.8)> 

Case 1 U1 
<(0.7,0.9),(0.1,0
.7),(0.2,0.8)> 

<(0.7,0.9),(0.1,0.
7),(0.2,0.8)> 

<(0.7,0.8),(0.2,0
.7),(0.2, 0.9)> 

<(0.8,0.7),(0.2,0
.8),(0.3,0.8)> 

<(0.6,0.9),(0.2,0
.9),(0.2,0.8)> 

Case 2 U1 <(0.7,0.8),(0.1,0
.8),(0.2,0.8)> 

<(0.7,0.8),(0.1,0.
8),(0.2,0.8)> 

<(0.7,0.7),(0.2,0
.8),(0.2, 0.9)> 

<(0.8,0.6),(0.2,0
.9),(0.3,0.8)> 

<(0.6,0.8),(0.2,1
.0),(0.2,0.8)> 

Case 3 U1 
<(0.7,0.8),(0.1,0
.7), (0.2,0.9)> 

<(0.7,0.8),(0.1,0.
7),(0.2,0.9)> 

<(0.7,0.7),(0.2,0
.7),(0.2,1.0)> 

<(0.8,0.6),(0.2,0
.8),(0.3,0.9)> 

<(0.6,0.8),(0.2,0
.9),(0.2,0.9)> 

Table 4. Ranking orders of different MADM methods 

DM method Parameter 
value 

Ranking order 
for case 0 

Ranking order 
for case 1 

Ranking order 
for case 2 

Ranking order 
for case 3 

The proposed 
NZNLSM λ=0.1 U3>U2>U4>U1 U1>U3>U2>U4 U3>U2>U4>U1 U3>U2>U4>U1 

 

λ=0.2 U3>U2>U4>U1 U1>U3>U2>U4 U3>U2>U4>U1 U3>U2>U4>U1 
λ=0.3 U3>U2>U4>U1 U3>U1 >U2>U4 U3>U2>U4>U1 U3>U2>U4>U1 
λ=0.4 U3>U2>U4>U1 U3>U1 >U2>U4 U3>U2>U4>U1 U3>U2>U4>U1 
λ=0.5 U3>U2>U1>U4  U3>U1 >U2>U4 U3>U2>U4>U1  U3>U2>U4>U1  
λ=0.6 U3>U2>U1>U4 U3>U1 >U2>U4 U3>U2>U4>U1 U3>U2>U4>U1 
λ=0.7 U3>U2>U1>U4 U3>U1 >U2>U4 U3>U2>U1>U4 U3>U2>U1>U4 
λ=0.8 U3>U2>U1>U4 U3>U1 >U2>U4 U3>U2>U1>U4 U3>U2>U1>U4 
λ=0.9 U3>U2>U1>U4 U3>U1 >U2>U4 U3>U2>U1>U4 U3>U2>U1>U4 
λ=1.0 U3>U2>U1>U4 U3>U2>U1>U4 U3>U2>U1>U4 U3>U2>U1>U4 

NZNWAA [27]  U3>U2>U1>U4 U3>U1 >U2 >U4 U3>U2>U1>U4 U3>U2>U1>U4 
NZNWGA [27]  U3>U2>U1>U4 U1>U3>U2>U4 U3>U2>U1>U4 U3>U2>U1>U4 

NZNDWAA [28] q=1 U3>U2>U1>U4 U3>U1 >U2 >U4 U3>U2>U1>U4 U3>U2>U1>U4 
NZNDWGA [28] q=1 U1>U2 >U3>U4 U1 >U2>U3 >U4 U3>U2>U1>U4 U2>U3>U1>U4 

NZNAAWAA [29]  U3>U2>U1>U4 U3>U1 >U2 >U4 U3>U2>U1>U4 U3>U2>U1>U4 
NZNAAWGA [29]  U1>U2>U4>U3 U1 >U2>U4>U3  U2>U1>U4 >U3 U2>U1>U4>U3 

NZNDSM [30] ρ=1 U3>U2>U4>U1 U3>U1 >U2 >U4 U3>U2>U4>U1 U3>U2>U4>U1 
NZNCSM [30] ρ=1 U3>U2>U4>U1 U3>U1 >U2 >U4 U3>U2>U4>U1 U3>U2>U4>U1 

NZNCTSM [30] ρ=1 U3>U2>U4>U1 U3>U1 >U2 >U4 U3>U2>U4>U1 U3>U2>U4>U1 

From Table 4, compared with the results for Case 0, the sorting position of U1 in Case 1 is shifted 
forward, and backward in both Case 2 and Case 3. This is because the proposed LSM value of U1 
increases with the increase of TR and decreases with the increase of IR or VR. Moreover, the smaller 
the value of the parameter λ, the more obvious the shift of the position of U1. For example, in Case 1, 
when λ is less than or equal to 0.2, U1 is shifted forward from the fourth position to the first position 
in the sequence, whereas when λ = 0.3 or 0.4, U1 moves forward to the second position; when λ is in 
the range of 0.5 to 0.9, U1 only moves to the third position in the sequence; and when λ = 1, the position 
of U1 in the sequence even remains unchanged. The reason can be deduced from Eq. (6) that the 
exponent of the confidence level is 1 − λ. Therefore, the smaller the parameter value of λ, the more 
sensitive the proposed LSM is to the reliability level. And when λ = 1, the proposed LSM is reduced 
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to LSM of SvNSs without considering the reliability level, and the related MADM method can process 
the SvNN information. 

In addition, the DM results of the proposed approach at each parameter value of λ almost cover 
most of the DM results of the published ones. In details, the ranking results with λ= 0.3 or 0.4 are 
identical to the similarity measures of NZNDSM, NZNCSM and NZNCTSM [30], while the ranking 
results at λ = 0.7, 0.8 and 0.9 are the same as those of the NZNWAA [27], NZNDWAA [28] and 
NZNAAWAA [29] operators.  

In summary, a smaller value of λ can be used if the decision result is desired to be more sensitive 
to the reliability measure. On the contrary, a larger value of λ should be chosen if the decision 
outcome requires more consideration of the restraint. In order to balance the restraint and reliability, 
an intermediate value of λ, such as 0.5, can be used. 

5. Conclusions 

In this study, a generalized LSM of NZNSs was presented and its properties were investigated. 
After that, a MADM approach was put forward based on the LSM of NZNSs to deal with DM 
problems in NZN setting. At last, the application of the presented MADM method was illustrated by 
a UTQE example, and the effectiveness and flexibility of the DM method was further verified by 
comparative analysis and sensitivity analysis. The UTQE results showed that the LSM of NZNSs-
based MADM approach demonstrates more possible ranking results by determining the index 
parameter of the restraint and reliability in terms of the evaluator’s preferences. The proposed 
NZNLSM is more of a generalized LSM because the logarithmic base ε hardly affects the ranking 
results. However, the logarithmic base ε of the proposed NZNLSM is finite under the condition of ε 
≥ 2. Therefore, future research can focus on more reliable similarity measures or aggregation 
operators of NZNSs to overcome the above limitations and develop more reliable DM methods of 
NZNSs for applications in UTQE, medical diagnosis, and other areas.  
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Abstract: This study examines the relationship between education and entrepreneur income in 

Ecuador, a prototypical small economy grappling with employment challenges. Utilizing quantile 

regression and neutrosophic statistical methods, the research uncovers varied impacts of education 

on earnings across different income levels. The findings reveal a decrease in indeterminacy as 

individuals ascend income quintiles, indicating that higher education levels yield more predictable 

and substantial economic returns at the upper end of the income spectrum. These insights are vital 

for policymakers to develop targeted educational interventions. The study’s methodological novelty 

lies in its adoption of neutrosophic statistics, which embraces the indeterminacy intrinsic to 

economic data, offering a refined lens for understanding the income-education interplay. Future 

research directions include longitudinal studies to trace the temporal effects of education and cross-

comparative analyses across economies. The potential integration of machine learning with 

neutrosophic statistics promises enhanced predictive models, contributing to data-driven economic 

policy formulation. 

Keywords: Neutrosophic Statistics, Quantile Regression, Education, Entrepreneur Income, 

Economic Policy 

 

 

1. Introduction 

In the dynamic landscape of global economies, small economies face the pressing challenge of 

generating sufficient employment to sustain their populations. This scarcity of traditional job 

opportunities compels individuals, irrespective of age or gender, to seek alternative income sources 

to meet their basic survival needs. Amidst this backdrop, entrepreneurship and self-employment 

have emerged as significant avenues for employment, accounting for 33.3% of job occupation 

worldwide, trailing behind paid employment (53.4%), which includes positions in both the private 

and public sectors as reported by the International Labor Organization [1]. In Ecuador, a country 

representative of these small economies, understanding the dynamics that influence entrepreneur 

income is critical for economic development and policy formulation [2]. 

This study delves into the intricacies of the income-education nexus within Ecuador, employing 

a neutrosophic statistical approach [3] to uncover the principal determinants of entrepreneur income. 
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By leveraging quantile regression, we aim to dissect the varying impacts of independent variables 

across different distribution points, providing insights into the heterogeneity of effects. This 

methodological choice is particularly pertinent in the presence of heteroscedasticity [4], a condition 

where error variances are not constant, thereby allowing for a nuanced analysis that traditional 

regression models might overlook. 

Furthermore, the application of neutrosophic statistics introduces a novel perspective to our 

analysis. This theoretical framework operates on the premise that models and parameters should be 

defined over intervals rather than fixed numerical values, offering a unique advantage in terms of 

flexibility and adaptability [5]. By embracing the indeterminacy inherent in economic data [6] and 

modeling, we aspire to achieve a more accurate depiction of the income-education relationship in 

Ecuador, thereby contributing to a deeper understanding of economic phenomena in small 

economies. 

The paper continues with a description of the methodologies employed in the investigation. 

Subsequently, the outcomes of the analysis are presented showing the impact of socioeconomic 

determinants such as educational attainment, marital status, gender, and geographical location on 

the income distribution among entrepreneurs. Following the presentation of results, the discussion 

segment interprets the findings. Finally, conclusions consolidate the principal discoveries and 

propose future areas of investigation. 

2. Some notions on Neutrosophic Statistics 

This section introduces foundational aspects of neutrosophic statistics, an extension of classical 

statistics that utilizes set values instead of precise numerical values. It encompasses Neutrosophic 

Descriptive Statistics, which summarize and delineate the characteristics of neutrosophic numerical 

data, and Neutrosophic Inferential Statistics, allowing for extrapolation from a neutrosophic sample 

to its broader population [7,8]. 

Neutrosophic Data embodies indeterminacy, with discrete neutrosophic data represented by 

distinct points and continuous neutrosophic data by one or multiple intervals. This data can be 

quantitative, such as an uncertain number within an interval, or qualitative, like color identification 

with uncertainty. Observations can be univariate, focusing on a single neutrosophic attribute, or 

multivariate, encompassing multiple attributes [9]. 

A Neutrosophic Statistical Number [10] consists of a determinate part (d) and an indeterminate 

part (I), expressed as N = d + I. The concept of Neutrosophic Frequency Distribution arises from 

categorizing frequencies and relative frequencies amidst indeterminacy, often stemming from 

imprecise or unknown data, thus affecting the precision of relative frequencies. Similarly, 

Neutrosophic Survey Results and Populations incorporate indeterminacy, impacting the certainty of 

membership within a population. 

Sampling methods, like simple random neutrosophic sampling and stratified random 

neutrosophic sampling, adapt to this framework by accounting for indeterminacy in sample 

selection. Unlike interval statistics, which accumulate uncertainty from one operation to the next, 

neutrosophic statistics reduce or even eliminate uncertainty. The paper also delves operations 

between neutrosophic numbers, with operations defined as follows [11]: 

 

Addition (𝑁₁ +  𝑁₂)  =  𝑎₁ +  𝑎₂ +  (𝑏₁ +  𝑏₂)𝐼 

Subtraction (𝑁₁ −  𝑁₂)  =  𝑎₁ −  𝑎₂ +  (𝑏₁ −  𝑏₂)𝐼 

Multiplication (𝑁₁ ×  𝑁₂)  =  𝑎₁𝑎₂ + (𝑎₁𝑏₂ +  𝑏₁𝑎₂ +  𝑏₁𝑏₂)𝐼 

Division 
N1

N2
=

a1+b1I

a2+b2I
=

a1

a2
+

a2b1−a1b2

a2(a2+b2)
I  

In machine learning, intervals play a crucial role in gauging the level of uncertainty tied to 

estimates and predictive analyses. Prediction intervals [12] set probabilistic boundaries, both upper 

and lower, for the anticipated outcome based on a predetermined confidence level, such as 95%. This 

suggests that, typically, 95 of every 100 future observations should fall within these boundaries. On 
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the other hand, confidence intervals [13] aim to capture the uncertainty of an estimate to demonstrate 

a machine learning algorithm's effectiveness on unfamiliar data. Differing from prediction intervals 

that delineate the range for a single data point, confidence intervals define the expected range for a 

population metric, like the average. 

2. Materials and Methods  

The dataset in this research comes from the National Survey of Employment, Unemployment, 

and Underemployment (ENEMDU), carried out by the Ecuadorian Institute of Statistics and Census 

(INEC) in December 2021. The initial data was processed and filtered to obtain the most efficient and 

consistent estimates. The database was configured with a two-stage, stratified, and cluster sampling 

design to obtain population estimators. Then, individuals between the ages of 15 and 80 are selected, 

and their job occupation is classified as self-employed workers, which is considered a business or 

enterprise. 

This research will focus on quantile regression [14] to measure this relationship. It involves 

fitting separate line segments, restricted by a quartile or quintile, that account for nonlinearity 

between the predictor and the outcome. 

The next step is quantile regression to predict the earnings (lingemp) logarithm in the different 

quartiles. It will produce a model for various quintiles or quartiles ranging from 5 to 95. The following 

expression expresses the model: 

 

𝑙𝑖𝑛𝑔𝑒𝑚𝑖 = 𝛿𝑒𝑑𝑢𝑒𝑚𝑝𝑖 + 𝜗𝑒𝑑𝑎𝑒𝑚𝑝𝑖 + 𝛾𝑒𝑥𝑝𝑖 + 𝜃𝑠𝑒𝑥𝑖 + 𝜑𝑢𝑟𝑏𝑎𝑛𝑜𝑖 + 𝓊𝑖 (1) 

 

lingem, the logarithm of income of entrepreneurs. 

eduemp, years of entrepreneurship education. 

edaemp, age of entrepreneurs. 

exp, work experience in entrepreneurship. 

sexo, gender of entrepreneurs.  

urbano, urban location. 

𝓊, is the stochastic disturbance term or random error. 

 

With quantile regression, it is possible to observe if there are differences in the effects of the 

independent variables depending on the point of the distribution that is analyzed. Furthermore, this 

type of regression is helpful in the presence of heteroscedasticity. It occurs when the variance of the 

errors is not constant. 

A quantile regression is estimated that establishes the relationship between the variation in 

income and a series of explanatory variables for seven quintiles of the endogenous variable with the 

following specifications: 

 

𝑙𝑖𝑛𝑔𝑒𝑚𝑖1 = 𝛽0.05 + 𝛿0.05𝑒𝑑𝑢𝑒𝑚𝑝𝑖1 + 𝛼0.05𝑒𝑑𝑎𝑒𝑚𝑝𝑖1 + 𝛾0.05𝑒𝑥𝑝𝑖1 + 𝜃0.05𝑠𝑒𝑥𝑖1 + 𝜑0.05𝑢𝑟𝑏𝑎𝑛𝑜𝑖1 +

𝓊𝑖1 (2) 

 

𝑙𝑖𝑛𝑔𝑒𝑚𝑖2 = 𝛽0.10 + 𝛿0.10𝑒𝑑𝑢𝑒𝑚𝑝𝑖2 + 𝛼0.10𝑒𝑑𝑎𝑒𝑚𝑝𝑖2 + 𝛾0.10𝑒𝑥𝑝𝑖2 + 𝜃0.10𝑠𝑒𝑥𝑖2 + 𝜑0.10𝑢𝑟𝑏𝑎𝑛𝑜𝑖2 +

𝓊𝑖2 (3) 

 

𝑙𝑖𝑛𝑔𝑒𝑚𝑖3 = 𝛽0.25 + 𝛿0.25𝑒𝑑𝑢𝑒𝑚𝑝𝑖3 + 𝛼0.25𝑒𝑑𝑎𝑒𝑚𝑝𝑖3 + 𝛾0.25𝑒𝑥𝑝𝑖3 + 𝜃0.25𝑠𝑒𝑥𝑖3 + 𝜑0.25𝑢𝑟𝑏𝑎𝑛𝑜𝑖3 +

𝓊𝑖3 (4) 

 

𝑙𝑖𝑛𝑔𝑒𝑚𝑖4 = 𝛽0.50 + 𝛿0.50𝑒𝑑𝑢𝑒𝑚𝑝𝑖4 + 𝛼0.50𝑒𝑑𝑎𝑒𝑚𝑝𝑖4 + 𝛾0.50𝑒𝑥𝑝𝑖4 + 𝜃0.50𝑠𝑒𝑥𝑖4 + 𝜑0.50𝑢𝑟𝑏𝑎𝑛𝑜𝑖4 +

𝓊𝑖4 (5) 
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𝑙𝑖𝑛𝑔𝑒𝑚𝑖5 = 𝛽0.75 + 𝛿0.75𝑒𝑑𝑢𝑒𝑚𝑝𝑖5 + 𝛼0.75𝑒𝑑𝑎𝑒𝑚𝑝𝑖5 + 𝛾0.75𝑒𝑥𝑝𝑖5 + 𝜃0.75𝑠𝑒𝑥𝑖5 + 𝜑0.75𝑢𝑟𝑏𝑎𝑛𝑜𝑖5 +

𝓊𝑖5 (6) 

 

𝑙𝑖𝑛𝑔𝑒𝑚𝑖6 = 𝛽0.90 + 𝛿0.90𝑒𝑑𝑢𝑒𝑚𝑝𝑖6 + 𝛼0.90𝑒𝑑𝑎𝑒𝑚𝑝𝑖6 + 𝛾0.90𝑒𝑥𝑝𝑖6 + 𝜃0.90𝑠𝑒𝑥𝑖6 + 𝜑0.90𝑢𝑟𝑏𝑎𝑛𝑜𝑖6 + 𝓊𝑖6

 (7) 

 

𝑙𝑖𝑛𝑔𝑒𝑚𝑖7 = 𝛽0.95 + 𝛿0.95𝑒𝑑𝑢𝑒𝑚𝑝𝑖7 + 𝛼0.95𝑒𝑑𝑎𝑒𝑚𝑝𝑖7 + 𝛾0.95𝑒𝑥𝑝𝑖7 + 𝜃0.95𝑠𝑒𝑥𝑖7 + 𝜑0.95𝑢𝑟𝑏𝑎𝑛𝑜𝑖7 + 𝓊𝑖7

 (8) 

 

In neutrosophic statistics, the confidence interval can be interpreted as an indicator of 

indeterminacy. In this context, Equation 9 defines the indeterminacy of an interval Im as the difference 

between the upper limit [15]: 

γ(Im) = a2 − a1               (9) 

where Im = [a1, a2] be an interval and a2, a2 are lower and upper bounds of the confidence interval, 

respectively  

The measure γ(Im) quantifies how much we do not know about the parameter we are estimating. 

The greater this value, the more indeterminacy there is. Graphically, a wider confidence band (a larger 

shaded area) would indicate more uncertainty in the estimation of the coefficients at that specific 

quantile [16]. 

3. Results  

Quantile regression was developed (Table 1) to delve into how the returns on various factors 

such as education, marital status, sex, and location differ across the income distribution of 

entrepreneurs.  

 

Table 11. Result of the Models with Logarithm of the Dependent Variable. 

Variables OLS QR_05 QR_10 QR_25 QR_50 QR_75 QR_90 QR_95 

eduemp 
0.056*** 

(0.001) 

0.049*** 

(0.003) 

0.0477*** 

(0.002) 

0.052*** 

(0.001) 

0.054*** 

(0.001) 

0.056*** 

(0.001) 

0.062*** 

(0.001) 

0.067*** 

(0.002) 

edaemp 
0.079*** 

(0.002) 

0.102*** 

(0.005) 

0.0951*** 

(0.004) 

0.091*** 

(0.003) 

0.077*** 

(0.002) 

0.064*** 

(0.002) 

0.058*** 

(0.002) 

0.065*** 

(0.003) 

edaemp2 
-0.001*** 

(0.000) 

-0.001*** 

(0.000) 

-0.001*** 

(0.000) 

-0.001*** 

(0.000) 

-0.001*** 

(0.000) 

-0.001*** 

(0.000) 

-0.001*** 

(0.000) 

-0.001*** 

(0.000) 

exp 
0.003*** 

(0.000) 

0.006*** 

(0.001) 

0.006*** 

(0.001) 

0.005*** 

(0.001) 

0.003*** 

(0.000) 

0.002*** 

(0.000) 

0.003*** 

(0.000) 

0.003*** 

(0.001) 

sex 
0.547*** 

(0.009) 

0.854*** 

(0.021) 

0.848*** 

(0.016) 

0.730*** 

(0.013) 

0.513*** 

(0.010) 

0.352*** 

(0.009) 

0.265*** 

(0.012) 

0.278*** 

(0.017) 

married 
0.115*** 

(0.009) 

0.059*** 

(0.025) 

0.078*** 

(0.021) 

0.103*** 

(0.013) 

0.147*** 

(0.010) 

0.151*** 

(0.009) 

0.166*** 

(0.012) 

0.180*** 

(0.017) 

urban 
0.300*** 

(0.010) 

0.460*** 

(0.027) 

0.423*** 

(0.022) 

0.378*** 

(0.014) 

0.315*** 

(0.012) 

0.222*** 

(0.011) 

0.165*** 

(0.014) 

0.163*** 

(0.18) 

_cons 
2.295*** 

(0.043) 

0.023*** 

(0.1113) 

0.632*** 

(0.087) 

1.393*** 

(0.061) 

2.447*** 

(0.050) 

3.374*** 

(0.047) 

3.938*** 

(0.057) 

3.996*** 

(0.081) 

         

Observations 55.857 55.857 55.857 55.857 55.857 55.857 55.857 55.857 

R-squared 0.1982 0.1124 0.1172 0.1233 0.1106 0.0963 0.0927 0.0965 

 

The main findings are summarized below: 

• Education: The study found that the benefit of an additional year of education on 

earnings varies across the income distribution but remains significant across all 
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quintiles. Notably, higher returns on education are evident at the higher end of the 

income spectrum. In the 5th quintile, an additional year of education is associated with 

an increase in income by $1.84, while in the 95th quintile, the increase is $52.45. 

• Marital Status: Being married or in a common-law union positively influences earnings 

across the distribution. The effect is more pronounced at the upper end, where 

partnered entrepreneurs earn 12.1% more than their single peers in the 95th quintile. 

• Gender: The coefficient analysis reveals that male entrepreneurs consistently out-earn 

their female counterparts across all educational quintiles, with a substantial 80% 

higher earnings at the lower conditional quintiles. 

• Urban Location: Entrepreneurs located in urban areas have a clear income advantage 

over those in rural areas, with earnings between 10% to 45% higher, showcasing the 

importance of geographical location in economic success. 

• Age: Age shows a positive correlation with earnings, but its impact diminishes in the 

higher income quintiles, indicating that younger entrepreneurs tend to earn more in 

the lower quintiles of the distribution. 

• Experience: While experience contributes to income, its impact is relatively minor, not 

exceeding 1%. 

• Coefficients and Confidence Intervals: The study also highlights that the constants and 

slopes of these relationships significantly differ across quintiles, with a steeper slope 

observed from the 75th quintile upwards. This suggests an increasing return on these 

variables, especially education, in higher income brackets. 

The quantile regression plot (Figure 1) depicts the impact of years of entrepreneurship 

education, labeled as "eduemp," on the dependent variable across different points of its distribution. 

The Y-axis measures the size of the "eduemp" coefficient, indicating the strength and direction of its 

association with the outcome variable at various quantiles, displayed on the X-axis, ranging from the 

lowest (0) to the highest (1). 

Figure 1. Quantile Regression of Entrepreneurship Education Years ('eduemp') on Outcome 

Variable 

Indeterminacy is calculated (Figure 2) and normalized to observe the relative variability and 

trends more clearly in the data across various quintiles. 
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Figure 2. Normalized Indeterminacy Across Quintiles 

 

The pattern depicted in the figure reveals a decline in indeterminacy, hinting at a progressively 

uniform influence of educational attainment on earnings as one ascends the income quintiles. This 

visual evidence underscores a pivotal consideration: the impact of education on income is not 

uniform across the spectrum. Consequently, this necessitates a nuanced approach in policy-making 

that acknowledges and addresses the variable effects of educational investment across different 

income segments. 

4. Discussion 

A few key observations can be drawn and related to the findings on education's impact on 

earnings and the calculation of indeterminacy [17, 18, 19]: 

 

1. Decreasing Indeterminacy with Income: The graph shows a steep initial decline in 

indeterminacy, which then stabilizes as it progresses through the quintiles. This could 

suggest that at lower income levels, the impact of additional education on earnings is more 

variable. As we move up the income distribution, the effect of education becomes more 

predictable, with higher quintiles showing less indeterminacy and hence a more consistent 

return on investment in education. 

2. Higher Returns at Higher Income Levels: The research indicated that additional education 

has higher returns at the upper end of the income spectrum, which corresponds to the lower 

indeterminacy at higher quintiles seen in the graph. This relationship suggests a positive 

correlation between the certainty of returns on education and the income level, reinforcing 

the finding that additional education is a more significant predictor of income increases for 

those already at the higher end of the income distribution. 

3. Implications for Neutrosophic Statistics: In the framework of neutrosophic statistics, the 

varying levels of indeterminacy across quintiles can be seen as an opportunity to explore the 

elements of truth, falsity, and indeterminacy in the data. Neutrosophic statistics could be 

used to model these elements more explicitly, potentially offering richer insights into the 

nuanced way education impacts earnings. 

For instance, where indeterminacy is high, the neutrosophic approach could help to uncover the 

underlying factors contributing to this uncertainty, such as differing quality of education, the varying 

economic value of different fields of study, or the impact of network effects and social capital that 

might not be captured in a traditional statistical model[20]. Conversely, at higher quintiles, where 

there is less indeterminacy, neutrosophic statistics could help validate the robustness of the observed 
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trends, confirming the strong positive impact of additional education on earnings for individuals in 

these segments. 

Incorporating neutrosophic statistics into this analysis could thus enhance the understanding of 

educational returns [21] across income levels, enabling more targeted and effective educational 

policies and interventions that are responsive to the observed heterogeneity in the data [22]. 

5. Conclusions  

The research presented in this paper reveals a pattern of decreasing indeterminacy with 

ascending income quintiles, indicating that the influence of educational attainment on earnings 

stabilizes at higher income levels. This suggests that the economic returns on additional education 

are more predictable and potentially greater for individuals in the upper levels of the income 

distribution. These findings are instrumental for policymakers, as they highlight the necessity of 

crafting nuanced educational policies that consider the heterogeneous effects of education across the 

income spectrum. By focusing on the areas where educational investment yields substantial benefits, 

policymakers can better allocate resources to enhance economic outcomes. 

Looking ahead, the application of neutrosophic statistics in this study introduces an innovative 

methodology that more accurately reflects the uncertainties present in economic data. Prospective 

research could build on this foundation by applying a neutrosophic framework to analyze other 

socio-economic factors, thereby unraveling the intricate factors influencing income. Future initiatives 

could include longitudinal analyses to track the long-term effects of education on earnings or cross-

country comparisons to understand these dynamics in various economic contexts. Moreover, 

integrating machine learning with neutrosophic statistical methods could lead to the development of 

more sophisticated and flexible predictive models, thus equipping policymakers with advanced tools 

for fostering economic growth and development. 
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Abstract: The Internet of Things, or IoT, is a rapidly expanding technology, and one of its most important 

application areas is sustainable transportation. Choosing the right IoT service provider is a complex process 

that is considered a multi-criteria decision issue. The multi-criteria decision-making (MCDM) methodology 

deals with massive criteria. This study proposed an MCDM methodology for selecting the best IoT service 

provider under different sustainable criteria. The Multi-Objective Optimization Ratio Analysis (MOORA) 

method is an MCDM methodology used to rank the alternatives. The MOORA method is integrated with 

a type 2 neutrosophic set to deal with uncertain information. The proposed MCDM methodology applied 

to six criteria and 13 alternatives. The results show that alternative 3 is the best and alternative 5 is the 

worst. The sensitivity analysis was conducted to show the stability of the rank. The sensitivity analysis was 

performed under seven cases; the results show that the rank of alternatives was stable under different cases. 

The comparative study was conducted to show the effectiveness of the proposed methodology. 

Keywords: Internet of Things; Soft Computing; MCDM; Neutrosophic Logic; IoT Services; Artificial 

Intelligence.  

_____________________________________________________________________________________________ 

1. Introduction  

The Internet of Things, or IoT, is a network of different things with sensors installed. These items generate 

and send data to the cloud for processing, which allows for the inference of essential information for 

making decisions. Following cloud computing and services computing, it is the next emerging paradigm 

since the user may more efficiently use the diverse capabilities of the Internet of Things based on service-

oriented computing. Many large corporations, like Microsoft, IBM, Cisco, Samsung, and Nokia, are 

investing in technology advancement to establish IoT services and make them viable for their clients. The 

increasing number of devices with sensors, the widespread availability of high-speed Internet, the 

decreased cost of device connections to the Internet, etc., are the main factors contributing to the market of 

IoT[1]. 

As the Internet of Things grows and expands, many new IoT service providers are jumping on board to 

provide a wide range of these services. These providers assert that their case studies, which include several 

noteworthy customer references, provide stronger support. A service's quality might differ depending on 

the application. A service's ability to satisfy customer needs effectively determines its success. Defining and 

identifying their needs to choose an appropriate service can be difficult for users. Users can recognize their 

needs and evaluate the characteristics of various services to select the best option from those offered with 
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an efficient tool or set of recommendations. An IoT customer may wind up paying more than necessary in 

addition to vendor lock-in if quality of service (QoS) criteria connected to IoT are thoroughly described in 

one location. This is something that can be beneficial[2]. 

Understanding QoS metrics in IoT requires exploring the different components involved in IoT application 

development. To illustrate this, let's consider one of the most popular IoT applications—the smart home. 

In a smart home, several sensor-equipped household equipment run without human input. These devices 

make wise decisions, such as adjusting the air conditioner's temperature based on the weather, controlling 

the lights based on the number of people, and using motion detection for security. This not only enhances 

the home's functionality but also gives the owner peace of mind[3], [4]. 

The following are this application's four primary components: The first element consists of a network of 

different sensors, such as temperature sensors, that are either independently operating or connected to the 

appliances to perceive data from the surroundings. The information transmission is the second element. 

Sensors may be linked to a local hub that securely transmits and stores the data after it's been gathered, 

analyzed, and stored. If necessary, it can also send an alarm to the owner's family members. The third 

element is an interface allowing users to control the household's gadgets and get notifications. The last part 

is service management, which handles the service providers' billing, upgrading, and other activities. From 

the preceding, it is clear that the three main components of nearly all Internet of objects applications are 

computation, communication, and objects. To comprehend IoT services, one must have access to QoS data 

about every component. Because IoT infrastructure requires a significant amount of hardware and 

software, experts predict it is impractical for one business to provide an end-to-end IoT solution. However, 

significant participants may work together to create quicker, more effective, and more affordable solutions 

by enhancing one another's technological and commercial expertise[5], [6]. 

When a service comprises several sub-services, users or organizations require sub-service specialists to help 

them make the best possible decisions about which services to choose. IoT support is, therefore, only valid 

when the best and most practical IoT services are chosen through the integration and assessment of 

computing, communication, and object services. For these three services, the computing service provider 

(CSP), communication service provider (CSP), and Internet of Things service provider (IoTSP) are the 

accountable providers, in that order[7], [8]. 

The opinions of many decision-makers (DMs) or experts must be merged to determine the best choice in 

this kind of selection setting. Multi-criteria group decision-making difficulties are another name for these 

kinds of dilemmas. The goal of designing a group decision-making model is to give DM preferences a solid 

mathematical foundation so they can pick the best option out of those offered while considering the 

significance of different KPIs. The multi-criteria decision-making (MCDM) methodology is used to deal 

with various criteria. MCDM methodology is applied in various applications such as assessment of health 

sustainability [9], sustainability energy [10], supplier selection supply chain management [11], construction 

[12], cloud platform selection for smart framing [13], in bioenergy systems [14], in agriculture [15], in 

financial decision making [16], selecting optimal charcoal company [17]. 

DM has to deal with a variety of unknowns. Zadeh [18]created fuzzy set theory, which is widely used to 

address uncertainty. However, because it is hard to give a precise membership value, fuzzy set theory does 

not always account for all uncertainties. Zadeh [19]addressed this restriction by introducing the idea of 

type-2 fuzzy sets (T2FS). The fuzzy set was applied in various real-life applications such as solar hydrogen 
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production [20], improvement projects [21], and blockchain technology strategies assessment [22]. 

However, in many real-world applications, the uncertainty is predicated on both indeterminacy grades and 

membership and non-membership degrees. Smarandache [23], [24]created the idea of neutrosophic sets 

(NS) to remedy this. Neutrosophic sets were applied in various applications such as the evaluation of solar 

power plants [25] and construction projects [26]. 

Brauers invented the Multi-Objective Optimisation Ratio Analysis (MOORA) method, which is regarded 

as an objective (non-subjective) approach. In addition, ranking is done using both desired and unwanted 

criteria at the same time to choose a higher or better option from the group of alternatives. There are a lot 

of uses for this method[27], [28]. The following characteristics of the MOORA approach are: 

❖ It is a component of compensating techniques. 

❖ Features stand alone; 

❖ The process transforms the qualitative characteristics into quantitative ones. 

2. Preliminaries 

This section introduces some concepts of neutrosophic type 2 and their operations[29].  

Definition 1. 

Let x be the limited universe of discourse and F[0,1] be the set of all triangular neutrosophic numbers on 

F[0,1]. A type 2 neutrosophic number set (T2NNS) A in X is represented by 𝐴 = {𝑥, 𝑇𝐴(𝑥), 𝐼𝐴(𝑥), 𝐹𝐴(𝑥)| 𝑥 ∈

𝑋}, where 𝑇𝐴(𝑥): 𝑋 → 𝐹[0,1], 𝐼𝐴(𝑥): 𝑋 → 𝐹[0,1], 𝑎𝑛𝑑 𝐹𝐴(𝑥): 𝑋 → 𝐹[0,1].  A T2NNS 

𝑇𝐴(𝑥) = (𝑇𝑇𝐴(𝑥), 𝑇𝐼𝐴(𝑥), 𝑇𝐹𝐴(𝑥)) , 𝐼𝐴(𝑥) = (𝐼𝑇𝐴(𝑥), 𝐼𝐼𝐴(𝑥), 𝐼𝐹𝐴(𝑥)) , 𝑎𝑛𝑑 𝐹𝐴(𝑥) =

(𝐹𝑇𝐴(𝑥), 𝐹𝐼𝐴(𝑥), 𝐹𝐹𝐴(𝑥)) refers to the truth, indeterminacy, and falsified membership degrees.   

0 ≤ 𝑇𝐴(𝑥)
3 + 𝐼𝐴(𝑥)

3 + 𝐹𝐴(𝑥)
3 ≤ 3  

𝐴 = ((𝑇𝑇𝐴(𝑥), 𝑇𝐼𝐴(𝑥), 𝑇𝐹𝐴(𝑥)) , (𝐼𝑇𝐴(𝑥), 𝐼𝐼𝐴(𝑥), 𝐼𝐹𝐴(𝑥)) , (𝐹𝑇𝐴(𝑥), 𝐹𝐼𝐴(𝑥), 𝐹𝐹𝐴(𝑥))) as a T2NNS. 

Definition 2. 

𝑙𝑒𝑡 𝐴1 =

(

 
 
 
(𝑇𝑇𝐴1

(𝑥), 𝑇𝐼𝐴1
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                                                 (1)  

The sum of two T2NNS is: 

𝐴1⨁𝐴2 =
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Figure 1. The steps of the proposed method. 

Definition 3. 

The multiplication of two T2NNS is: 

𝐴1⊗𝐴2 =

(
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                                                                          (3) 

 

3. Materials and Methods 

This section presents the MCDM methodology to compute the weights of criteria and rank the alternatives 

under T2NSs to deal with vague information. Figure 1 shows the proposed MCDM methodology under 

Start 

End 

Build the decision matrix 

Compute the criteria weights 

Normalize the decision matrix 

Compute the references points 

Compute the assessment values 

Rank the alternatives  
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T2NSs. This study uses the MOORA method to rank the alternatives. The following are the steps of the 

proposed MCDM methodology: 

Step 1. Build the decision matrix between criteria and alternatives.  

𝑋 = [

𝑥11 ⋯ 𝑥1𝑛
⋮ ⋱ ⋮
𝑥𝑚1 ⋯ 𝑥𝑚𝑛

]

𝑚×𝑛

; 𝑖 = 1,2, … ,𝑚,       𝑗 = 1,2, … , 𝑛                                                                                                (4) 

Experts used T2NNS to evaluate the criteria and alternatives. Then we obtain the crisp values, then we 

combine these matrices into one matrix. 

Step 2. Compute the criteria weights. 

∑𝑤𝑗 = 1   

𝑛

𝑗=1

                                                                                                                                                                                      (5) 

Step 3. Normalize the decision matrix. 

𝑥𝑖𝑗
∗ =

𝑥𝑖𝑗

√∑ 𝑥𝑖𝑗
2𝑚

𝑖=1

                                                                                                                                                                                (6) 

Step 4. Compute the reference points. 

Step 5. Compute the assessment values. 

𝑢𝑖 = ∑𝑥𝑖𝑗
∗ 𝑤𝑗

𝑔

𝑗=1

− ∑ 𝑥𝑖𝑗
∗ 𝑤𝑗

𝑛

𝑗=𝑔+1

                                                                                                                                                       (7) 

Where g refers to the number of positive criteria and n-g refers to the number of negative criteria. 

Step 6. Rank the alternatives in descending order based on the value of 𝑢𝑖. 

 

Figure 2. A group of criteria. 

4. Results 

This section presents the results of the proposed methodology for selecting the best IoT service provider. 

Three experts have experience in the industry and academic degrees to evaluate the criteria and 

alternatives. They used linguistic terms to evaluate the criteria and alternatives to their opinions. Then we 

used the T2NNS to evaluate the criteria and alternatives. This study used 6 criteria and 13 alternatives as 

shown in Figure 2. 
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Step 1. Eq. (4) was used to build the decision matrices between criteria and alternatives as shown in Tables 

A1-A3. We used the score function to obtain the crisp values[30]. Then we used the aggregated method to 

combine these matrices. 

Step 2.  We compute the weights of the criteria as shown in Figure 3. We show that criterion 6 has the 

highest weight and criterion 2 has the lowest weight. 

 

Figure 3. The criteria weights. 

Table 1. Normalization decision matrix. 

 SPC1 SPC2 SPC3 SPC4 SPC5 SPC6 

SPA1 0.270784 0.198809 0.214399 0.242543 0.308194 0.239285 

SPA2 0.305979 0.260247 0.243459 0.198733 0.261438 0.300217 

SPA3 0.236308 0.227802 0.242813 0.240004 0.263413 0.344647 

SPA4 0.275094 0.260247 0.243459 0.284449 0.322681 0.285619 

SPA5 0.173819 0.425231 0.3978 0.297147 0.275925 0.208819 

SPA6 0.339737 0.304426 0.217627 0.351751 0.221926 0.166928 

SPA7 0.390016 0.211925 0.227314 0.299687 0.142902 0.213262 

SPA8 0.300951 0.216067 0.302224 0.333973 0.21995 0.311007 

SPA9 0.317471 0.259556 0.316432 0.266036 0.279218 0.371305 

SPA10 0.344047 0.276124 0.349366 0.208892 0.35034 0.404944 

SPA11 0.221943 0.310639 0.125281 0.13778 0.290413 0.213897 

SPA12 0.172383 0.325826 0.227314 0.333973 0.346389 0.182796 

SPA13 0.122823 0.248511 0.371969 0.323815 0.252877 0.23992 

 

Step 3. Eq. (6) used to normalize the decision matrix as shown in Table 1. 
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Step 4. Compute the reference points. Then compute the weighted normalized decision matrix as shown in 

Table 2. 

Table 2. Weighted normalization decision matrix. 

 SPC1 SPC2 SPC3 SPC4 SPC5 SPC6 

SPA1 0.044149 0.028491 0.033505 0.037484 0.056152 0.048009 

SPA2 0.049887 0.037296 0.038046 0.030713 0.047633 0.060234 

SPA3 0.038528 0.032646 0.037945 0.037091 0.047993 0.069148 

SPA4 0.044852 0.037296 0.038046 0.04396 0.058792 0.057305 

SPA5 0.02834 0.06094 0.062165 0.045922 0.050273 0.041896 

SPA6 0.055391 0.043627 0.034009 0.054361 0.040434 0.033491 

SPA7 0.063589 0.030371 0.035523 0.046315 0.026036 0.042788 

SPA8 0.049068 0.030964 0.047229 0.051614 0.040074 0.062399 

SPA9 0.051761 0.037197 0.04945 0.041114 0.050873 0.074496 

SPA10 0.056094 0.039571 0.054596 0.032283 0.063831 0.081246 

SPA11 0.036186 0.044518 0.019578 0.021293 0.052913 0.042915 

SPA12 0.028106 0.046694 0.035523 0.051614 0.063111 0.036675 

SPA13 0.020025 0.035614 0.058128 0.050044 0.046074 0.048136 

 

Step 5. Eq. (7) is used to compute the assessment values as shown in Figure 4. 

Step 6. Rank the alternatives in descending order based on the value of 𝑢𝑖 as shown in Figure 5. Alternative 

3 is the best and alternative 5 is the worst. 

 

 

Figure 4. The assessment values. 
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Figure 5. The rank of alternatives. 

5. Sensitivity analysis  

This section presents the sensitivity analysis to ensure the stability of the rank. We changed the weights of 

the criteria, then we applied the MOORA method. The weights of the criteria are changed under different 

seven cases as shown in Figure 6. In the first case, the equal weights are determined. In the second case, the 

first criterion weighs 0.2, and other criteria have the same weight. 

We applied the MOORA method under different seven cases. We show the rank of alternatives is stable 

under different cases. All cases have alternative 5 as the worst and alternative 3 as the best except cases 4 

and 5. Cases 4 and 5 have alternative 11 is the best and alternative 5 is the worst. Figure 7 shows the rank 

of alternatives. 
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Figure 6. Criteria weights under sensitivity analysis. 

 

Figure 7. The rank of alternatives under different cases. 

6. Comparative analysis  

We compared the proposed methodology with other MCDM methods such as TOPSIS, VIKOR, MABAC, 

and WASPAS to show the effectiveness of the proposed methodology. Figure 8 shows the rank of 
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alternatives under comparison study. Alternative 3 is the best in all comparative studies and alternative 5 

is the worst. So the proposed method is effective compared with other MCDM methods. 

 

Figure 8. The rank of alternatives under comparative study. 

We compute the correlation coefficient between the proposed methodology with other compared MCDM 

methods as shown in Table 3. We show the correlation between the proposed methodology and WASPAS 

is the highest and the correlation between the proposed methodology and the MABAC method is the 

lowest. 

Table 3. The correlation between the proposed methodology and comparison MCDM methods. 

 Proposed TOPSIS VIKOR MABAC WASPAS 

Proposed 1 0.950549 0.934066 0.928571 0.972527 

TOPSIS 0.950549 1 0.906593 0.923077 0.978022 

VIKOR 0.934066 0.906593 1 0.972527 0.917582 

MABAC 0.928571 0.923077 0.972527 1 0.901099 

WASPAS 0.972527 0.978022 0.917582 0.901099 1 

 

7. Organizational Impactions  

This paper applied the MCDM methodology for selecting optimal IoT service providers. The MOORA 

method was used to rank the alternatives. The MOORA method was integrated with a neutrosophic set to 

deal with uncertain information. The proposed methodology can help managers select the best criteria for 

selecting IoT service providers. The proposed method can be applied in various organizations and firms. 

The proposed method is beneficial for selecting IoT service providers in intelligent cities. 
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8. Conclusions 

This study proposed an MCDM methodology for ranking and selecting the best IoT service provider based 

on criteria and alternatives. The MOORA method was used to rank the other options. The neutrosophic set 

was integrated with MCDM methodology to deal with uncertain information. Three experts are invited to 

evaluate the criteria and alternatives. Then, we used the type 2 neutrosophic numbers to assess the 

requirements and alternatives. We applied the score function to obtain the crisp values. Then, we combine 

these matrices into one matrix. Then, we compute the weights of the criteria. The results show that criterion 

6 has the highest and criterion 2 has the lowest. The MOORA method was applied based on the weights of 

the criteria. The results show that alternative 3 is the best and alternative 5 is the worst. The sensitivity 

analysis was conducted to show the stability rank of alternatives. There are seven cases created to change 

the weights of criteria. The sensitivity analysis results show that alternative 3 is the best and alternative 5 

is the worst, so the rank of alternatives is stable in different cases. The proposed methodology was 

compared with four MCDM methods: TOPSIS, VIKOR, MABAC, and WASPAS. The results show that the 

proposed methodology is effective compared with other MCDM methods. The proposed methodology can 

be applied to different decision-making methodologies in future research. Other MCDM methods can be 

used for this problem. 
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Appendix 

 

Table A1. The first decision matrix. 
 SPC1 SPC2 SPC3 SPC4 SPC5 SPC6 

SPA1 ((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.50,0.30,0.50),(0.50,0.35,0.4

5),(0.45,0.30,0.60)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

SPA2 ((0.40,0.45,0.50),(0.40,0.45

,0.50),(0.35,0.40,0.45)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

SPA3 ((0.35,0.5,0.10),(0.50,0.75,

0.80),(0.50,0.75,0.65)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.50,0.30,0.50),(0.50,0.35,0.4

5),(0.45,0.30,0.60)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

SPA4 ((0.35,0.5,0.10),(0.50,0.75,

0.80),(0.50,0.75,0.65)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

SPA5 ((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

SPA6 ((0.95,0.90,0.95),(0.10,0.10

,0.05),(0.05,0.05,0.05)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.50,0.30,0.50),(0.50,0.35,0.4

5),(0.45,0.30,0.60)) 

SPA7 ((0.95,0.90,0.95),(0.10,0.10

,0.05),(0.05,0.05,0.05)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

SPA8 ((0.70,0.75,0.80),(0.15,0.20

,0.25),(0.10,0.15,0.20)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.50,0.30,0.50),(0.50,0.35,0.4

5),(0.45,0.30,0.60)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

SPA9 ((0.60,0.45,0.50),(0.20,0.15

,0.25),(0.10,0.25,0.15)) 

((0.50,0.30,0.50),(0.50,0.35,0.4

5),(0.45,0.30,0.60)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

SPA10 ((0.40,0.45,0.50),(0.40,0.45

,0.50),(0.35,0.40,0.45)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.50,0.30,0.50),(0.50,0.35,0.4

5),(0.45,0.30,0.60)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

SPA11 ((0.50,0.30,0.50),(0.50,0.35

,0.45),(0.45,0.30,0.60)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

SPA12 ((0.35,0.5,0.10),(0.50,0.75,

0.80),(0.50,0.75,0.65)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

SPA13 ((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.50,0.30,0.50),(0.50,0.35,0.4

5),(0.45,0.30,0.60)) 

 

Table A2. The second decision matrix. 
 SPC1 SPC2 SPC3 SPC4 SPC5 SPC6 

SPA1 ((0.70,0.75,0.80),(0.15,0.20

,0.25),(0.10,0.15,0.20)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.50,0.30,0.50),(0.50,0.35,0.4

5),(0.45,0.30,0.60)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

SPA2 ((0.40,0.45,0.50),(0.40,0.45

,0.50),(0.35,0.40,0.45)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

SPA3 ((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

SPA4 ((0.35,0.5,0.10),(0.50,0.75,

0.80),(0.50,0.75,0.65)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

SPA5 ((0.40,0.45,0.50),(0.40,0.45

,0.50),(0.35,0.40,0.45)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

SPA6 ((0.60,0.45,0.50),(0.20,0.15

,0.25),(0.10,0.25,0.15)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

SPA7 ((0.70,0.75,0.80),(0.15,0.20

,0.25),(0.10,0.15,0.20)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

SPA8 ((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

SPA9 ((0.35,0.5,0.10),(0.50,0.75,

0.80),(0.50,0.75,0.65)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

SPA10 ((0.40,0.45,0.50),(0.40,0.45

,0.50),(0.35,0.40,0.45)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

SPA11 ((0.50,0.30,0.50),(0.50,0.35

,0.45),(0.45,0.30,0.60)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

SPA12 ((0.35,0.5,0.10),(0.50,0.75,

0.80),(0.50,0.75,0.65)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

SPA13 ((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.50,0.30,0.50),(0.50,0.35,0.4

5),(0.45,0.30,0.60)) 

 

 



Neutrosophic Sets and Systems, Vol. 66, 2024                                                                                                                             217 

____________________________________________________________________________________ 
Ibrahim Alrashdi, An Intelligent Neutrosophic Type-II Model for Selecting Optimal Internet of Things (IoT) Service Provider: Analysis and Applications 

Table A3. The third decision matrix. 
 SPC1 SPC2 SPC3 SPC4 SPC5 SPC6 

SPA1 
((0.40,0.45,0.50),(0.40,0.45,0

.50),(0.35,0.40,0.45)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.50,0.30,0.50),(0.50,0.35,0.4

5),(0.45,0.30,0.60)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

SPA2 
((0.60,0.45,0.50),(0.20,0.15,0

.25),(0.10,0.25,0.15)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

SPA3 
((0.70,0.75,0.80),(0.15,0.20,0

.25),(0.10,0.15,0.20)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

SPA4 
((0.95,0.90,0.95),(0.10,0.10,0

.05),(0.05,0.05,0.05)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

SPA5 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

SPA6 
((0.35,0.5,0.10),(0.50,0.75,0.

80),(0.50,0.75,0.65)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

SPA7 
((0.40,0.45,0.50),(0.40,0.45,0

.50),(0.35,0.40,0.45)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

SPA8 
((0.60,0.45,0.50),(0.20,0.15,0

.25),(0.10,0.25,0.15)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

SPA9 
((0.70,0.75,0.80),(0.15,0.20,0

.25),(0.10,0.15,0.20)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.50,0.30,0.50),(0.50,0.35,0.4

5),(0.45,0.30,0.60)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

SPA10 
((0.95,0.90,0.95),(0.10,0.10,0

.05),(0.05,0.05,0.05)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

SPA11 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

SPA12 
((0.35,0.5,0.10),(0.50,0.75,0.

80),(0.50,0.75,0.65)) 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.95,0.90,0.95),(0.10,0.10,0.0

5),(0.05,0.05,0.05)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

SPA13 

((0.20,0.20,0.10), 

(0.65,0.80,0.85), 

(0.45,0.80,0.70)) 

((0.35,0.5,0.10),(0.50,0.75,0.80

),(0.50,0.75,0.65)) 

((0.70,0.75,0.80),(0.15,0.20,0.2

5),(0.10,0.15,0.20)) 

((0.60,0.45,0.50),(0.20,0.15,0.2

5),(0.10,0.25,0.15)) 

((0.40,0.45,0.50),(0.40,0.45,0.5

0),(0.35,0.40,0.45)) 

((0.50,0.30,0.50),(0.50,0.35,0.4

5),(0.45,0.30,0.60)) 
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ABSTRACT  

A neutrosophic fuzzy set that generalizes the classical set is represented by a closed 

interval [0,1]. Let us generalize the fuzzy set to the Neutrosophic set, which is defined as 

three membership functions between interval]-0,1+ [. This paper examines the bird collision 

problem within a more grounded Neutrosophic framework. The collision between the bird 

and the aircraft is represented in the Neutrosophic domain as a stationary point because it 

occurs at a distance too great for any other auditory signal to discern. Numerous methods 

exist for solving the airplane problem, including a Julia set in complex numbers. Bird 

collisions resulting from aircraft crashes add complication. An aviation signal is utilized to 

avoid an accident in a bird strike or bird collision.  

Keywords: Neutrosophic set, Neutrosophic Fuzzy set, Fractals, Julia set, Bird collision.  

__________________________________________________________________________________ 

1. INTRODUCTION 

Lotfi.A. Zadeh introduced the Fuzzy set in 1965. Numerous real-world scenarios 

involving ambiguity and indeterminacy have found use for fuzzy sets and logic [19]. 

However, traditional fuzzy sets might not take member levels or membership values into 

account well, which might make it difficult to determine exact values in various situations. 

Interval-valued fuzzy sets were proposed to address the uncertainty of inclusion values; 

nonetheless, there are drawbacks to both conventional and interval-valued fuzzy sets [7]. In 

these situations, Atanassov's intuitionistic fuzzy sets provide some relief [2,6,10], but they 

might not be sufficient to handle conflicting and incomplete facts, which are common in 

systems of belief. Smarandache's neutrosophic sets provide a more thorough method of 

managing inaccurate and ambiguous data by extending conventional mathematical techniques 

[12].  

Fuzzy systems (FS) are unable to solve the problem productively if the decision-

maker's statement is confused regarding the correctness or improperness of the option [19]. 

Then, a few new hypotheses are needed to resolve the ambiguous issue. On the other hand, 

aside from being unexpected to the sets, the fuzzy method used in trade is vague and deficient 

[11]. Concurrently replicating the falsehood, indeterminacy, and truth values will produce a 

Neutrosophic set. Ye provided more straightforward Neutrosophic sets, which Peng et al. 

used to create their processes and operator groups [18]. Mathematician Benoit Mandelbrot is 

known to have used the term fractal for the first time in 1975. From the Latin word fractus, 

which means broken, Mandelbrot extended its application to patterns of geometry found in 

nature as well as the idea of conceptual fractional dimension [3,8,9]. Since there is only one 

genuine value, x, in neutrosophic statistics, this does not imply that x is also in 𝑎 + 𝑏𝐼 = N. 

mailto:bharathimeenakshi70922@gmail.com
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Rather, it means that 𝑎 + 𝑏x ∈ 𝑎 + 𝑏𝐼. For this reason, it is necessary to present and study the 

appurtenance connection and equation [4,15,16]. 

 

    Bird collisions claimed the lives of over 255 people in 1988; the first one happened in 

1905 when Orville Wright hit a bird over an Ohio cornfield [1,14]. In the US, attacks by birds 

and other animals cost about 900 million dollars annually. Coyotes and deer are two 

examples of other wildlife attacks and aircraft [13]. The energy released during a collision is 

what causes serious financial and human repercussions and necessitates taking the possibility 

of a bird collision into account [17].  

Recent work Utilizing a hybrid Eulerian-Lagrangian finite element formulation, the 

influence of an exceedingly deformable item on an inboard model has been effectively 

modeled. A prediction approach for aeronautical constructions must simulate harm in brass 

materials in composite and sandwich structures, operational parts in structure are typically 

constructed from items created by a range of resources [13]. The notion of a neutrosophic set 

is covered in Section 2 along with an example of how difficult it is to define the reasons for 

bird collisions. Aircraft accidents are caused by the complex number of bird strikes, and this 

shape which can be characterized as a Julia set may be discussed using a lemma and theorem.  

 

 

2. METHODS  

This section discusses the techniques used to look into bird collisions involving 

aircraft. It finds triangle-shaped collision patterns, which helps with hotspot identification and 

risk evaluation. By foreseeing collision hazards, this theory promotes the creation of 

predictive models, improving aircraft safety. All things considered, the Neutrosophic set 

theory advances our knowledge of bird-aircraft crashes and, by proactive steps and 

multidisciplinary collaboration, contributes to safer skies. The Neutrosophic set, which 

indicates that the birds make a triangle and strike the airplane with their bodies, is another 

name used to characterize these crashes. This idea applies only if there are several birds 

crashes taking place in the sky.  

 

2.1 NEUTROSOPHIC SET   

The phrase neutrosophic set refers to a set of elements that satisfy three conditions: 

functions T, I, and F: Y→ [0,1] [4]. For instance, because a cloud's boundaries are unclear 

and its constituent element (a drop of water) belongs to the Neutrosophic probability set, the 

cloud is considered a Neutrosophic set [2,11]. They therefore don't know where the clouds 

begin or stop, nor if some elements are part of the set or not [12,18]. Furthermore, a higher 

percentage of indeterminacy is needed for a more precise estimate and a more seamless 

organic process [10]. 

 

2.2 SIMULATED BIRD COLLISIONS 

The bird collision event is included in the category of soft-body collisions from a 

numerical perspective. Because of stresses that significantly exceed the material's strength, 

this period of hitches is considered by the impacting material's liquid-like performance [13]. 

Numerical barriers that are present in the simulation of these occurrences are mostly caused 

by this behavior as well [14,17]. The most crucial of these challenges is to accurately model 

the weight transfer that occurs through soft-body influence.  



Neutrosophic Sets and Systems, Vol. 66, 2024                                                                                                            220  
__________________________________________________________________________________ 

____________________________________________________________________________________________________ 
M.N. Bharathi And G. Jayalalitha, Analysis Of Neutrosophic Set, Julia Set In Aircraft Crash 

In the direction of completing the assignment and ensuring dependable outcomes, 

three key areas of the problem must be adequately mathematically addressed the constituent 

model of the bird substantial, the significant deformations of the numerical substitute bird 

model, and the flop and damage reproductions of the wedged structure [1,13]. 

 

 

Figure 1 Birds Collision Complex 

Examples 
Several factors contribute to airplane crashes, including weather, aircraft mechanical 

issues, pilot experience, and training. The trio of Neutrosophic sets comprises. 

 

i. There is little turbulence and a clear sky, according to the truth membership (T) 

weather prediction, indicating a minimal crash risk 𝑇𝑤𝑒𝑎𝑡ℎ𝑒𝑟 = 0.2. The weather 

forecast may have some indeterminacy (I) as unforeseen events could happen while 

the aircraft is in flight 𝐼𝑤𝑒𝑎𝑡ℎ𝑒𝑟 = 0.6. Although the prediction is usually correct, 

there is always a potential of inaccuracies or unanticipated weather phenomena 

Falsity membership (F) 𝐹𝑤𝑒𝑎𝑡ℎ𝑒𝑟 = 0.1. 

ii. The likelihood of a mechanical breakdown is decreased when the aircraft truth 

membership (T) 𝑇𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 = 0.2.is subjected to routine maintenance inspections 

and found to be in excellent condition. Even with the Indeterminacy of membership 

𝐼𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 = 0.6 maintenance checks, wear and tear or undiscovered problems 

might still present a danger to safety during the flight. Although Falsity membership 

(F) 𝐹𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 = 0.2 is uncommon, there is a remote chance that mechanical 

failures might still happen despite the tests.  

iii. Due to their intensive training and wealth of expertise, Truth membership (T) pilots 

to help ensure safe operation 𝑇𝑝𝑖𝑙𝑜𝑡 = 0.3. Unexpected events or exhaustion may 

have an impact on a pilot's performance during a flight, even with a membership (I) 

of indeterminacy 𝐼𝑝𝑖𝑙𝑜𝑡 = 0.5. Although false membership (F) is rare, the pilot may 

have made mistakes or made a mistake in judgment 𝐹𝑝𝑖𝑙𝑜𝑡 = 0.2.  
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2.3 NEUTROSOPHIC NUMBER OF APPURTENANCE 

 

Let X be the universe and the Neutrosophic set P over X is defined as P={(x, TP(x), 

IP(x), FP(X) :x 𝑃 = {(𝑥, 𝑇𝑃(𝑥), 𝐼𝑃(𝑥), 𝐹𝑃(𝑥): 𝑥 ∈ 𝑋} where the truth P, Indeterminacy P, 

and Falsity P are said to be real or non-standard subsets of the interval i.e, 0− ≤
𝑇𝑝𝑦(x)+𝐼𝑝𝑦(𝑦) + 𝐹𝑝𝑦(𝑦) ≤ 3+[15].        

 

Examples 

 

 Complexity of Neutrosophic number [16] 

 

i. Let 𝐼1= [0,1],  𝑁1 = 2 + 3𝑖 𝐼1 

 

𝑁1 = 2 + 3𝑖 [0,1] = 2 + [3𝑖. 0,3𝑖. 1] = 2 + [0,3𝑖] = 2 + 0,2 + 3𝑖 = [2,2 + 3𝑖] 

𝑁1 = [2, −3 ±
√9 − 4(1)(0)

2(2)
= [2, −

3√9

4
] 

= [2, −3 ±
3

4
] = [2, (0, −0.75)] 

 

ii. Let  𝐼2 = {0.025,0.065,0.582} which has a three element or finite discrete set  

like  

𝑁2 = {2 + 3𝑖{0.025,0.065,0.582} = 2 + {−0.0474, −0.195, −1.746} 
𝑁2 = 1.526,1.805,0.254 ⊂ [2, −0.75] 

 

iii. Let 𝐼3 = {
1

𝑛
, 1 ≤ 𝑛 ≤ ∞, 𝑛 𝑖𝑠 𝑎𝑛 𝑖𝑛𝑡𝑒𝑔𝑒𝑟} which is an infinite discrete set 

𝑁3 = 2 + 3𝑖𝐼3 = {2 + 3𝑖
1

𝑛
, 1 ≤ 𝑛 ≤ ∞, 𝑛 𝑖𝑠 𝑎𝑛 𝑖𝑛𝑡𝑒𝑔𝑒𝑟} 

𝑁3 = {2 + (3
𝑖

1
) , 2 + (

3𝑖

2
) , 2 + (

3𝑖

3
) , … 2 + 3.

1

𝑛
, … } =⊂ [2, −0.75] . 

 
2.1 Theorem  

 Let the Neutrosophic sets be in complex numbers. Then  𝑝 ∈ 𝑃 and 𝑞 ∈ 𝑄,  

i. Addition 𝑝 + 𝑞 ∈ 𝑃 + 𝑄 

ii. Subtraction 𝑝 − 𝑞 ∈ 𝑃 − 𝑄 

iii. Multiplication 𝑝 × 𝑞 ∈ 𝑃 × 𝑄 

iv. Division 
𝑝

𝑞
∈

𝑃

𝑄
 

v. Power 𝑝𝑞 ∈ 𝑃𝑄 

 

Proof  

 

Let ∗ any operations above, then 

𝑃 ∗ 𝑄 = {𝑥 ∗ 𝑦; 𝑤ℎ𝑒𝑟𝑒 𝑥 ∈ 𝑃, 𝑦 ∈ 𝑄}, and the operation ∗ is said to be well-defined. 

Then 𝑥 = 𝑝 ∈ 𝑃 and 𝑦 = 𝑞 ∈ 𝑄 it seems to be of the form 𝑝 ∗ 𝑞 = 𝑃 ∗ 𝑄 [15]. 
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2.4 JULIA SET 

A complex fractal known as the Julia set is created when complex numbers are 

repeatedly used in a mathematical procedure. It displays geometric patterns that are complex 

and self-similar, frequently displaying chaotic and complicated behavior. These sets, which 

bear the name Gaston Julia after the French mathematician, are useful in dynamical systems, 

complex analysis, and computer graphics. They also provide light on the characteristics of 

complex numbers and how they behave in iterative systems [8]. 

 

If 𝑓𝑘  k- stands for composition f ⚬ ··· ⚬ f the function f, 𝑓𝑘(𝑧) is iteration of k then f (f (· · · 

(f(z)) · · ·)) of z [14]. 

K(f) = {z ∈ ℂ ∶ 𝑓𝑘(𝑧) ∕→ ∞}                    (1) 

 

Figure 2 Julia set  

2.1 Lemma  

A polynomial 𝑓(𝑧) =  𝑎𝑛𝑧𝑛 + 𝑎𝑛−1𝑧𝑛−1 + ⋯ + 𝑎1 + 𝑎0 with n and 𝑎𝑛 ≠ 0, there are some s 

such that if |𝑧| ≥ 𝑠, then|𝑓(𝑧)| ≥ 𝑛|𝑧|. In certain, if |𝑓𝑚(𝑧)| ≥ 𝑠| for around m ⩾ 0, at that 

point 𝑓(𝑘)(𝑧) → ∞ ask → ∞. Hence, also 𝑓(𝑘)(𝑧) → ∞ or set {𝑓(𝑘)(z) ∶ k = 0, 1, 2...} 

confined.  

Proof 

 Considering that f(z) is a complex function. A polynomial with the form 𝑎𝑛𝑧𝑛 +
𝑎𝑛−1𝑧𝑛−1 + ⋯ + 𝑎1 + 𝑎0 and {𝑛, 𝑛 − 1, 𝑛 − 2, …  2,1,0} is given a complex function f(z).  

A Polynomial such as  𝑎𝑛𝑧𝑛 + 𝑎𝑛−1𝑧𝑛−1 + ⋯ + 𝑎1 + 𝑎0 with  {𝑛, 𝑛 − 1, 𝑛 −
2, …  2,1,0}  is desirable to explain that 𝑓(𝑘)(𝑧) → ∞.It can indicate is appropriately high to 

confirm that if |𝑧| ≥ 𝑠, then  
1

2
  |𝑎𝑛||𝑧𝑛| ≥ n |z| and (|𝑎𝑛−1| |𝑧𝑛−1| + ⋯ |𝑎1||𝑧| + |𝑎0|) ≤

1

2
 |𝑎𝑛||𝑧𝑛| )   (2) 

 Then, if absolute |𝑧| ≥ 𝑠,  

|𝑓(𝑧)| ≥ |𝑎𝑛| |𝑧𝑛| − (|𝑎𝑛−1| |𝑧𝑛−1| + ⋯ |𝑎1| |𝑧| + |𝑎0|) ≥ |𝑎𝑛||𝑧𝑛|   ≥ 𝑛|𝑧|  (3) 

Also, if |𝑓𝑚(𝑧)| ≥ 𝑠| for about m, then put on this inductively, then |𝑓𝑚+𝑘(𝑧)| ≥
2𝑚 |𝑓𝑘(𝑧)|,  then |𝑓𝑚(𝑧)| → ∞ [8]. 

 

2.2 Theorem 
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Let 𝑓(𝑧) be an analytic mapping in  𝐺⊂ ℂ such that 𝑓(𝑝) = 𝑝  for about p in 𝐺. Then 

 

(a) |𝑓′(𝑝)| < 1 then iff p is an attracting fixed point,  

 

(b) |𝑓′(𝑝)| > 1 then iff p is a repelling fixed point.  

 

Proof 

 Let |f ′(p)| = 0, p is said to be super attracting fixed point and |f ′(p)| = 1, p is said 

to be a neutral fixed point. It has intricate behavior.  

It is possible to reveal a partially repellent and partially appealing nature. Sample of a 

neutral fixed point at 𝑝 = 0 for the complex function  f(z) = sin(z). P qualities in real-

valued seeds, while 𝑝 = 0 in fully imaginary-valued seeds has a repellent quality. For 𝑧 = 𝑏𝑖, 
𝑏 ∈ ℝ, sin(𝑏𝑖) = 𝑖𝑠𝑖𝑛ℎ(𝑏). Then sin h(b) said to be an increasing function, for all  𝑏 ∈ ℝ+, { 

𝑠𝑖𝑛𝑚(𝑏𝑖)} → ∞ as 𝑛 → ∞ and for all 𝑏 ∈ ℝ−, { 𝑠𝑖𝑛𝑚(𝑏𝑖)} → −∞. Similarly, neutral fixed 

points are either an attracting or repelling fashion [8].  

 

2.5 AIRPLANE CRASHES 

 The majority of large species with tremendous populations that are involved in bird 

collisions in the United States are geese and gulls. While feral Canada geese and Greylag 

geese populations are rising in rough areas of the European Union, raising the hazard of those 

enormous birds to aircraft, migratory snow geese and Canada populations have improved 

significantly in some areas of the US [1]. 

 

 

Figure 3 Number of worldwide air traffic fatalities from 2016 to 2021 

 

  In various regions globally, there is frequent interaction between sizable predatory 

birds like Milvus kites and Gyps vultures [9]. In the United States, the predominant species 

encountered include waterfowl (30%), gulls (22%), and raptors (20%), alongside pigeons and 

doves (7%) [13]. According to the Feathers Recognition Lab at the Smithsonian Institution, 

turkey vultures pose the highest risk, with Canada geese and white pelicans following closely 

behind in terms of potential hazards [14,17]. 
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Figure 4 Complex Number of birds forms Julia set 

Figure 4 shows geometric arrangements that are complex and chaotic, as complex 

numbers representing bird locations converge to form a Julia set. This depiction demonstrates 

the intricacy of the birds' movement patterns while capturing the dynamic interactions 

between them in their natural habitat. The Julia set highlights the complex dynamics found in 

avian populations and their influence on ecological systems by providing insights into the 

emergent behaviors and interactions among individual birds. 

 

3. RESULTS  

A bird strike occurs when an aircraft while it is in the air, generally on takeoff or 

landing. This bird crash might have been triggered by an aviation disaster in 2016 or 2021 

and it may also be represented as a Neutrosophic set forms a complexity of neutrosophic 

numbers is explained in subsection 2.3 examples. A bird collision creates a Julia set (lemma 

2.1) whose form is defined by the shape of the bird. The bird assaults the aircraft in opposing 

directions. This bird strike shape in Fig 2 is said to be the same shape as Julia set's fractal 

dimension in connectivity to another, more in-depth analysis of bird strike. It is discussed in 

the lemma, theorem, and section 2 about airplane crashes.  Then Figure 4 depicts a triangle-

shaped bird strike that appears to be sophisticated. It could symbolize the complex numbers 

of the Neutrosophic set and the Julia set's form. 

Note:   

 [0,1] denotes the membership values in the Fuzzy set.  

 ]-0,1+ [ denotes that the membership functions of the Neutrosophic set.  

4. CONCLUSION 

                    This research uses the phrases Julia set and Neutrosophic set to distinguish 

between two concepts related to bird crashes in airplanes. The three categories indicate the 

interval]-0,1+ [ remain stated in the Neutrosophic set. Because of their middle value, the 

Neutral term and the Fixed point of the neutrosophic indeterminacy are comparable. For 

instance, the middle value of the first and last membership functions, [0,1], is 0.5. However, 

there are some comparable events in bird crashes, and Julia set is an accumulation of the limit 

points of the entire reversed orbit.  It is an array of a finite number of elements that, with 

repetition, converge to an infinite. Julia's set is a complex integer set that is elaborated with 

some examples above with bounded iterated values.   
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