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Abstract. Due to the rise in the operation of platforms on social media, there is more opportunity for users to

post content online, out of which some tend to be hate speech. Hate speech is found in almost all domains like

sports, politics, religion, government affairs, and personal matters. Its detection and removal from platforms

like Twitter, Facebook, etc. are tedious. Over the years, a lot of methods have evolved in this area most

of which are more time-consuming machine learning methods. Our objective is to find a better method that

considers indeterminacy at the word level and sentence level for the detection and removal of hate speech using

fuzzy logic applied to Neutrosophic hypergraphs. A neutrosophic hypergraph is a kind of hypergraph where

each node and hyperedge has three associated membership functions namely Indeterminacy, Truth and Falsity.

Our work has successfully modeled Text documents into neutrosophic hypergraphs and morphological operators

like dilation, erosion etc. are applied to it. Using these operations further operators like thinning, thickening,

hit-or-miss, and skeletoning are applied. Finally hate speech is identified and removed. This a novel method in

this area. The system is tested with Twitter tweets and the results are promising with an accuracy of 88%.
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—————————————————————————————————————————-

1. Introduction

Since lakhs of contents are posted every day on social media platforms, there is more chance

for it to be against the rules of a government, religion, and mostly the society. Filtering the

contents and making it suitable for everyone to read it is a tremendous job. In most cases,

contents are manually detected after mass protest and are removed or deactivated. Since

the readability and reachability of the social media content are higher when compared to the

printing media or visual media, there should be good and efficient methods for identifying and

removing hate speech. Our system has made efforts in this area by applying the concepts of
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neutrosophic hypergraphs and their morphological operators.

Many real-life problems were solved by modeling hypergraphs with neutrosophic sets and

logic. Neutrosophic sets are used to deal with uncertainties in such problems. Neutrosophic sets

are to deal with this indeterminacy. Morphological operators like dilation, erosion, thickening,

thinning, and skeletoning are useful for various text analysis operations which are discussed

in this paper with the main focus on hate speech detection and removal.

1.1. Related works

The proposed work in this paper has applied neutrosophic hypergraph operations for hate

speech detection. There has been a lot of research work on detecting hate speech that is

mostly seen in social media. In order to classify hate speech, a novel method namely H-CovBi-

Caps [1] was implemented that is a deep learning model based on coventional, BiGRU and

Capsule model. Evaluation of this model was done using balanced and unbalanced Twitter

data sets. This method gave a recall of 0.80 and f-score of 0.84. Another method used natural

language processing strategies and data analysis to make providers of social media responsive

to hate speech content [2]. The authors claim that they can surpass the state-of-the-art ap-

proach in terms of precision, recall, and F1 scores by approximately 10%. There have been

works that focus on the lack of transparency and bias experienced by various hate speech

detection and mitigation systems [3]. Using SAS Enterprise Miner’s Text Analytics [4], the

authors demonstrated how to consider the information in the tweets to classify them as hos-

tile. The tweets were subjected to preprocessing and models were applied and analyzed. The

authors claim adequate accuracy. Different approaches to hate speech detection are discussed

and compared in a survey [5], where the authors have considered various data sets, features,

and machine learning models for comparison.

In all these methods even though the authors claim good accuracy, the works lag a proper

mathematical modeling and representation. They have the disadvantage of being costly in

terms of time and resources. Since our work is concentrating on finding a solution for this

with the help of neutrosophic hypergraphs, let us see some works already done on hypergraphs.

The perspective of a single-valued neutrosophic set, its complement, union, difference, prop-

erties of set-theoretic operators etc. was introduced in [6]. The structure of a system can be

studied by using hypergraph [7] which is the generalization of a graph. A detailed study of

fuzzy graphs and fuzzy hypergraphs [8] and related extensions [9], discusses mathematical

models of hypergraphs like intuitionistic, complex, m-polar fuzzy, bi-polar, Pythagorean and
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q-rung ortho-pair hypergraphs, and also neutrosophic hypergraphs like single-valued, bi-polar

and complex. Graph morphology [10] extracted the structural information from graphs us-

ing structuring graphs. Lattice structure on hypergraphs are developed and morphological

operators [11], [12] are defined by using vertex-hyperedge correspondence. Also, the classical

notion of a dilation/erosion of a subset of vertices is extended to sub-hypergraphs. Several

opening, closing and alternate sequential filters are also proposed. Morphology applied on

Intuitionistic fuzzy hypergraphs are discussed in [13], [14], [15]. Text summarization using

morphological filter [16] is done on intuitionistic fuzzy hypergraphs. Crime Analysis [17] done

with the application of graph morphology has successfully tracked the crime rate in various

areas. More than 200 neutrosophic graphs [18] are discussed, particularly the bipartite neutro-

sophic graphs, neutrosophic tree and directed neutrosophic graphs applied in cognitive maps,

relational maps and relational equations. The perception of neutrosophic incidence graphs

that are single-valued, their cut vertex, blocks and bridges are discussed in [19]. The paper

has discussed the neutrosophic incidence graphs and their vertex, edge and pair connectivity.

Neutrosophic logic and connectors [20] based on set operations are also defined. The idea

of constant single-valued neutrosophic graph (CSVNG) [21], which is the modified form of a

single-valued neutrosophic graph has also evolved. The authors applied it to Wi-Fi systems

and also discussed the consequences. A methodology of decision-making with multiple cri-

teria [22] applied with a neutrosophic set was developed to handle uncertain data, and the

authors have used it in the Logistics Service Sector. A novel adaptable method [23] was used

with eleven criteria and ten solar panels in PV which used a neutrosophic set to deal with

vague data. Another work in IoT [24] intended to introduce a weight product method based

on the neutrosophic framework for the assessment of IoT-based cities that are sustainable and

smart. The notion of Fermatean neutrosophic dombi fuzzy graph [25] was initiated which

constructed the cartesian, direct, composition of such graphs. A neutrosophic method using

type-2 neutrosophic numbers [26] was used in the field of study of risks in power plants. A

hybrid approach to decision-making using many criteria under a spherical fuzzy environment

was introduced in [27].

Most of the hate speech detection methods developed failed to address the ambiguity aspect

of it, our method has included an indeterminacy parameter with every word and every sentence.

Even though there are many applications with hypergraphs in the area of image processing,

networks, text data etc., the proposed method is the first work that has done hate speech

detection and removal of it using a neutrosophic text hypergraph. The preliminaries of the

neutrosophic hypergraph and the morphological operations are given in sections 1.2 to 1.4.

The section 2 focuses on how a document is converted to a neutrosophic hypergraph and how
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Figure 1. Neutrosophic graph with membership degree

operations like hit-or-miss, skeletoning etc. are applied to it. Section 3 deals with operations

like thinning and thickening. Section 4 shows how hate speech detection is done using the

operations discussed in sections 3 and 4. Finally, section 5 gives a detailed result analysis.

1.2. Preliminaries

Let a neutrosophic hypergraph be defined as H = (Hn, He) and is shown in Figure 1,

where Hn is the collection of nodes and He is the collection of hyperedges. For every n in

Hn; F (A) ∈ [0, 1], IA(n) ∈ [0, 1], TA(n) ∈ [0, 1], and IA(n) + TA(n) + FA(n) <= 3, where

IA(n), TA(n) and FA(n) are the indeterminacy, truth and falsity value respectively. Set A

which is a neutrosophic set in Hn = {(n, IA(n), TA(n), FA(n));n ∈ Hn}. Likewise for every e

in He, TA(e) ∈ [0, 1] , IA(e) ∈ [0, 1] ,FA(e) ∈ [0, 1] and IA(e) + TA(e) + FA(e) <= 3, where

IA(e) is the indeterminacy value, TA(e) is the truth value, and FA(e) is the falsity value. A

neutrosophic set B in He = {(e, IA(e), TA(e), FA(e)); e ∈ He}. The edge membership degree,

(IA(e), TA(e), FA(e)) is defined as the maximum of respective membership degrees of the nodes

and is given by

TA(e) = ∨TA(n);∀n ∈ e (1)

IA(e) = ∨IA(n);∀n ∈ e (2)

FA(e) = ∨FA(n);∀n ∈ e (3)

1.3. Special cases of membership values

• case 1: [1, 1, 0] In weather prediction during the rainy season, the truth value of rain

and the indeterminacy is 1. Non-occurrence of rain tends to 0.
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• case 2: [0, 1, 1] In the case of the Nipah virus attack, based on previous experiences in

past years, the possibility of a patient being alive is 0. But there is an indeterminacy

due to the nature of the virus and the falsity of death is 1. Since indeterminacy is 1,

the converse may also happen violating the history and we may get [1,1,0].

• case 3: [1, 0, 1] At a particular point of time of hartal or strike, there is a chance of

crime or not. Hence at instance t, the truth value is 1 also falsity can be 1.

• case 4: [0, 0, 0] In the case of cancer patients, the region not affected by cancer need

not be considered for treatment. For this region the indeterminacy is 0, the Truth

value is 0 and there is no doubt in the falsity of the disease.

• case 5: [1, 1, 1] This is a chaotic situation where all the values are 1. In the case of

a Tornado, since the system is chaotic, the occurrence of Tornado, the indeterminacy

and the falsity is 1.

1.4. Applying morphological operators

Let {HNF , H
n, He, (µn, γn, κn), (µe, γe, κe)} be a neutrosophic hypergraph, where γn is the

non-membership degree, µn is the membership degree, and κn is the indeterminacy degree

defined on a collection of nodes. Let membership degree µe, non-membership degree γe and

indeterminacy degree κe be defined on a collection of hyperedges of the neutrosophic hyper-

graph. Here the sum of (µn, γn, κn) <= 3. Also µe is the supremum of µn, γe is the supremum

of γn and κe is the supremum of κn.

1.4.1. (α, β, ω) cut of a neutrosophic fuzzy hypergraph

The (α, β, ω) cut of a neutrosophic hypergraph HNF is the crisp set of nodes given by

XNF = Hα,β,ω/α >= m,β >= n, ω >= k which retrieves a sub hypergraph of HNF . Once we

have HNF , the parent graph and XNF as its sub-graph, we can define many morphological

operators adjunction, erosion, dilation, closing, and opening filters on it. Figure 2(a) shows a

parent neutrosophic hypergraph and Figure 2(b) shows a sub-graph obtained by (α, β, ω) cut.

All the following morphological operations are defined for this parent and sub-hypergraph.

1.4.2. Dilation of XNF

The dilation operation can be done to concerning nodes or concerning edges. Dilation

concerning nodes can be written as follows:-

δn(XNF ) = {n/n ∈ XNF } (4)

Dhanya P.M, Ramkumar P.B, Text Analysis Using Morphological operations on a
Neutrosophic Text hypergraph

Neutrosophic Sets and Systems, Vol. 61, 2023                                                                          341



As per e.q(4), it is the collection of nodes present in the sub-hypergraph XNF . The dilation

concerning edges can be written as follows:-

δe(Xn
NF ) = {e/e ∈ HNF /n ∈ Xe} (5)

As per e.q(5), it includes all edges in HNF such that it contains at least one node in Xe. Both

the dilations are shown in Figure 2(c) and Figure 2(d).

1.4.3. Erosion of XNF

The erosion operator can be applied in two ways. It can be either concerning nodes or

concerning hyperedges. Erosion concerning nodes is written as the following:-

εn(Xe
NF ) = {n ∈ XNF /n /∈ Xe′

NF ;X
e′
NF = He

NF −Xe
NF } (6)

According to e.q(6), erosion concerning nodes is defined as the collection of nodes in XNF

which are not present in its complement graph. This is shown in Figure. 2(e). Erosion

concerning hyperedges is the collection of edges consisting of nodes of XNF only. It can be

written as the following:-

εe(Xn
NF ) = {e ∈ XNF /∀n∈en /∈ Xe′

NF } (7)

This is shown in Figure 2(f).

1.4.4. Adjunction of XNF

We can say that (εe, δn) are adjunctions iff

Xe
NF ⊆ εe(Y n

NF ) (8)

δn(Xe
NF ) ⊆ Y n

NF ;XNF ⊆ YNF (9)

1.4.5. Morphological Opening and Closing

The morphological opening is of two types:-

• Opening w.r.to edge(γe)

This Morphological opening

γe = δe(en(Xe
NF )) (10)

is a composition of the form δ ◦ε which gives edges in XNF by applying e.q(6) followed

by e.q(5).
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• Opening w.r.to node(γn)

This Morphological opening of XNF is

γn = δn(εe(Xn
NF )) (11)

which is a composition of δ ◦ ε obtained by applying e.q(7) followed by e.q(4).

• Closing w.r.to edge

This Morphological closing is the set of edges in XNF

ϕe = εe(δn(Xe
NF )) (12)

which is a composition of ε ◦ δ obtained by applying e.q(4) followed by e.q(7).

• Closing w.r.to node

This Morphological closing

ϕn = εn(δe(Xn
NF )) (13)

is the set of nodes in XNF which is a composition of ε ◦ δ obtained by applying e.q(5)

followed by e.q(6)

Repeated application of opening as well as closing operations as mentioned in e.q(10) to e.q(13)

results in the same hypergraph. Such operators are called filters. They are shown in Figures

2(g) to 2(j).

2. Materials and Methods

2.1. Skeleton operation with dilation w.r.to edge

Dilation related to edge is defined as the collection of all edges retrieved from the parent

graph H, which contains all nodes in sub-hypergraph X. It can be written as δe(Xn). The

skeleton operation on a graph H, can be defined as

S(H) = H − (δe(Xn))k (14)

Let H be the hypergraph related to text pertaining to the sports domain. Some of the words

related to specific sports domains are given in Table 1. Let X1 be the sub-hypergraph of H,

which is obtained by taking the words related to cricket. By applying dilation w.r.to edge,

δe(Xn
1 ), we get all the text related to cricket. On applying S(H1) = H − (δe(Xn

1 )), we get a

minimal skeleton of sports devoid of cricket. Now take X2 = set of words related to football.

On applying δe(Xn
2 ), we get all the text related to football. Thus S(H2) = S(H1)− (δe(Xn

1 ))

will give us the text devoid of football. On repeating this K times we get the skeleton of sports
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Figure 2. Result of morphological operations on a neutrosophic hypergraph

which is devoid of specific sports areas. As a byproduct of this, we get many sub-hypergraphs

of H.

2.1.1. Illustration

Consider the text given in Figure 3 with words numbered. A hypergraph can be drawn by

considering unique words as nodes and sentences as hyperedges. It can be made neutrosophic

by giving three degrees to each word based on a criteria. Some of the words in the sports field

and the criteria are shown in Table 2. If there are common words across sentences, then edges

will overlap as shown in Figure 4. We consider words related to cricket first and then apply

dilation δe(Xn
1 ). Let X1 be a sub-hypergraph that consists of words in the cricket domain.

This dilation is a conditional dilation, which selects the statements in the original text which

consists of words in the cricket domain. It is subtracted from the hypergraph to get the

skeleton S(H1). The first skeleton obtained is shown in Figure 5. Now select sub-hypergraph

X2 which is the set of words in the football domain. Apply dilation and select the sentences

in the original text related to the football domain. On subtracting this we get the next level

skeleton which is shown in Figure 6 and Algorithm 1.
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Table 1. Words related to specific sports

cricket football

cricket striker

ICC Manchester

Table 2. Criteria for giving degrees TA(n), IA(n), FA(n) to the words

Words TA(n) IA(n) FA(n) Criteria

Cricket 0.9 0.1 0.3 Cricket is a sports game only in a few countries in the world.

Even though it is a sports game, it is not seen in the Olympics.

So FA(n) = 0.3 and IA(n) = 0.1. Indeterminacy is less since

it is related to sports

ICC -do-

Tournament -do-

Football 1.0 0 0 Indeterminacy is 0, falsity is 0. since it is a sports event and

seen in Olympics

Manchester -do-

Olympics -do-

Badminton -do-

Game -do-

Sachin 0.8 0.3 0.3 Depends on person to person and also value varies from person

to person. When compared to very popular persons in Football,

there is a bit more level of indeterminacy for Sachin for being

identified as a sports person.

Stages 0.5 0.5 0.5 This is a word have medium value for all the degrees

Season -do-

Performance -do-
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Figure 3. Sample text for skeletoning

2.1.2. Algorithm: Skeletoning

Algorithm 1: Skeleton creation of a text hypergraph

Data: Hypergraph

Result: Skeleton

Create a text hypergraph Hτ ;

i = 1;

repeat

Create sub-hypergraph Xi of Hτ ;

Apply the dilation δe(Xn
i );

Find the skeleton S(Hi) = Hτ − δe(Xn
i );

Hτ = S(Hi);

i = i+ 1;

until Xi = ϕ or i = k;
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Figure 4. Hypergraph formed from text in Figure 3

2.2. Skeleton operation with dilation related to node

Dilation related to node which is written as δn(Xe) is defined as the set of nodes in Xe of

H. On applying H − (δn(Xe)) we get the skeleton of H w.r.to nodes. We can further apply

skeleton operation by varying X.

2.2.1. Illustration

Let us take the same example given in Figure 4. Let X1 = e1, e3 as shown in Figure 4. Now

when k = 1, the skeleton operation S(H1) = H − (δn(X1)
e)) results in Figure 5. Now let X2=

set of sentences related to football. On applying skeleton operation S(H2) = S(H1)−δn(X2)
e),

we get the graph shown in Figure 6. When k = 1, we get the maximal skeleton. When k

increases the thinning nature of the skeleton increases and we get the minimal skeleton as

shown in Figure 7 and Figure 8.
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Figure 5. Skeleton of H w.r.to edge when k=1

Similarly, skeleton operation can be done with erosion w.r.to edge which can be defined as

S(H) = H − (εe(Xn)) (15)

where εe(Xn) is defined as the collection of hyperedges containing only nodes in Xn.

Skeleton operation using erosion related to node is defined as

S(H) = H − (εn(Xe)) (16)

where εn(Xe) is defined as the collection of nodes in Xn, which are only seen in X and not in

the complement of X.
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Figure 6. Skeleton of H w.r.to edge when k=2

Figure 7. Skeleton of H w.r.to node when k=1
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Figure 8. Skeleton of H w.r.to node when k=2

2.3. Hit-or-miss algorithm w.r.to dilation

Consider the text related to Sachin Tendulkar. He is there in the field of cricket, football

and politics. Let us take the set of words related to sachin and cricket as nsc, the set of

words related to sachin and football as nsf and the words related to sachin and politics as

nsp. Here the word with highest priority is MP (Member of Parliament) which comes with

in nsp. Now set A = nsc ∪ nsf ∪ nsp. Now let us a take a window W of nsp which is the

neighbourhood of nsp obtained as δe(nsp). This can be defined as the set of social service and

charity activities done by sachin while he is an MP . The hypergraph for the above can be

shown in the Figure 9.

Here A = nsc∪nsf ∪nsp. which is shown in Figure 9. Let X = Text related to sachin while

he is an MP. Here MP is the node with the highest priority. Let it be named as phigh. Now

X = nsp. Let W , be the window of X as shown in Figure 9. The hit-or-miss operation of the

hypergraph is defined as

HM(H) = (AεX) ∩ (A′ε(W −X)) (17)

and the same is shown in Figure 10 and the method is shown in Algorithm 2.
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Figure 9. Parent Hypergraph H of text, which contains text related to sachin

Figure 10. Text hypergraph A = nsc ∪ nsf ∪ nsp related to sachin
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Figure 11. Result of hit-or-miss operation on text hypergraph

2.3.1. Hit-miss-algorithm using dilation and erosion

Algorithm 2: Hit-or-miss algorithm to find the required information node

Data: Text τ

Result: Hit node Hτ tn

Create a text hypergraph Hτ as given in Figure 4.;

i = 1;

Create sub-hypergraphs ni, such that node p is common;

Let A = ∪m
i=1ni;

Let phigh be the node which is the origin of the sub-hypergraph where the node priority

> 0.9;

repeat

Find A ε ni;

Calculate the neighbourhood window Wi = δe(ni);

Obtain Wi − ni;

Compute A′ ε (Wi − ni);

Derive hit node Hτ tn = (A ε ni) ∩ (A′ε (Wi − ni));

until i = m or Hτ tn = phigh;
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3. Thinning and Thickening

3.1. Thinning using hypergraph operations

Thinning operation can be applied to a hypergraphHτ by taking sub-hypergraph A and tak-

ing a hit node Hτ tn. As per Figure 9, hypergraph Hτ is the hypergraph related to sports, and

sub-hypergraphA is the text related to Sachin. Dilation with respect to the edge is done for the

hit node as δe(Hτ tn). All those edges obtained as part of this dilation are removed from the hy-

pergraph A. The algorithm for the same is shown in Algorithm 3. The result of the thinning op-

eration with respect to hit nodeMP is given in Figure 12. Hit nodes can be varied and thinning

can be repeatedly done. Thinning with respect to the hit node Sachin is given in Figure 13.

Algorithm 3: Thinning algorithm on a text hypergraph

Data: Text τ and hit nodes Hτ tk; where k = 1 to q

Result: Sub-hypergraph T k(Hτ ) after thinning

Create a text hypergraph Hτ with the text τ as given in Figure 4.;

i = 1;

Create sub-hypergraphs ni, such that node p is common;

Let A = ∪m
i=1ni;

Let phigh be the node which is the origin of the sub-hypergraph where the node priority

> 0.9;

repeat

Find A(ni) = A ε ni;

Calculate the neighbourhood window Wi = δe(ni);

Obtain Bi = Wi − ni;

Compute A(Bi) = A′ ε (Wi − ni);

until i = m;

k = 1;

T 1(Hτ ) = Hτ ;

repeat

i = 1;

repeat

Derive hit node Hτ tk = A(ni) ∩A(Bi);

i = i+ 1;

until i = m or Hτ tk = phigh;

Derive sub-hypergraph T k(Hτ ) = T k−1(Hτ )− δe(Hτ tk);

k = k + 1 ;

until k = q or T k(Hτ ) = T k−1(Hτ );

;
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Figure 12. Result of Thinning operation on text hypergraph, when hit node

= MP

Figure 13. Result of Thinning operation on text hypergraph, when hit node

= Sachin

3.2. Thickening operation of text hypergraph using dilation

Given the parent neutrosophic hypergraph H, find A which is the sub-hypergraph of more

truth value. Thickening is done by taking the complement of A and applying its thinning.

After thinning A′, take its complement to get a thickening of A. The result of thinning of A’,
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Figure 14. Complement of A with respect to Figure. 9.

Figure 15. Thinning of A’

when hit node = MP is given in Figure 15. The result of thickening of A, by thinning A′

and eliminating disconnected components is given in Figure 16. The algorithm for the same

is shown in Algorithm 4.
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Figure 16. Thickening of A

3.3. Algebra of morphological operators

Proposition 1: Let H1 and H2 be the neutrosophic sub-hypergraphs, then

S(H1 ∪H2) = S(H1) ∪ S(H2) (18)

Proof: Let e ∈ S(H1∪H2), i.e., e ∈ (H1∪H2)−(δe(Xn))k i.e., e ∈ (H1∪H2) and e /∈ (δe(Xn))k

i.e., e ∈ H1 and e /∈ (δe(Xn))k or e ∈ H2 and e /∈ (δe(Xn))k i.e.,e ∈ (H1 − (δe(Xn))k or

e ∈ (H2 − (δe(Xn))k i.e., e ∈ S(H1) ∪ S(H2). Therefore S(H1 ∪H2) = S(H1) ∪ S(H2).

Proposition 2: Let H1 and H2 be the neutrosophic sub hypergraphs, then

S(H1 ∩H2) = S(H1) ∩ S(H2) (19)

Proof: Let e ∈ S(H1∩H2), i.e., e ∈ (H1∩H2)−(δe(Xn))k i.e., e ∈ (H1∩H2) and e /∈ (δe(Xn))k

i.e., e ∈ H1 and e /∈ (δe(Xn))k also e ∈ H2 and e /∈ (δe(Xn))k i.e.,e ∈ (H1 − (δe(Xn))k also

e ∈ (H2 − (δe(Xn))k i.e., e ∈ S(H1) ∩ S(H2). Therefore S(H1 ∩H2) = S(H1) ∩ S(H2).

Definition: Let neutrosophic hypergraph be H ,sub hypergraph of H be X, S(H) be the

skeleton of H obtained as per e.q.(14), then a dilated skeleton δe(S(H)) is defined as

δe(S(H)) = {e/e ∈ N(S(H));n/n ∈ e} (20)

where N(S(H)) is the neighbourhood of S(H).

Proposition 3: Let S(H1) be the skeleton of H1, S(H2) be the skeleton of H2, where H1 and

H2 be the sub hypergraphs of H, then

δe(S(H1) ∪ S(H2)) = δe(S(H1)) ∪ δe(S(H2)) (21)
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Algorithm 4: Thickening algorithm on a text hypergraph

Data: Text τ and hit nodes Hτ tk; where k = 1 to q

Result: Sub-hypergraph Thk(Hτ ) after thickening

Create a text hypergraph Hτ as given in Figure 4.;

i = 1;

Create sub-hypergraphs ni, such that node p is common;

Let A = ∪m
i=1ni;

Let plow be the node which is the origin of the A′ where the node priority < 0.2;

Create sub-hypergraphs xi in A′ where plow is present.

repeat

Find A′(xi) = A′ ε xi;

Calculate the neighbourhood window Wi = δe(xi);

Obtain Bi = Wi − xi;

Compute A′(Bi) = A ε (Wi − xi);

until i = m;

k = 1;

T 1(Hτ ) = Hτ ;

repeat

i = 1;

repeat

Derive hit node Hτ tk = A′(xi) ∩A′(Bi);

i = i+ 1;

until i = m or Hτ tk = plow;

Derive sub-hypergraph T k(Hτ ) = T k−1(Hτ )− δe(Hτ tk);

k = k + 1 ;

until k = q or T k(Hτ ) = T k−1(Hτ );

;

Find Thk(Hτ ) = Hτ − T k(Hτ )

Proof: According to the definition of dilated skeleton, δe(S(H1) ∪ S(H2)) can be written as

{e/e ∈ N(S(H1));n/n ∈ e} or {e/e ∈ N(S(H2));n/n ∈ e}
= δe(S(H1)) ∪ δe(S(H2))

similarly we can write δe(S(H1) ∩ S(H2)) = δe(S(H1)) ∩ δe(S(H2))

Proposition 4: Let S(H1) be the skeleton of H1 which is the sub hypergraph H, S(H2)

be the skeleton of H2 which is sub hypergraph of H, then De morgan’s law

(S(H1) ∪ S(H2))
c = (S(H1))

c ∩ (S(H2))
c (22)
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holds here

Proof: Let e ∈ (S(H1)∪S(H2))
c. i.e., e /∈ (S(H1)∪S(H2)). i.e., e /∈ (H1−(δe(Xn))k)∪(H2−

(δe(Xn))k). i.e., e /∈ (H1 − (δe(Xn))k) or e /∈ (H2 − (δe(Xn))k) i.e., e ∈ (H1 − (δe(Xn))k)c or

e ∈ (H2 − (δe(Xn))k)c. i.e., e ∈ (S(H1))
c and e ∈ (S(H2))

c

Theorem 5: Let a neutrosophic hypergraph be represented using H, S(H) be the skeleton

of H, H1,H2 be two sub hypergraphs of the neutrosophic hypergraph H then

S(S(H)) = S(H) (23)

S(H1) ∪ S(H2) = S(H2) ∪ S(H1) (24)

S(H1) ∪ (S(H2) ∩ S(H3)) = (S(H1) ∪ S(H2)) ∩ (S(H1) ∪ S(H2)) (25)

E.q(18) to E.q(25) give a clear picture of the algebra of skeleton operation.

4. Applications

There are many applications in the field of text analysis using the various operations

discussed so far namely thinning, thickening, skeltoning, hit-or-miss operation etc. In this

paper, we have applied it in identifying the hate speech in a text and removing it. The

system architecture is shown in Figure 17, where the input text is subjected to preprocess-

ing like splitting into sentences and sentences further into words. Stop words are removed

from the set of words as they do not contribute to the meaning of the sentence. A neutro-

sophic hypergraph is constructed out of this by modeling sentences as edges and words as

nodes. Lukasiewicz’s fuzzy implication is applied as given in Figure 18 and Algorithm 5.

Figure 17. System architecture
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Figure 18. Lukasiewicz implication for hatred

Algorithm 5: Algorithm 5: Hate speech detection

Data: Hate Speech Detection Method using fuzzy neutrosophic hypergraph

Result: Tweets devoid of hate speech

1. Nodes and edges of the hypergraph represent the words and sentences of the

document. Weights are assigned as given in section 1.2. TA(n) denotes hatred measure

of a word, IA(n) denotes the uncertainty and FA(n) shows the perfectness measure;

2. Now Lukasiewicz’s implication is applied to these measures as shown in Figure 17.

• Case 1: [0,0,1] – Not a hate word. The Lukasiewicz implication would be

f =⇒ (FA(n), IA(n)) = min{1, 1− FA(n), IA(n)} = min{1, 1− 1 + 0} = 0

f =⇒ (TA(n), IA(n)) = min{1, 1− TA(n), IA(n)} = min{1, 1− 0 + 0} = 1

f =⇒ (FA(n), TA(n), IA(n)) =

min{1, 1− f =⇒ (TA(n), IA(n)) + f =⇒ (FA(n), IA(n))} = min{1, 1− 1 + 0} = 0

• Case 2: [1,0,0] – Definitely, it is a hate word. The Lukasiewicz implication for this

case would be f =⇒ (FA(n), IA(n)) = min{1, 1− FA(n), IA(n)} =

min{1, 1− 0 + 0} = 1

f =⇒ (TA(n), IA(n)) = min{1, 1− TA(n), IA(n)} = min{1, 1− 1 + 0} = 0

f =⇒ (FA(n), TA(n), IA(n)) = min{1, 1− 0 + 1} = 1

• Case 3: [ 1, 0.5,0] – Depends on circumstances even though a Hate word.

f =⇒ (FA(n), IA(n)) = min{1, 1− FA(n), IA(n)} = min{1, 1− 0 + 1} = 1

f =⇒ (TA(n), IA(n)) = min{1, 1− TA(n), IA(n)} = min{1, 1− 0.5 + 1} = 1

f =⇒ (FA(n), TA(n), IA(n)) = min{1, 1− 1 + 1} = 1

• Case 4: [ 0.5, 1, 0] – High indeterminacy, can be a hate word.

f =⇒ (FA(n), IA(n)) = min{1, 1− FA(n), IA(n)} = min{1, 1− 0 + 0.5} = 1

f =⇒ (TA(n), IA(n)) = min{1, 1− TA(n), IA(n)} = min{1, 1− 1 + 0.5} = 0.5

f =⇒ (FA(n), TA(n), IA(n)) = min{1, 1− 0.5 + 1} = 1

• Case 5: [0, 0.5, 1] – Depends on circumstances even though a non-hate word.

f =⇒ (FA(n), IA(n)) = min{1, 1− FA(n), IA(n)} = min{1, 1− 1 + 0.5} = 0.5

f =⇒ (TA(n), IA(n)) = min{1, 1− TA(n), IA(n)} = min{1, 1− 0 + 0.5} = 1

f =⇒ (FA(n), TA(n), IA(n)) = min{1, 1− 1 + 0.5} = 0.5
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Algorithm 6: Hate speech detection .....continuation of Algorithm 5

3. Assign for each edge e in He, TA(e)[0, 1], IA(e)[0, 1], FA(e)[0, 1] and

TA(e) + IA(e) + FA(e) <= 3.;

4. TA(e) is as per e.q(1) and IA(e), FA(e) is given by

IA(e) = avg(IA(n)); ∀n ∈ e (26)

FA(e) = avg(FA(n));∀n ∈ e (27)

5. Create sub-hypergraph X by applying (α, β, γ) cut such that TA(e) >= 0.5,

IA(e) >= 0.3 and FA(e) >= 0;

6. Create a sub-hypergraph A by applying higher level (α, β, γ) cut such that

TA(e) >= 0.8, IA(e) >= 0.3, FA(e) >= 0;

7. Apply the morphological operations on H with X

• δe(Xn) – dilation of X, pertaining edges.This takes all words in X and fetches all

sentences that contain minimum of one such word.

• δn(Xe) – dilation of X pertaining to nodes. This operation takes all sentences in X

and retrieves all words in those sentences.

• εe(Xn) – is an erosion of X pertaining to edges. This operation takes all words in X

and retrieves all sentences that contain Xn only.

• εn(Xe) – is erosion of X pertaining to nodes. This retrieves all words in X and not in

X ′.

8. Hate speech can be removed in two ways as follows:-

• Apply skeleton operation S(H) = H–(δe(Xn))k. Here hate speech is eliminated from

the tweets.

• Implement Thinning

– Obtain Hit− or −Miss(H,A) = AεX ∩A′ε(W–X) where X is dilated to get

W . This operation generates intense hate words.

– Obtain H − δe(Hit− or −Miss(H,A))

9. The sentences obtained after step 8 give tweets without hate speech.

A variation of this method without Lukasiewicz implication is seen in [28]. As per the

system architecture shown in Figure 17, Twitter tweets are collected using Twitter APIs,

text cleaning is done to remove irrelevant information such as URLs, emojis, hashtags, and

punctuation marks. After preprocessing, tokenization is applied to split into words and stop

word removal is done. Once the words are separated and stop words are removed, as mentioned

in the above algorithm, words are given three membership values namely indeterminacy, truth

and falsity. Sentences are also assigned with these three membership values. The truth value

of a sentence will be the maximum truth value of the words in it. The indeterminacy value

of the sentence will be the average of the indeterminacy values of all the words in it. The
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falsity value of the sentence will be the average of the falsity values of all the words in it. Once

a neutrosophic hypergraph(H) is created with these three values for the edges and nodes an

alpha, beta, and gamma cut is applied to it to create a sub-hypergraph(X) which retrieves the

sentences which are more likely to have hate speech. Morphological operations namely erosion

and dilation are applied with this X on H which gives various query results as mentioned in

the algorithm. Applying dilation k times with X and subtracting it from H will result in a

skeleton of tweets devoid of hate speech. Hit-or-miss operation is also applied which results

in retrieval of most hate words. Applying dilation of these words and subtracting it from H

gives thinning.

5. Result Analysis

The system is implemented using Python. The data set used in this system is Twitter

data(tweets) from which the hate tweets are identified and removed. Results are analyzed

using various measures namely:-

• tp = true positives = Number of tweets which actually consist of hatred words and are

classified as hate tweets.

• tn = true negatives = Number of tweets that do not consist of hatred words and are

classified as non-hate tweets.

• fp = false positives = Number of tweets which are actually non-hate tweets but clas-

sified as hate tweets.

• fn = false negatives = Number of tweets which are actually hate tweets but classified

as non-hate tweets.

Further, using the above values we calculate the measures like recall, miss rate, false positive

rate, true negative rate, false omission rate, positive predictive value, negative likelihood ratio,

negative predictive value, positive likelihood ratio, false discovery rate, accuracy etc. According

to our proposed system, recall or sensitivity is the ratio of hate sentences identified by the

system to the total hate sentences in the input data set. Our system has shown a better value

of 0.87. Precision or specificity is the ratio of non-hate sentences identified by the system

to the total number of non-hate sentences in the data set, where our system reported 89%

results. The false positive ratio is the ratio between the number of non-hate sentences wrongly

identified as hate sentences and the count of non-hate sentences. The system showed a pretty

less false positive rate of 0.11. Positive Predictive Value (92%) shows how many are hate

out of hate sentences identified by the system. Similarly, other values are also calculated and

tabulated in Table 3. Data set 1 is of size 500, Data set 2 is of size 1000 and Data set 3 is of

size 5000.
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Table 3. Result Analysis of the proposed system

Parameter Data set 1 Data set 2 Data set 3

tp 0.83 0.95 0.87

tn 0.88 0.75 0.92

fp 0.13 0.09 0.03

fn 0.15 0.11 0.42

Recall 0.85 0.89 0.87

Precision 0.87 0.89 0.92

Miss rate(FNR) 0.153 0.103 0.132

False Positive Rate 0.129 0.107 0.083

True Negative Rate 0.871 0.893 0.92

Positive Predictive Value 0.865 0.913 0.97

False Omission Rate 0.145 0.128 0.313

LR+ 6.59 8.09 10.8

LR- 0.024 0.124 0.054

Accuracy 0.86 0.898 0.88

False Discovery Rate 0.135 0.098 0.029

Negative Predictive Value 0.854 0.87 0.69

6. Conclusions

In this work, we have done a detailed study of various neutrosophic morphological operators

like hit-or-miss, thickening, thinning, skeleton etc. This a novel method of representing text

as a neutrosophic hypergraph and Illustration of these operators on it. Also, their algorithms

are implemented with text as input. As an application of the proposed work, we have applied

it to hate speech detection in Twitter tweets and got an accuracy of 88%. It is observed

that various compositions of neutrosophic morphological operators may give various results of

text analysis. Such a study is very useful for categorizing text with respect to key information

provided to the system. This is a novel method for extracting relevant information from text or

a document. It is possible to extend the work by analyzing various properties of neutrosophic

hypergraphs. Neutrosophic logic has a very important part in the construction of inference

systems where connectors like Sheffors and Pierce’s connectors may be useful. Since optimality

is a major concern in every problem, constructing operators that satisfy various optimality

conditions is a future work. Such new operators can be used for the comparison of various data

sets and multi-classification of extracted information. This work can be extended to the area

of proper fertilizer applications in the area of agriculture, team selection in sports, educational

admission systems, and pandemic spread detection and isolation of people.
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