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#### Abstract

The introduction of Industry 4.0 has brought about a significant shift in the manufacturing and supply chain management sectors, requiring supplier selection procedures to be adjusted to this rapidly changing technical environment. This study aims to improve supplier selection in Industry 4.0. This selection contains various criteria, so multi-criteria decision-making (MCDM) is used to deal with these criteria. The interval-valued neutrosophic sets (IVNSs) are used to deal with uncertainty in the evaluation process. The IVNSs are integrated with the TreeSoft Set. The TOPSIS method is an MCDM method used to rank the alternatives. The results show that the economic criterion is the most important, and supplier 7 is the best.
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## 1. Introduction

Known as the fourth industrial revolution, or industry 4.0, supply networks have been significantly and extensively impacted. This change has profoundly impacted how companies plan, run, and maximize their supply chain processes. Fundamentally, Industry 4.0 denotes a paradigm change in how businesses use digital technology to improve supply chain responsiveness, productivity, and visibility. Integrating cutting-edge technology is one of Industry 4.0's most significant effects on supply chains. They include automation, big data analytics, machine learning, artificial intelligence (AI), and the Internet of Things (IoT)[1].

These advances make it possible to monitor supply chain operations in real-time, which makes data-driven decision-making easier. Massive volumes of data are gathered by Internet of Things (IoT) sensors installed on assets like machinery, vehicles, and products. These sensors provide essential insights into the whereabouts and condition of items at every stage of the supply chain. AI and machine learning algorithms may process this data to estimate demand, optimize routes, and even carry out anticipatory equipment repairs, lowering expenses and downtime[2], [3].

The idea of a "smart" and networked supply chain ecosystem is another critical component of Industry 4.0's effects on supply chains. Businesses may use digital twins to build virtual versions of their supply chains, enabling detailed modeling and simulation. This helps companies to find bottlenecks, test different scenarios, and create more effective plans. These digital twins may also be utilized for real-time process monitoring and control, allowing quick modifications to minimize interruptions or take advantage of opportunities. An essential component of supply chains enabled by Industry 4.0 is automation and robots. The physical transportation of items is more accurate and efficient when autonomous robots, drones, and automated material handling systems are used[4], [5].

Warehouses and distribution centers increasingly use automated solutions to expedite order fulfillment and lower mistake rates. Furthermore, localized and on-demand production made possible by 3D printing in manufacturing might substantially change the supply chain by lowering the need for large stocks and long-distance shipping[6], [7].

Industry 4.0 encourages openness and cooperation through the supply chain. Blockchain technology builds secure, unchangeable ledgers of goods movements and transactions. This improves transparency and confidence, especially in sectors like food and pharmaceuticals with intricate, multi-tiered supply chains. By providing a common source of truth, stakeholders can guarantee the safety and legitimacy of the product. Moreover, Industry 4.0 makes it possible to transition from a linear supply chain model to a more sustainable and circular one. Businesses may minimize waste, maximize resource utilization, and lessen their environmental impact using data-driven insights[8], [9]. Supply chain strategies are starting to place a greater emphasis on sustainability and corporate social responsibility, and Industry 4.0 technologies facilitate the achievement of these goals.

This study used the concept of multi-criteria decision-making[10]-[12] for supplier selection in Industry 4.0 under an interval-valued neutrosophic set, and TreeSoft set. The MCDM has various applications[13]-[16].

It may be inferred from the literature that most studies have focused on quantitative, quantifiable attributes when examining supplier selection in Industry 4.0. Although fuzzy set theories (FSs) are useful for handling uncertain issues, they are only suitable for handling inconsistent or ambiguous data. As a result, in the context of supplier selection in Industry 4.0, sophisticated computational methods like Neutrosophic Sets (NSs) [17], a generalization of FSs, and Intuitionistic Fuzzy Sets (IFSs) have gained significance[18], [19].

Up to this point, no research has yet addressed the Industry 4.0 challenge of supplier selection utilizing the IVNS subset of NSs[20]-[22]. One key feature of Zhang et al.'s IVNS theory is that the membership, nonmembership, and indeterminacy functions are considered as intervals rather than a single precise value. Furthermore, resolving intricate scientific and technical issues in IVNS takes into account the viewpoints of several experts with varying degrees of training, expertise, and interest. As a result, to evaluate performance in a group MCDM issue[23]-[26], the views of many experts must be combined.

## 2. Materials and Methods

This section introduces two parts: the interval-valued neutrosophic sets (IVNSs)[27] and the TreeSoft (TS) with IVNSs (TSIVNS).

Definition 1.
The neutrosophic set $k$ can be defined with three membership functions as truth, indeterminacy, and falsity membership degrees $T_{k}\left(u_{i}\right), I_{k}\left(u_{i}\right)$, and $F_{k}\left(u_{i}\right)$,
$k=\left\{\left(T_{k}\left(u_{i}\right), I_{k}\left(u_{i}\right), F_{k}\left(u_{i}\right)\right) \mid u_{i} \in U\right\}$
Where $U$ refers to the universal numbers including components $u_{i}$.
$0^{-} \leq \sup T_{k}\left(u_{i}\right)+\sup I_{k}\left(u_{i}\right)+\sup F_{k}\left(u_{i}\right) \leq 3^{+}$
Definition 2.
We can define an IVNS as:
$T_{k}\left(u_{i}\right)=\left[\inf T_{k}(u), \sup T_{k}(u)\right]$
$I_{k}\left(u_{i}\right)=\left[\inf I_{k}(u), \sup I_{k}(u)\right]$
$F_{k}\left(u_{i}\right)=\left[\inf F_{k}(u), \sup F_{k}(u)\right]$
$k=\left\{\left[\inf T_{k}(u), \sup T_{k}(u)\right],\left[\inf I_{k}(u), \sup I_{k}(u)\right],\left[\inf F_{k}(u), \sup F_{k}(u)\right] \mid u \in U\right\}$
Definition 3.
We can present some IVNS operations as:
Let interval-valued neutrosophic numbers as: $k_{1}=$

$$
\left[\inf T_{k_{1}}(u), \sup T_{k_{1}}(u)\right],\left[\inf I_{k_{1}}(u), \sup I_{k_{1}}(u)\right],\left[\inf F_{k_{1}}(u), \sup F_{k_{1}}(u)\right] \text { and } k_{2}=
$$

$$
\left[\inf T_{k_{2}}(u), \sup T_{k_{2}}(u)\right],\left[\inf I_{k_{2}}(u), \sup I_{k_{2}}(u)\right],\left[\inf F_{k_{2}}(u), \sup F_{k_{2}}(u)\right]
$$

$$
k_{1}+k_{2}=\left[\begin{array}{c}
{\left[\begin{array}{c}
\inf T_{k_{1}}(u)+\inf T_{k_{2}}(u)-\inf T_{k_{1}}(u) \cdot \inf T_{k_{2}}(u), \\
\sup T_{k_{1}}(u)+\sup T_{k_{2}}(u)-\sup T_{k_{1}}(u) \cdot \sup T_{k_{2}}(u)
\end{array}\right],}  \tag{7}\\
{\left[\inf I_{k_{1}}(u) \cdot \inf I_{k_{2}}(u), \sup I_{k_{1}}(u) \cdot \sup I_{k_{2}}(u)\right]} \\
{\left[\inf F_{k_{1}}(u) \cdot \inf F_{k_{2}}(u), \sup F_{k_{1}}(u) \cdot \sup F_{k_{2}}(u)\right]}
\end{array}\right]
$$

$$
k_{1} \cdot k_{2}=\left[\begin{array}{c}
{\left[\inf T_{k_{1}}(u) \cdot \inf T_{k_{2}}(u), \sup T_{k_{1}}(u) \cdot \sup T_{k_{2}}(u)\right]}  \tag{8}\\
{\left[\begin{array}{c}
\inf I_{k_{1}}(u)+\inf I_{k_{2}}(u)-\inf I_{k_{1}}(u) \cdot \inf I_{k_{2}}(u), \\
\sup I_{k_{1}}(u)+\sup I_{k_{2}}(u)-\sup I_{k_{1}}(u) \cdot \sup I_{k_{2}}(u)
\end{array}\right]} \\
{\left[\begin{array}{c}
\inf F_{k_{1}}(u)+\inf F_{k_{2}}(u)-\inf F_{k_{1}}(u) \cdot \inf F_{k_{2}}(u), \\
\sup F_{k_{1}}(u)+\sup F_{k_{2}}(u)-\sup F_{k_{1}}(u) \cdot \sup F_{k_{2}}(u)
\end{array}\right]}
\end{array}\right]
$$

$$
s \cdot k_{1}=\left[\begin{array}{c}
{\left[1-\left(1-\inf T_{k_{1}}(u)\right)^{s}, 1-\left(1-\sup T_{k_{1}}(u)\right)^{s}\right],}  \tag{9}\\
{\left[\left(\inf I_{k_{1}}(u)\right)^{s},\left(\sup I_{k_{1}}(u)\right)^{s}\right]} \\
{\left[\left(\inf F_{k_{1}}(u)\right)^{s},\left(\sup F_{k_{1}}(u)\right)^{s}\right]}
\end{array}\right]
$$

$$
k_{1}^{s}=\left[\begin{array}{c}
{\left[\left(\inf T_{k_{1}}(u)\right)^{s},\left(\sup T_{k_{1}}(u)\right)^{s}\right]}  \tag{10}\\
{\left[1-\left(1-\inf I_{k_{1}}(u)\right)^{s}, 1-\left(1-\sup I_{k_{1}}(u)\right)^{s}\right]} \\
{\left[1-\left(1-\inf F_{k_{1}}(u)\right)^{s}, 1-\left(1-\sup F_{k_{1}}(u)\right)^{s}\right]}
\end{array}\right]
$$

### 2.1 TreeSoft [28]

Let U be a universe disclosure and H a non-empty subset of U , with $P(H)$ be a powerset of $H$.
Let $T S R$ be a set of attributes of the problem (criteria),
$T S R=\left\{T S R_{1}, T S R_{2}, \ldots, T S R_{\mathrm{n}}\right\}, n \geq 1$
Where $T S R_{1}, T S R_{2}, \ldots, T S R_{\mathrm{n}}$ are criteria of the first level of the tree.
Each attribute $T S R_{1}, 1 \leq i \leq n$, is formed by sub - attributes:
$T S R_{1}=\left\{\operatorname{TSR}_{1,1}, T S R_{1,2} \cdots,\right\}$
$T S R_{2}=\left\{\operatorname{TSR}_{2,1}, T S R_{2,2} \cdots,\right\}$
$T S R_{\mathrm{n}}=\left\{T S R_{\mathrm{n}, 1}, T S R_{\mathrm{n}, 2} \ldots,\right\}$
Where $T S R_{\mathrm{i}, \mathrm{j}}$ are sub-attributes.
The TreeSoft set can be formed by:
$F: P($ Tree $(T S R)) \rightarrow P(H)$
$\operatorname{Tree}(T S R)$ is the set of all nodes and leaves from level 1 to level m and $P(\operatorname{Tree}(T S R))$ is the power set of the Tree (TSR).

$$
\begin{gather*}
\operatorname{Tree}(T S R)=\left\{T S R_{i} \mid i_{1}=1,2,3, \ldots\right\} \cup\left\{T S R_{i} \mid i_{1}, i_{2}=1,2,3, \ldots\right\} \cup\left\{T S R_{i} \mid i_{1}, i_{2}, i_{3}=1,2,3, \ldots\right\} \cup \ldots \\
\cup\left\{T S R_{i} \mid i_{1}, i_{2}, \ldots i_{m}=1,2,3, \ldots\right\} \tag{13}
\end{gather*}
$$



Figure 1. The steps of the TSIVNS TOPSIS method.

### 2.2 TSIVNS TOPSIS Method

This part introduces the TOPSIS method[29]-[31] with the TSIVNS. Figure 1 shows the research framework:
Step 1. Build a tree and define the nodes.
The tree has more than one level, in the first level, the main criteria and introduced as $T S R_{1}, T S R_{2} \ldots, T S R_{n}$ In the second level, the sub-criteria are introduced as $T S R_{1,1}, T S R_{1,2}, \ldots$. And $T S R_{2,1}, T S R_{2,2}, \ldots$.

Step 2. Define the problem with a set of criteria.
The main, and sub-criteria are defined in this step by problem definition.
Step 3. Build the decision matrix[27].
The decision matrix is built based on the IVNSs

Step 4. Convert the IVNNs to the crisp values[27].
The IVNNs are converted by the score function to crisp values, then the decision matrix as:
$A=\left(\begin{array}{ccc}a_{11} & \cdots & a_{1 n} \\ \vdots & \ddots & \vdots \\ a_{m 1} & \cdots & a_{m n}\end{array}\right)$
Step 5. Aggregate the decision matrices
The decision matrices are combined using the average method.
Step 6. Compute the criteria weights.
The criteria weights are computed by the average method.
Step 7. Normalize the decision matrix.
$T_{i j}=\frac{a_{i j}}{\sqrt{\sum_{i=1}^{n} a_{i j}^{2}}}$
Step 8. Compute the weighted normalized decision matrix
$R_{i j}=T_{i j} \cdot w_{j}$
Step 9. Compute the positive ideal solution and negative ideal solution.
$P_{j}^{+}=\left\{\begin{array}{c}\max _{i=1, \ldots, n} r_{i j} \text { positive criteria } \\ \min _{i=1, \ldots, n} r_{i j} \text { negative criteria }\end{array}\right\}$
$P_{j}^{-}=\left\{\begin{array}{c}\min _{i=1, \ldots, n} r_{i j} \text { positive criteria } \\ \max _{i=1, \ldots, n} r_{i j} \text { negative criteria }\end{array}\right\}$
Step 10. Compute the distance between the positive and negative ideal solutions.
$d^{+}\left(a_{i}\right)=\sqrt{\sum_{j=1}^{m}\left(r_{i k}-p_{j}^{+}\right)^{2}}$
$d^{-}\left(a_{i}\right)=\sqrt{\sum_{j=1}^{m}\left(r_{i k}-p_{j}^{-}\right)^{2}}$
Step 11. Compute the closeness value.
$S_{i}=\frac{d^{-}\left(a_{i}\right)}{d^{-}\left(a_{i}\right)+d^{+}\left(a_{i}\right)}$
Step 12. Rank the alternatives.

## 3. Application

This section introduces the results of TRIVNS with the TOPSIS method to select the best supplier in industry 4.0. There are three experts are invited to evaluate the criteria and alternatives in this study.

Step 1. Build a tree and define the nodes.
We built the tree nodes with one level with ten nodes. The ten nodes present the main criteria in this study as shown in Figure 2.


Figure 2. Level 1 of nodes.
Step 2. Define the problem with a set of criteria.
There are ten criteria used in this study.
Step 3. Build the decision matrix.
We built three decision matrices by the opinions of experts in Eq. (13) as shown in Table 1.
Table 1. Three decision matrices by IVNNs.

|  |  | $\mathbf{T R S}_{\mathbf{1}}$ | $\mathbf{T R S}_{\mathbf{2}}$ | $\mathbf{T R S}_{\mathbf{3}}$ | $\mathbf{T R S}_{\mathbf{4}}$ | $\mathbf{T R S}_{\mathbf{5}}$ | $\mathbf{T R S}_{\mathbf{6}}$ | $\mathbf{T R S}_{7}$ | $\mathbf{T R S}_{\mathbf{8}}$ | $\mathbf{T R S}_{\mathbf{9}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  | $\mathbf{T R S}_{\mathbf{1 0}}$ |  |  |  |  |
| $\mathbf{T R A}_{\mathbf{1}}$ | $([0.1,0.2]$, | $([0.2,0.4]$, | $([0.6,0.8]$, | $([0.1,0.2]$, | $([0.2,0.4]$, | $([0.6,0.8]$, | $([0.6,0.8]$, | $([0.7,0.9]$, | $([0.1,0.2]$, | $([0.2,0.4]$, |
|  | $[0.5,0.6]$, | $[0.5,0.6]$, | $[0.3,0.4]$, | $[0.5,0.6]$, | $[0.5,0.6]$, | $[0.3,0.4]$, | $[0.3,0.4]$, | $[0.2,0.3]$, | $[0.5,0.6]$, | $[0.5,0.6]$, |
|  | $[0.7,0.8])$ | $[0.5,0.6])$ | $[0.2,0.4])$ | $[0.7,0.8])$ | $[0.5,0.6])$ | $[0.2,0.4])$ | $[0.2,0.4])$ | $[0.1,0.2])$ | $[0.7,0.8])$ | $[0.5,0.6])$ |
|  | $([0.6,0.8]$, | $([0.1,0.2]$, | $([0.2,0.4]$, | $([0.2,0.4]$, | $([0.1,0.2]$, | $([0.4,0.6]$, | $([0.7,0.9]$, | $([0.6,0.8]$, | $([0.2,0.4]$, | $([0.1,0.2]$, |
| $\mathbf{T R A}_{\mathbf{2}}$ | $[0.3,0.4]$, | $[0.5,0.6]$, | $[0.5,0.6]$, | $[0.5,0.6]$, | $[0.5,0.6]$, | $[0.4,0.5]$, | $[0.2,0.3]$, | $[0.3,0.4]$, | $[0.5,0.6]$, | $[0.5,0.6]$, |
|  | $[0.2,0.4])$ | $[0.7,0.8])$ | $[0.5,0.6])$ | $[0.5,0.6])$ | $[0.7,0.8])$ | $[0.3,0.4])$ | $[0.1,0.2])$ | $[0.2,0.4])$ | $[0.5,0.6])$ | $[0.7,0.8])$ |


| $\mathrm{TRA}_{3}$ | ([0.1,0.2], | ([0.2,0.4], | ([0.2,0.4], | ([0.7,0.9], | ([0.7,0.9], | ([0.6,0.8], | ([0.6,0.8], | ([0.4,0.6], | ([0.4,0.6], | ([0.4,0.6], |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | [0.5, 0.6], | [0.5, 0.6], | [0.5, 0.6$]$, | [0.2,0.3], | [0.2,0.3], | [0.3, 0.4$]$, | [0.3, 0.4$]$, | [0.4,0.5], | [0.4,0.5], | [0.4,0.5], |
|  | [0.7,0.8]) | [0.5,0.6]) | [0.5,0.6]) | [0.1,0.2]) | [0.1,0.2]) | [0.2,0.4]) | [0.2,0.4]) | [0.3,0.4]) | [0.3,0.4]) | [0.3,0.4]) |
| TRA $_{4}$ | ([0.6,0.8], | ([0.1,0.2], | ([0.2,0.4], | ([0.6,0.8], | ([0.7,0.9], | ([0.6,0.8], | ([0.7,0.9], | ([0.2,0.4], | ([0.6,0.8], | ([0.6,0.8], |
|  | [0.3, 0.4$]$, | [0.5, 0.6], | [0.5,0.6], | [0.3,0.4], | [0.2,0.3], | [0.3, 0.4$]$, | [0.2,0.3], | [0.5, 0.6], | [0.3, 0.4$]$, | [0.3, 0.4$]$, |
|  | [0.2,0.4]) | [0.7,0.8]) | [0.5,0.6]) | [0.2,0.4]) | [0.1,0.2]) | [0.2,0.4]) | [0.1,0.2]) | [0.5,0.6]) | [0.2,0.4]) | [0.2,0.4]) |
| TRA ${ }_{5}$ | ([0.2,0.4], | ([0.6,0.8], | ([0.2,0.4], | ([0.2,0.4], | ([0.6,0.8], | ([0.7,0.9], | ([0.2,0.4], | ([0.2,0.4], | ([0.7,0.9], | ([0.7,0.9], |
|  | [0.5, 0.6], | [0.3, 0.4$]$, | [0.5, 0.6], | [0.5, 0.6], | [0.3, 0.4$]$, | [0.2,0.3], | [0.5,0.6], | [0.5, 0.6], | [0.2,0.3], | [0.2,0.3], |
|  | [0.5, 0.6]) | [0.2,0.4]) | [0.5,0.6]) | [0.5,0.6]) | [0.2,0.4]) | [0.1,0.2]) | [0.5,0.6]) | [0.5,0.6]) | [0.1,0.2]) | [0.1,0.2]) |
| TRA ${ }_{6}$ | ([0.7,0.9], | ([0.7, 0.9$]$, | ([0.2,0.4], | ([0.7,0.9], | ([0.6,0.8], | ([0.4,0.6], | ([0.2,0.4], | ([0.6,0.8], | ([0.6,0.8], | ([0.1,0.2], |
|  | [0.2,0.3], | [0.2,0.3], | [0.5,0.6], | [0.2,0.3], | [0.3, 0.4$]$, | [0.4,0.5], | [0.5,0.6], | [0.3, 0.4$]$, | [0.3, 0.4$]$, | [0.5,0.6], |
|  | [0.1,0.2]) | [0.1,0.2]) | [0.5,0.6]) | [0.1,0.2]) | [0.2,0.4]) | [0.3, 0.4$]$ ) | [0.5,0.6]) | [0.2,0.4]) | [0.2,0.4]) | [0.7,0.8]) |
| TRA $_{7}$ | ([0.4,0.6], | ([0.7,0.9], | ([0.7, 0.9$]$, | ([0.6,0.8], | ([0.2,0.4], | ([0.4,0.6], | ([0.6,0.8], | ([0.6,0.8], | ([0.4,0.6], | ([0.1,0.2], |
|  | [0.4,0.5], | [0.2, 0.3], | [0.2,0.3], | [0.3, 0.4$]$, | [0.5, 0.6], | [0.4,0.5], | [0.3,0.4], | [0.3, 0.4 ], | [0.4,0.5], | [0.5,0.6], |
|  | [0.3, 0.4 ]) | [0.1,0.2]) | [0.1,0.2]) | [0.2,0.4]) | [0.5,0.6]) | [0.3,0.4]) | [0.2,0.4]) | [0.2,0.4]) | [0.3,0.4]) | [0.7,0.8]) |
| TRA ${ }_{8}$ | ([0.1,0.2], | ([0.1,0.2], | ([0.6,0.8], | ([0.2,0.4], | ([0.6,0.8], | ([0.7,0.9], | ([0.7,0.9], | ([0.7,0.9], | ([0.2, 0.4$]$, | ([0.2, 0.4$]$, |
|  | [0.5, 0.6], | [0.5, 0.6], | [0.3, 0.4$]$, | [0.5, 0.6], | [0.3, 0.4$]$, | [0.2,0.3], | [0.2,0.3], | [0.2,0.3], | [0.5, 0.6], | [0.5,0.6], |
|  | [0.7,0.8]) | [0.7,0.8]) | [0.2,0.4]) | [0.5, 0.6$]$ ) | [0.2,0.4]) | [0.1,0.2]) | [0.1,0.2]) | [0.1,0.2]) | [0.5,0.6]) | [0.5,0.6]) |
| TRA9 | ([0.1,0.2], | ([0.1,0.2], | ([0.2,0.4], | ([0.2,0.4], | ([0.6,0.8], | ([0.6,0.8], | ([0.4,0.6], | ([0.4,0.6], | ([0.1,0.2], | ([0.4,0.6], |
|  | [0.5, 0.6], | [0.5, 0.6], | [0.5,0.6], | [0.5, 0.6], | [0.3, 0.4$]$, | [0.3, 0.4$]$, | [0.4,0.5], | [0.4,0.5], | [0.5, 0.6], | [0.4,0.5], |
|  | [0.7,0.8]) | [0.7,0.8]) | [0.5,0.6]) | [0.5, 0.6$]$ ) | [0.2,0.4]) | [0.2,0.4]) | [0.3, 0.4$]$ ) | [0.3, 0.4$]$ ) | [0.7,0.8]) | [0.3, 0.4$]$ ) |
| TRA ${ }_{10}$ | ([0.7,0.9], | ([0.7,0.9], | ([0.2,0.4], | ([0.2,0.4], | ([0.1,0.2], | ([0.2,0.4], | ([0.4,0.6], | ([0.6,0.8], | ([0.7,0.9], | ([0.6,0.8], |
|  | [0.2,0.3], | [0.2,0.3], | [0.5,0.6], | [0.5, 0.6], | [0.5, 0.6], | [0.5, 0.6], | [0.4,0.5], | [0.3, 0.4$]$, | [0.2,0.3], | [0.3, 0.4$]$, |
|  | [0.1,0.2]) | [0.1,0.2]) | [0.5,0.6]) | [0.5,0.6]) | [0.7,0.8]) | [0.5,0.6]) | [0.3,0.4]) | [0.2,0.4]) | [0.1,0.2]) | [0.2,0.4]) |
|  | TRS ${ }_{1}$ | TRS 2 | TRS 3 | TRS ${ }_{4}$ | TRS 5 | TRS ${ }_{6}$ | $\mathrm{TRS}_{7}$ | $\mathrm{TRS}_{8}$ | TRS 9 | TRS ${ }_{10}$ |
| $\mathrm{TRA}_{1}$ | ([0.1,0.2], | ([0.2,0.4], | ([0.6,0.8], | ([0.1,0.2], | ([0.2,0.4], | ([0.6,0.8], | ([0.6,0.8], | ([0.7,0.9], | ([0.1,0.2], | ([0.2,0.4], |
|  | [0.5, 0.6], | [0.5, 0.6], | [0.3, 0.4$]$, | [0.5, 0.6], | [0.5, 0.6], | [0.3, 0.4$]$, | [0.3,0.4], | [0.2,0.3], | [0.5, 0.6], | [0.5,0.6], |
|  | [0.7,0.8]) | [0.5,0.6]) | [0.2,0.4]) | [0.7,0.8]) | [0.5,0.6]) | [0.2,0.4]) | [0.2,0.4]) | [0.1,0.2]) | [0.7,0.8]) | [0.5,0.6]) |
| TRA ${ }_{2}$ | ([0.6,0.8], | ([0.1,0.2], | ([0.2,0.4], | ([0.2,0.4], | ([0.1,0.2], | ([0.4,0.6], | ([0.1,0.2], | ([0.1,0.2], | ([0.2,0.4], | ([0.1,0.2], |
|  | [0.3, 0.4 ], | [0.5, 0.6], | [0.5,0.6], | [0.5, 0.6], | [0.5,0.6], | [0.4,0.5], | [0.5,0.6], | [0.5, 0.6], | [0.5, 0.6], | [0.5,0.6], |
|  | [0.2,0.4]) | [0.7,0.8]) | [0.5,0.6]) | [0.5, 0.6$]$ ) | [0.7,0.8]) | [0.3, 0.4$]$ ) | [0.7,0.8]) | [0.7,0.8]) | [0.5,0.6]) | [0.7,0.8]) |
| $\mathbf{T R A}_{3}$ | ([0.1,0.2], | ([0.6,0.8], | ([0.2,0.4], | ([0.7,0.9], | ([0.6,0.8], | ([0.6,0.8], | ([0.6,0.8], | ([0.6,0.8], | ([0.4,0.6], | ([0.1,0.2], |
|  | [0.5,0.6], | [0.3, 0.4$]$, | [0.5,0.6], | [0.2,0.3], | [0.3, 0.4$]$, | [0.3, 0.4 ], | [0.3, 0.4$]$, | [0.3, 0.4 ], | [0.4,0.5], | [0.5,0.6], |
|  | [0.7,0.8]) | [0.2,0.4]) | [0.5,0.6]) | [0.1,0.2]) | [0.2,0.4]) | [0.2,0.4]) | [0.2,0.4]) | [0.2,0.4]) | [0.3,0.4]) | [0.7,0.8]) |


| $\mathrm{TRA}_{4}$ | ([0.6,0.8], | ([0.1,0.2], | ([0.1,0.2], | ([0.6,0.8], | ([0.1,0.2], | ([0.6,0.8], | ([0.1,0.2], | ([0.1,0.2], | ([0.6,0.8], | ([0.6,0.8], |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | [0.3, 0.4$]$, | [0.5, 0.6], | [0.5,0.6], | [0.3, 0.4$]$, | [0.5, 0.6], | [0.3, 0.4 ], | [0.5, 0.6$]$, | [0.5,0.6], | [0.3, 0.4 ], | [0.3, 0.4$]$, |
|  | [0.2,0.4]) | [0.7,0.8]) | [0.7,0.8]) | [0.2,0.4]) | [0.7,0.8]) | [0.2,0.4]) | [0.7,0.8]) | [0.7,0.8]) | [0.2,0.4]) | [0.2,0.4]) |
| TRA $_{5}$ | ([0.2,0.4], | ([0.6,0.8], | ([0.6,0.8], | ([0.1,0.2], | ([0.6,0.8], | ([0.1,0.2], | ([0.6,0.8], | ([0.6,0.8], | ([0.7, 0.9$]$, | ([0.1,0.2], |
|  | [0.5, 0.6], | [0.3, 0.4$]$, | [0.3, 0.4$]$, | [0.5,0.6], | [0.3, 0.4 ], | [0.5, 0.6], | [0.3,0.4], | [0.3, 0.4 ], | [0.2,0.3], | [0.5, 0.6], |
|  | [0.5, 0.6]) | [0.2,0.4]) | [0.2,0.4]) | [0.7,0.8]) | [0.2,0.4]) | [0.7,0.8]) | [0.2,0.4]) | [0.2,0.4]) | [0.1,0.2]) | [0.7,0.8]) |
| TRA ${ }_{6}$ | ([0.7,0.9], | ([0.7,0.9], | ([0.1,0.2], | ([0.6,0.8], | ([0.6,0.8], | ([0.6,0.8], | ([0.2,0.4], | ([0.1,0.2], | ([0.1,0.2], | ([0.6,0.8], |
|  | [0.2,0.3], | [0.2, 0.3], | [0.5,0.6], | [0.3,0.4], | [0.3, 0.4$]$, | [0.3, 0.4$]$, | [0.5,0.6], | [0.5, 0.6], | [0.5, 0.6], | [0.3,0.4], |
|  | [0.1,0.2]) | [0.1,0.2]) | [0.7,0.8]) | [0.2,0.4]) | [0.2,0.4]) | [0.2,0.4]) | [0.5,0.6]) | [0.7,0.8]) | [0.7,0.8]) | [0.2,0.4]) |
| $\mathrm{TRA}_{7}$ | ([0.4,0.6], | ([0.7,0.9], | ([0.6,0.8], | ([0.1,0.2], | ([0.2,0.4], | ([0.1,0.2], | ([0.6,0.8], | ([0.6,0.8], | ([0.6,0.8], | ([0.1,0.2], |
|  | [0.4,0.5], | [0.2,0.3], | [0.3, 0.4$]$, | [0.5,0.6], | [0.5, 0.6], | [0.5, 0.6], | [0.3,0.4], | [0.3, 0.4 ], | [0.3, 0.4$]$, | [0.5,0.6], |
|  | [0.3, 0.4$]$ ) | [0.1,0.2]) | [0.2,0.4]) | [0.7,0.8]) | [0.5,0.6]) | [0.7, 0.8$]$ ) | [0.2,0.4]) | [0.2,0.4]) | [0.2,0.4]) | [0.7,0.8]) |
| TRA ${ }_{8}$ | ([0.1,0.2], | ([0.1,0.2], | ([0.6,0.8], | ([0.6,0.8], | ([0.6,0.8], | ([0.6,0.8], | ([0.7,0.9], | ([0.1,0.2], | ([0.1,0.2], | ([0.6,0.8], |
|  | [0.5, 0.6], | [0.5, 0.6], | [0.3, 0.4$]$, | [0.3,0.4], | [0.3,0.4], | [0.3, 0.4$]$, | [0.2,0.3], | [0.5,0.6], | [0.5, 0.6], | [0.3,0.4], |
|  | [0.7,0.8]) | [0.7,0.8]) | [0.2,0.4]) | [0.2,0.4]) | [0.2,0.4]) | [0.2,0.4]) | [0.1,0.2]) | [0.7,0.8]) | [0.7,0.8]) | [0.2,0.4]) |
| TRA9 | ([0.1,0.2], | ([0.1,0.2], | ([0.2,0.4], | ([0.2,0.4], | ([0.6,0.8], | ([0.6,0.8], | ([0.4,0.6], | ([0.6,0.8], | ([0.6,0.8], | ([0.1,0.2], |
|  | [0.5, 0.6], | [0.5, 0.6], | [0.5,0.6], | [0.5,0.6], | [0.3, 0.4 ], | [0.3, 0.4$]$, | [0.4,0.5], | [0.3, 0.4 ], | [0.3, 0.4$]$, | [0.5, 0.6], |
|  | [0.7,0.8]) | [0.7, 0.8$]$ ) | [0.5,0.6]) | [0.5,0.6]) | [0.2,0.4]) | [0.2,0.4]) | [0.3,0.4]) | [0.2,0.4]) | [0.2,0.4]) | [0.7,0.8]) |
| TRA ${ }_{10}$ | ([0.7,0.9], | ([0.7,0.9], | ([0.2,0.4], | ([0.2,0.4], | ([0.1,0.2], | ([0.2,0.4], | ([0.4,0.6], | ([0.6,0.8], | ([0.7,0.9], | ([0.6,0.8], |
|  | [0.2,0.3], | [0.2,0.3], | [0.5,0.6], | [0.5, 0.6], | [0.5,0.6], | [0.5, 0.6], | [0.4,0.5], | [0.3,0.4], | [0.2,0.3], | [0.3, 0.4$]$, |
|  | [0.1,0.2]) | [0.1,0.2]) | [0.5,0.6]) | [0.5,0.6]) | [0.7,0.8]) | [0.5,0.6]) | [0.3,0.4]) | [0.2,0.4]) | [0.1,0.2]) | [0.2,0.4]) |
|  | TRS ${ }_{1}$ | $\mathrm{TRS}_{2}$ | $\mathrm{TRS}_{3}$ | TRS 4 | TRS 5 | TRS 6 | $\mathrm{TRS}_{7}$ | TRS ${ }_{8}$ | TRS 9 | TRS ${ }_{10}$ |
| TRA ${ }_{1}$ | ([0.2,0.4], | ([0.2, 0.4$]$, | ([0.6,0.8], | ([0.2,0.4], | ([0.2,0.4], | ([0.6,0.8], | ([0.6,0.8], | ([0.2,0.4], | ([0.1,0.2], | ([0.2,0.4], |
|  | [0.5, 0.6], | [0.5, 0.6], | [0.3, 0.4$]$, | [0.5, 0.6], | [0.5,0.6], | [0.3, 0.4$]$, | [0.3,0.4], | [0.5,0.6], | [0.5,0.6], | [0.5,0.6], |
|  | [0.5,0.6]) | [0.5,0.6]) | [0.2,0.4]) | [0.5,0.6]) | [0.5,0.6]) | [0.2,0.4]) | [0.2,0.4]) | [0.5,0.6]) | [0.7,0.8]) | [0.5,0.6]) |
| TRA ${ }_{2}$ | ([0.1,0.2], | ([0.1,0.2], | ([0.2,0.4], | ([0.1,0.2], | ([0.1,0.2], | ([0.4,0.6], | ([0.2,0.4], | ([0.1,0.2], | ([0.2,0.4], | ([0.1,0.2], |
|  | [0.5, 0.6], | [0.5, 0.6], | [0.5,0.6], | [0.5, 0.6], | [0.5,0.6], | [0.4,0.5], | [0.5,0.6], | [0.5,0.6], | [0.5,0.6], | [0.5,0.6], |
|  | [0.7,0.8]) | [0.7,0.8]) | [0.5,0.6]) | [0.7,0.8]) | [0.7,0.8]) | [0.3, 0.4]) | [0.5,0.6]) | [0.7,0.8]) | [0.5,0.6]) | [0.7,0.8]) |
| TRA $_{3}$ | ([0.4,0.6], | ([0.2,0.4], | ([0.2,0.4], | ([0.4,0.6], | ([0.7,0.9], | ([0.2, 0.4$]$, | ([0.1,0.2], | ([0.4,0.6], | ([0.1,0.2], | ([0.4,0.6], |
|  | [0.4,0.5], | [0.5, 0.6], | [0.5,0.6], | [0.4,0.5], | [0.2,0.3], | [0.5, 0.6], | [0.5, 0.6], | [0.4,0.5], | [0.5,0.6], | [0.4,0.5], |
|  | [0.3,0.4]) | [0.5,0.6]) | [0.5,0.6]) | [0.3,0.4]) | [0.1,0.2]) | [0.5, 0.6]) | [0.7,0.8]) | [0.3,0.4]) | [0.7,0.8]) | [0.3,0.4]) |
| $\mathrm{TRA}_{4}$ | ([0.6,0.8], | ([0.1,0.2], | ([0.1,0.2], | ([0.6,0.8], | ([0.7,0.9], | ([0.1,0.2], | ([0.4,0.6], | ([0.6,0.8], | ([0.4,0.6], | ([0.6,0.8], |
|  | [0.3, 0.4$]$, | [0.5, 0.6], | [0.5,0.6], | [0.3, 0.4$]$, | [0.2,0.3], | [0.5, 0.6], | [0.4,0.5], | [0.3, 0.4 ], | [0.4,0.5], | [0.3, 0.4$]$, |
|  | [0.2,0.4]) | [0.7, 0.8$]$ ) | [0.7,0.8]) | [0.2,0.4]) | [0.1,0.2]) | [0.7,0.8]) | [0.3, 0.4$]$ ) | [0.2,0.4]) | [0.3,0.4]) | [0.2,0.4]) |


| TRA ${ }_{5}$ | ([0.2,0.4], | ([0.4,0.6], | ([0.4,0.6], | ([0.2,0.4], | ([0.2,0.4], | ([0.4,0.6], | ([0.6,0.8], | ([0.2,0.4], | ([0.6,0.8], | ([0.7,0.9], |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | [0.5, 0.6], | [0.4,0.5], | [0.4,0.5], | [0.5, 0.6], | [0.5, 0.6$]$, | [0.4,0.5], | [0.3, 0.4 ], | [0.5,0.6], | [0.3, 0.4$]$, | [0.2,0.3], |
|  | [0.5,0.6]) | [0.3, 0.4$]$ ) | [0.3, 0.4$]$ ) | [0.5, 0.6]) | [0.5,0.6]) | [0.3, 0.4$]$ ) | [0.2,0.4]) | [0.5,0.6]) | [0.2,0.4]) | [0.1,0.2]) |
| TRA ${ }_{6}$ | ([0.1,0.2], | ([0.6,0.8], | ([0.6,0.8], | ([0.7,0.9], | ([0.1,0.2], | ([0.6,0.8], | ([0.2,0.4], | ([0.6,0.8], | ([0.6,0.8], | ([0.1,0.2], |
|  | [0.5, 0.6], | [0.3, 0.4 ], | [0.3, 0.4], | [0.2,0.3], | [0.5, 0.6], | [0.3, 0.4$]$, | [0.5, 0.6], | [0.3, 0.4$]$, | [0.3, 0.4$]$, | [0.5, 0.6], |
|  | [0.7,0.8]) | [0.2,0.4]) | [0.2,0.4]) | [0.1,0.2]) | [0.7,0.8]) | [0.2,0.4]) | [0.5,0.6]) | [0.2,0.4]) | [0.2,0.4]) | [0.7,0.8]) |
| $\mathrm{TRA}_{7}$ | ([0.4,0.6], | ([0.7,0.9], | ([0.7,0.9], | ([0.6,0.8], | ([0.4,0.6], | ([0.4,0.6], | ([0.6,0.8], | ([0.6,0.8], | ([0.4,0.6], | ([0.1,0.2], |
|  | [0.4,0.5], | [0.2, 0.3], | [0.2,0.3], | [0.3, 0.4$]$, | [0.4,0.5], | [0.4,0.5], | [0.3, 0.4 ], | [0.3, 0.4$]$, | [0.4,0.5], | [0.5, 0.6], |
|  | [0.3,0.4]) | [0.1,0.2]) | [0.1,0.2]) | [0.2,0.4]) | [0.3, 0.4$]$ ) | [0.3, 0.4$]$ ) | [0.2,0.4]) | [0.2,0.4]) | [0.3,0.4]) | [0.7,0.8]) |
| TRA ${ }_{8}$ | ([0.6,0.8], | ([0.1,0.2], | ([0.6,0.8], | ([0.2,0.4], | ([0.6,0.8], | ([0.7, 0.9$]$, | ([0.7,0.9], | ([0.7, 0.9$]$, | ([0.2, 0.4], | ([0.2, 0.4], |
|  | [0.3, 0.4$]$, | [0.5,0.6], | [0.3, 0.4], | [0.5, 0.6], | [0.3, 0.4$]$, | [0.2,0.3], | [0.2, 0.3], | [0.2,0.3], | [0.5,0.6], | [0.5, 0.6], |
|  | [0.2,0.4]) | [0.7,0.8]) | [0.2,0.4]) | [0.5,0.6]) | [0.2,0.4]) | [0.1,0.2]) | [0.1,0.2]) | [0.1,0.2]) | [0.5,0.6]) | [0.5,0.6]) |
| TRA9 | ([0.1,0.2], | ([0.1,0.2], | ([0.2,0.4], | ([0.2,0.4], | ([0.6,0.8], | ([0.6,0.8], | ([0.4,0.6], | ([0.4,0.6], | ([0.1,0.2], | ([0.4,0.6], |
|  | [0.5, 0.6], | [0.5,0.6], | [0.5, 0.6], | [0.5, 0.6], | [0.3, 0.4$]$, | [0.3,0.4], | [0.4,0.5], | [0.4,0.5], | [0.5,0.6], | [0.4,0.5], |
|  | [0.7,0.8]) | [0.7,0.8]) | [0.5,0.6]) | [0.5,0.6]) | [0.2,0.4]) | [0.2,0.4]) | [0.3,0.4]) | [0.3,0.4]) | [0.7,0.8]) | [0.3,0.4]) |
| TRA $\mathbf{1 0}^{10}$ | ([0.7,0.9], | ([0.7,0.9], | ([0.2,0.4], | ([0.2,0.4], | ([0.1,0.2], | ([0.2,0.4], | ([0.4,0.6], | ([0.6,0.8], | ([0.7, 0.9$]$, | ([0.6,0.8], |
|  | [0.2,0.3], | [0.2,0.3], | [0.5, 0.6], | [0.5, 0.6], | [0.5,0.6], | [0.5, 0.6$]$, | [0.4,0.5], | [0.3, 0.4$]$, | [0.2,0.3], | [0.3, 0.4$]$, |
|  | [0.1,0.2]) | [0.1,0.2]) | [0.5,0.6]) | [0.5,0.6]) | [0.7,0.8]) | [0.5,0.6]) | [0.3,0.4]) | [0.2,0.4]) | [0.1,0.2]) | [0.2,0.4]) |

Step 4. Convert the IVNNs to the crisp values.
The IVNNs are converted by the score function to crisp values, then the decision matrix as:
Step 5. Aggregate the decision matrices
Step 6. Compute the criteria weights as shown in Figure 3. The economy has the highest importance and society has the lowest importance.


Figure 3. The criteria weights.

The criteria weights are computed by the average method.
Step 7. Normalize the decision matrix by using Eq. (15) as shown in Table 2.
Table 2. Normalization decision matrix.

|  | TRS ${ }_{1}$ | TRS ${ }_{2}$ | TRS 3 | TRS ${ }_{4}$ | TRS 5 | TRS 6 | $\mathrm{TRS}_{7}$ | TRS 8 | TRS 9 | TRS ${ }_{10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TRA 1 | 0.165528 | 0.185954 | 0.444651 | 0.16747 | 0.182788 | 0.378925 | 0.382012 | 0.357618 | 0.143203 | 0.207747 |
| TRA 2 | 0.340355 | 0.143451 | 0.199523 | 0.182524 | 0.141008 | 0.274478 | 0.248961 | 0.218545 | 0.185633 | 0.160262 |
| $\mathrm{TRA}_{3}$ | 0.205515 | 0.262107 | 0.199523 | 0.446902 | 0.450877 | 0.309294 | 0.298753 | 0.316227 | 0.247511 | 0.276996 |
| TRA4 | 0.435208 | 0.143451 | 0.16912 | 0.440316 | 0.362095 | 0.296339 | 0.284061 | 0.23179 | 0.375687 | 0.46298 |
| TRA5 | 0.195286 | 0.376336 | 0.322087 | 0.182524 | 0.3325 | 0.281765 | 0.311814 | 0.245035 | 0.457896 | 0.411538 |
| TRA6 | 0.386852 | 0.458688 | 0.266031 | 0.487358 | 0.318574 | 0.34411 | 0.171416 | 0.302982 | 0.323532 | 0.261168 |
| $\mathrm{TRA}_{7}$ | 0.315247 | 0.480825 | 0.492157 | 0.344349 | 0.220216 | 0.226707 | 0.382012 | 0.38742 | 0.337676 | 0.160262 |
| TRA8 | 0.245502 | 0.143451 | 0.444651 | 0.27849 | 0.407356 | 0.419409 | 0.443232 | 0.344373 | 0.17149 | 0.292825 |
| TRA9 | 0.150649 | 0.143451 | 0.199523 | 0.197578 | 0.407356 | 0.378925 | 0.276714 | 0.316227 | 0.233368 | 0.276996 |
| TRA ${ }_{10}$ | 0.504953 | 0.480825 | 0.199523 | 0.197578 | 0.141008 | 0.170031 | 0.276714 | 0.38742 | 0.479995 | 0.46298 |

Step 8. Compute the weighted normalized decision matrix by using Eq. (16) as shown in Table 3.
Table 3. Weighted normalized decision matrix.

|  | TRS ${ }_{1}$ | $\mathrm{TRS}_{2}$ | $\mathrm{TRS}_{3}$ | $\mathrm{TRS}_{4}$ | $\mathrm{TRS}_{5}$ | $\mathrm{TRS}_{6}$ | $\mathrm{TRS}_{7}$ | TRS 8 | TRS 9 | TRS ${ }_{10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\text { TRA }_{1}$ | 0.013631 | 0.011252 | 0.041053 | 0.015932 | 0.017389 | 0.050232 | 0.058744 | 0.050196 | 0.010586 | 0.015357 |
| $\text { TRA }_{2}$ | 0.028027 | 0.00868 | 0.018421 | 0.017364 | 0.013415 | 0.036386 | 0.038284 | 0.030675 | 0.013723 | 0.011847 |
| TRA3 | 0.016923 | 0.015861 | 0.018421 | 0.042516 | 0.042894 | 0.041001 | 0.045941 | 0.044386 | 0.018297 | 0.020477 |
| $\text { TRA }_{4}$ | 0.035837 | 0.00868 | 0.015614 | 0.041889 | 0.034448 | 0.039284 | 0.043681 | 0.032534 | 0.027772 | 0.034225 |
| $\text { TRA }_{5}$ | 0.016081 | 0.022773 | 0.029737 | 0.017364 | 0.031632 | 0.037352 | 0.047949 | 0.034394 | 0.033849 | 0.030422 |
| TRA 6 | 0.031856 | 0.027756 | 0.024562 | 0.046364 | 0.030307 | 0.045617 | 0.026359 | 0.042527 | 0.023917 | 0.019307 |
| $\mathrm{TRA}_{7}$ | 0.025959 | 0.029095 | 0.045439 | 0.032759 | 0.02095 | 0.030053 | 0.058744 | 0.054379 | 0.024962 | 0.011847 |
| TRA8 | 0.020216 | 0.00868 | 0.041053 | 0.026494 | 0.038753 | 0.055598 | 0.068158 | 0.048337 | 0.012677 | 0.021647 |
| TRA9 | 0.012405 | 0.00868 | 0.018421 | 0.018796 | 0.038753 | 0.050232 | 0.042551 | 0.044386 | 0.017251 | 0.020477 |
| TRA10 | 0.041581 | 0.029095 | 0.018421 | 0.018796 | 0.013415 | 0.02254 | 0.042551 | 0.054379 | 0.035483 | 0.034225 |

Step 9. Compute the positive ideal solution and negative ideal solution by using Eqs. (17 and 18).
Step 10. Compute the distance from the positive and negative ideal solutions by using Eqs. (19 and 20).

Step 11. Compute the closeness value by using Eq. (21) as shown in Figure 4.
Step 12. Rank the alternatives. Alternative 7 is the best and alternative 2 is the worst.


Figure 4. The closeness values.

## 4. Conclusions

This paper used the MCDM methodology for the supplier section in Industry 4.0. This study used the TOPSIS method as an MCDM method for ranking alternatives and used the best one. The TOPSIS method is integrated with the IVNSs and TreeSoft Set. Three experts are invited to evaluate the criteria and options in this study. This study used ten criteria and ten suppliers. The decision matrices are built by the opinions of experts. Then, we use the IVNNs to evaluate the requirements and alternatives. The IVNNs are converted to the crisp values. The results show that the economic criterion has the highest weight, and the social criterion has the lowest. Alternative 7 is the best, and alternative 2 is the worst.
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