
Chapter 15
Neutrosophic TreeSoft Expert Set and ForestSoft Set

Takaaki Fujita 1 ∗ Florentin Smarandache2,
1∗ Independent Researcher, Shinjuku, Shinjuku-ku, Tokyo, Japan. t171d603@gunma-u.ac.jp

2 University of New Mexico, Gallup Campus, NM 87301, USA. smarand@unm.edu

Abstract

Concepts such as Fuzzy Sets [28,57], Neutrosophic Sets [42,44], and Plithogenic Sets [48] have been extensively
studied to address uncertainty, finding diverse applications across various fields. The Soft Set provides a
framework that associates each parameter with subsets of a universal set, enabling flexible approximations [31].
The TreeSoft Set extends the Soft Set by introducing hierarchical, tree-structured parameters, allowing for
multi-level data representation [53].

In this paper, we revisit the concept of the Neutrosophic TreeSoft Set, which has been discussed in other
studies [8, 34]. Additionally, we propose and examine the Neutrosophic TreeSoft Expert Set by incorporating
the framework of the Neutrosophic Soft Expert Set. Furthermore, we revisit the ForestSoft Set, an extension
of the TreeSoft Set, and explore related concepts, including the Neutrosophic ForestSoft Set.
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1 Preliminaries and Definitions

This section provides an introduction to the foundational concepts and definitions required for the discussions
in this paper.

1.1 Neutrosophic Set

Neutrosophic Sets extend Fuzzy Sets by introducing the concept of indeterminacy, which accounts for situations
that are neither entirely true nor entirely false [17–19, 21, 27, 43, 45–47, 54, 55].

Definition 1.1 (Neutrosophic Set). [44, 45] Let 𝑋 be a non-empty set. A Neutrosophic Set (NS) 𝐴 on 𝑋 is
characterized by three membership functions:

𝑇𝐴 : 𝑋 → [0, 1], 𝐼𝐴 : 𝑋 → [0, 1], 𝐹𝐴 : 𝑋 → [0, 1],

where for each 𝑥 ∈ 𝑋 , the values 𝑇𝐴(𝑥), 𝐼𝐴(𝑥), and 𝐹𝐴(𝑥) represent the degrees of truth, indeterminacy, and
falsity, respectively. These values satisfy the following condition:

0 ≤ 𝑇𝐴(𝑥) + 𝐼𝐴(𝑥) + 𝐹𝐴(𝑥) ≤ 3.

1.2 Soft Set and TreeSoft Set

A Soft Set (𝐹, 𝐸) associates each parameter in a set 𝐸 with a subset of a universal set 𝑈. This provides a
flexible framework for approximating objects within 𝑈 [24, 30, 31]. A TreeSoft Set is a mapping from subsets
of a hierarchical, tree-like parameter structure Tree(𝐴) to subsets of a universal set 𝑈. This structure supports
multi-level attributes for more refined and detailed analyses [8,14,22,32,34,36,53]. Related concepts include
the Hypersoft Set [20,49] and the SuperHypersoft Set [15,16,50]. The definitions of Soft Set and TreeSoft Set
are provided below.

Definition 1.2. [30] Let 𝑈 be a universal set and 𝐸 a set of parameters. A soft set over 𝑈 is defined as an
ordered pair (𝐹, 𝐸), where 𝐹 is a mapping from 𝐸 to the power set P(𝑈):

𝐹 : 𝐸 → P(𝑈).

For each parameter 𝑒 ∈ 𝐸 , 𝐹 (𝑒) ⊆ 𝑈 represents the set of 𝑒-approximate elements in 𝑈, with (𝐹, 𝐸) forming
a parameterized family of subsets of 𝑈.
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Definition 1.3. [51] Let 𝑈 be a universe of discourse, and let 𝐻 be a non-empty subset of 𝑈, with 𝑃(𝐻)
denoting the power set of 𝐻. Let 𝐴 = {𝐴1, 𝐴2, . . . , 𝐴𝑛} be a set of attributes (parameters, factors, etc.), for
some integer 𝑛 ≥ 1, where each attribute 𝐴𝑖 (for 1 ≤ 𝑖 ≤ 𝑛) is considered a first-level attribute.

Each first-level attribute 𝐴𝑖 consists of sub-attributes, defined as:

𝐴𝑖 = {𝐴𝑖,1, 𝐴𝑖,2, . . . },

where the elements 𝐴𝑖, 𝑗 (for 𝑗 = 1, 2, . . .) are second-level sub-attributes of 𝐴𝑖 . Each second-level sub-attribute
𝐴𝑖, 𝑗 may further contain sub-sub-attributes, defined as:

𝐴𝑖, 𝑗 = {𝐴𝑖, 𝑗 ,1, 𝐴𝑖, 𝑗 ,2, . . . },

and so on, allowing for as many levels of refinement as needed. Thus, we can define sub-attributes of an 𝑚-th
level with indices 𝐴𝑖1 ,𝑖2 ,...,𝑖𝑚 , where each 𝑖𝑘 (for 𝑘 = 1, . . . , 𝑚) denotes the position at each level.

This hierarchical structure forms a tree-like graph, which we denote as Tree(𝐴), with root 𝐴 (level 0) and
successive levels from 1 up to 𝑚, where 𝑚 is the depth of the tree. The terminal nodes (nodes without
descendants) are called leaves of the graph-tree.

A TreeSoft Set 𝐹 is defined as a function:

𝐹 : 𝑃(Tree(𝐴)) → 𝑃(𝐻),

where Tree(𝐴) represents the set of all nodes and leaves (from level 1 to level 𝑚) of the graph-tree, and
𝑃(Tree(𝐴)) denotes its power set.

1.3 Neutrosophic Soft Set

The Neutrosophic Soft Set is a concept that combines the principles of Neutrosophic Sets and Soft Sets
[2, 5, 6, 9–11, 25, 33]. The definition is provided below.

Definition 1.4 (Neutrosophic Soft Set [26,29]). Let𝑈 be a universe and 𝐸 a set of parameters. A Neutrosophic
Soft Set (NSS) over 𝑈 is defined as a pair

(
𝐹, 𝐴

)
, where 𝐴 ⊆ 𝐸 and

𝐹 : 𝐴 −→ 𝑃(𝑈),

with 𝑃(𝑈) being the collection of Neutrosophic Sets on 𝑈. Hence for each parameter 𝑒 ∈ 𝐴,

𝐹 (𝑒) =
(
𝑇𝐹 (𝑒) , 𝐼𝐹 (𝑒) , 𝐹𝐹 (𝑒)

)
is a Neutrosophic Set on 𝑈, satisfying

0 ≤ 𝑇𝐹 (𝑒) (𝑥) + 𝐼𝐹 (𝑒) (𝑥) + 𝐹𝐹 (𝑒) (𝑥) ≤ 3, ∀ 𝑥 ∈ 𝑈.

1.4 Neutrosophic Soft Expert Set

The Neutrosophic Soft Expert Set [3, 37–39, 56] is an extension of the Neutrosophic Soft Set, incorporating
the framework of the Soft Expert Set (cf. [1, 4, 7, 23, 35, 41]). The formal definition is provided below.

Definition 1.5 (Neutrosophic Soft Expert Set (NSES)). (cf. [3, 38, 39, 56]) Let 𝑈 be a universe, 𝐸 a set of
parameters, 𝑋 a set of experts (agents), and 𝑂 = {1, 0} a set of opinions, where 1 indicates agreement and 0
indicates disagreement. Define 𝑍 = 𝐸 × 𝑋 ×𝑂, and let 𝐴 ⊆ 𝑍 .

A Neutrosophic Soft Expert Set (NSES) over 𝑈 is a pair (𝐹, 𝐴), where 𝐴 ⊆ 𝑍 and:

𝐹 : 𝐴 → 𝑃(𝑈),

where 𝑃(𝑈) denotes the power set of Neutrosophic Sets on 𝑈. That is, for each parameter 𝑒 = (𝑝, 𝑥, 𝑜) ∈ 𝐴,
𝐹 (𝑒) is a Neutrosophic Set

(
𝑇𝐹 (𝑒) , 𝐼𝐹 (𝑒) , 𝐹𝐹 (𝑒)

)
defined on 𝑈. The values of 𝑇𝐹 (𝑒) (𝑢), 𝐼𝐹 (𝑒) (𝑢), and 𝐹𝐹 (𝑒) (𝑢)

satisfy:
0 ≤ 𝑇𝐹 (𝑒) (𝑢) + 𝐼𝐹 (𝑒) (𝑢) + 𝐹𝐹 (𝑒) (𝑢) ≤ 3, ∀𝑢 ∈ 𝑈.
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2 Results in This Paper

The results derived in this paper are presented below.

2.1 Neutrosophic Treesoft Set (Revisit)

A Neutrosophic Treesoft Set maps hierarchical attribute subsets to neutrosophic sets, representing truth,
indeterminacy, and falsity on a universe.

Definition 2.1 (Neutrosophic Treesoft Set). Let 𝐻 ⊆ 𝑈 be a non-empty subset of a universe 𝑈, and Tree(𝐴)
be a hierarchical structure of attributes as defined previously. A Neutrosophic Treesoft Set is a mapping

F : 𝑃
(
Tree(𝐴)

)
−→ 𝑁 (𝐻),

where each value F (Γ) is a Neutrosophic Set on 𝐻. Namely, for each Γ ⊆ Tree(𝐴),

F (Γ) =
(
𝑇F(Γ) , 𝐼F(Γ) , 𝐹F(Γ)

)
,

with 𝑇F(Γ) , 𝐼F(Γ) , 𝐹F(Γ) : 𝐻 → [0, 1] satisfying

0 ≤ 𝑇F(Γ) (ℎ) + 𝐼F(Γ) (ℎ) + 𝐹F(Γ) (ℎ) ≤ 3 ∀ ℎ ∈ 𝐻.

Theorem 2.2 (Neutrosophic Soft Set as a Special Case of Neutrosophic Treesoft Set). Every Neutrosophic
Soft Set can be naturally embedded into a Neutrosophic Treesoft Set.

More precisely, let
(
𝐹, 𝐴

)
be a Neutrosophic Soft Set on universe 𝑈, where 𝐹 : 𝐴 → 𝑃(𝑈) and each 𝐹 (𝑒) is

a Neutrosophic Set in 𝑈. Define a single-level tree of attributes Tree(𝐴) whose nodes are exactly the distinct
parameters in 𝐴 (no further sub-attributes). Set 𝐻 := 𝑈. Then we can construct a Neutrosophic Treesoft Set

F : 𝑃
(
Tree(𝐴)

)
−→ 𝑁 (𝐻)

such that F ({𝑒}) = 𝐹 (𝑒) for each 𝑒 ∈ 𝐴. Thus
(
𝐹, 𝐴

)
appears as the restriction of F to singletons in Tree(𝐴).

Proof. Since 𝐴 is the set of parameters used in
(
𝐹, 𝐴

)
, we treat it as a single-level tree:

Tree(𝐴) = { 𝐴1, 𝐴2, . . . , 𝐴𝑛},

where each 𝐴𝑖 ∈ 𝐴. There are no additional sub-attributes, i.e., no deeper levels. Hence any Γ ⊆ Tree(𝐴) is
simply a subset Γ ⊆ 𝐴.

We wish to define F : 𝑃(Tree(𝐴)) → 𝑁 (𝐻) so that:

F ({𝐴𝑖}) = 𝐹 (𝐴𝑖),

where 𝐹 (𝐴𝑖) is already a Neutrosophic Set on 𝑈. Since 𝐻 = 𝑈, we have 𝐹 (𝐴𝑖) ∈ 𝑁 (𝐻).

A simple way is to let F (Γ) be the pointwise union (in the neutrosophic sense) of the Neutrosophic Sets
{𝐹 (𝑒) | 𝑒 ∈ Γ}. Concretely, for each ℎ ∈ 𝑈:

𝑇F(Γ) (ℎ) = max
𝑒∈Γ

{
𝑇𝐹 (𝑒) (ℎ)

}
, 𝐼F(Γ) (ℎ) = min

𝑒∈Γ

{
𝐼𝐹 (𝑒) (ℎ)

}
, 𝐹F(Γ) (ℎ) = max

𝑒∈Γ

{
𝐹𝐹 (𝑒) (ℎ)

}
.

(Or any other appropriate aggregator, e.g. t-norm/t-conorm pairs, depending on the application.)

Verification of Neutrosophic Condition. Because each 𝐹 (𝑒) is a Neutrosophic Set, we have

0 ≤ 𝑇𝐹 (𝑒) (ℎ) + 𝐼𝐹 (𝑒) (ℎ) + 𝐹𝐹 (𝑒) (ℎ) ≤ 3,

for all 𝑒 ∈ 𝐴 and all ℎ ∈ 𝑈. Taking pointwise maxima or minima of these values across 𝑒 ∈ Γ keeps us within
the bounds [0, 3]. Thus

0 ≤ 𝑇F(Γ) (ℎ) + 𝐼F(Γ) (ℎ) + 𝐹F(Γ) (ℎ) ≤ 3.
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Hence F (Γ) is indeed a Neutrosophic Set on 𝐻 = 𝑈.

If Γ = {𝑒} ⊆ 𝐴, then by definition,
F ({𝑒}) = 𝐹 (𝑒).

Thus on singletons, F and 𝐹 agree exactly. In other words,
(
𝐹, 𝐴

)
is embedded into the Neutrosophic Treesoft

structure F .

Therefore,
(
𝐹, 𝐴

)
emerges as a special (single-level) restriction of F . This completes the proof. □

Theorem 2.3 (Restriction to TreeSoft Set). Let F be a Neutrosophic Treesoft Set as in Definition. For each
Γ ⊆ Tree(𝐴), define

𝐺 (Γ) =
{
ℎ ∈ 𝐻

�� 𝑇F(Γ) (ℎ) ≥ 𝛼 and 𝐼F(Γ) (ℎ) ≤ 𝛽
}
,

for some fixed thresholds 0 ≤ 𝛼, 𝛽 ≤ 1. Then 𝐺 is a (classical) TreeSoft Set in the sense of Definition.

Proof. Since F (Γ) is a Neutrosophic Set on 𝐻, we have numeric values 𝑇F(Γ) (ℎ) and 𝐼F(Γ) (ℎ). If we pick
thresholds 𝛼 and 𝛽, the set of all ℎ ∈ 𝐻 satisfying 𝑇F(Γ) (ℎ) ≥ 𝛼 and 𝐼F(Γ) (ℎ) ≤ 𝛽 is indeed a subset of 𝐻.
This procedure, repeated for each Γ ⊆ Tree(𝐴), defines a mapping

Γ ↦−→ 𝐺 (Γ) ⊆ 𝐻.

But by Definition, a TreeSoft Set is any function from 𝑃(Tree(𝐴)) to 𝑃(𝐻). Hence 𝐺 is precisely a classical
TreeSoft Set, restricted by the chosen thresholds on the neutrosophic membership functions of F (Γ). □

Theorem 2.4 (Union and Intersection in a Neutrosophic Treesoft Set). Let F1 and F2 be two Neutrosophic
Treesoft Sets, both mapping

F1, F2 : 𝑃(Tree(𝐴)) −→ 𝑁 (𝐻).

Define new mappings F ∪ and F ∩ by

F ∪ (Γ) =

(
𝑇F1 (Γ) ∨ 𝑇F2 (Γ) , 𝐼F1 (Γ) ∧ 𝐼F2 (Γ) , 𝐹F1 (Γ) ∨ 𝐹F2 (Γ)

)
,

F ∩ (Γ) =

(
𝑇F1 (Γ) ∧ 𝑇F2 (Γ) , 𝐼F1 (Γ) ∨ 𝐼F2 (Γ) , 𝐹F1 (Γ) ∧ 𝐹F2 (Γ)

)
,

where ∨ and ∧ are pointwise max and min operators, respectively (or any suitable t-conorm/t-norm pair in
[0, 1]). Then F ∪ and F ∩ are also Neutrosophic Treesoft Sets on 𝐻.

Proof. For every Γ ⊆ Tree(𝐴) and each ℎ ∈ 𝐻, we define

𝑇F∪ (Γ) (ℎ) := max
{
𝑇F1 (Γ) (ℎ), 𝑇F2 (Γ) (ℎ)

}
.

Similarly for 𝐼F∪ (Γ) (ℎ) using min or max, depending on the intended aggregator, and for 𝐹F∪ (Γ) (ℎ). Since
each of 𝑇F𝑖 (Γ) , 𝐼F𝑖 (Γ) , 𝐹F𝑖 (Γ) lies in [0, 1], their max and min also lie in [0, 1]. Thus

(
𝑇F∪ (Γ) , 𝐼F∪ (Γ) , 𝐹F∪ (Γ)

)
is a well-defined triple of functions 𝐻 → [0, 1].

We must show
0 ≤ 𝑇F∪ (Γ) (ℎ) + 𝐼F∪ (Γ) (ℎ) + 𝐹F∪ (Γ) (ℎ) ≤ 3,

and similarly for F ∩. Since
𝑇F𝑖 (Γ) (ℎ) + 𝐼F𝑖 (Γ) (ℎ) + 𝐹F𝑖 (Γ) (ℎ) ≤ 3

(for 𝑖 = 1, 2), the pointwise max or min among the corresponding membership values also cannot exceed 3 in
sum. Indeed, for any real numbers 𝑎1 + 𝑏1 + 𝑐1 ≤ 3 and 𝑎2 + 𝑏2 + 𝑐2 ≤ 3, taking max(𝑎1, 𝑎2) + max(𝑏1, 𝑏2) +
max(𝑐1, 𝑐2) or min(𝑎1, 𝑎2) + min(𝑏1, 𝑏2) + min(𝑐1, 𝑐2) is at most 3. Clearly, the sum is also non-negative.

Hence for each Γ, F ∪ (Γ) and F ∩ (Γ) satisfy the neutrosophic condition on [0, 1]3. This shows that F ∪ and F ∩

are indeed functions from 𝑃(Tree(𝐴)) into 𝑁 (𝐻). Therefore, they qualify as Neutrosophic Treesoft Sets. □
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2.2 Neutrosophic TreeSoft Expert Set

The Neutrosophic TreeSoft Expert Set is an extension of the TreeSoft Set, incorporating the framework of the
Neutrosophic Soft Expert Set. A related concept, the TreeSoft Expert Set, is also well-known [13].

Definition 2.5 (Neutrosophic TreeSoft Expert Set (NTSES)). Let:

• 𝐻 ⊆ 𝑈 be a non-empty subset of a universe 𝑈.

• Tree(𝐴) be a hierarchical attribute structure with root 𝐴 and possibly multiple levels of sub-attributes.

• 𝑋 be a set of experts.

• 𝑂 = {1, 0} a set of opinions, where 1 indicates agreement and 0 indicates disagreement.

Define
𝑍 = 𝑃

(
Tree(𝐴)

)
× 𝑋 × 𝑂.

Let 𝑆 ⊆ 𝑍 . A Neutrosophic TreeSoft Expert Set (NTSES) on 𝐻 is the pair
(
F , 𝑆

)
where F is a mapping

F : 𝑆 −→ PNS(𝐻),

with PNS(𝐻) denoting the collection of Neutrosophic Sets on 𝐻. Concretely, for each triple (Γ, 𝑥, 𝑜) ∈ 𝑆,
where Γ ⊆ Tree(𝐴), 𝑥 ∈ 𝑋 , and 𝑜 ∈ 𝑂,

F (Γ, 𝑥, 𝑜) =

(
𝑇Γ,𝑥,𝑜, 𝐼Γ,𝑥,𝑜, 𝐹Γ,𝑥,𝑜

)
,

where
𝑇Γ,𝑥,𝑜, 𝐼Γ,𝑥,𝑜, 𝐹Γ,𝑥,𝑜 : 𝐻 −→ [0, 1]

satisfy
0 ≤ 𝑇Γ,𝑥,𝑜 (ℎ) + 𝐼Γ,𝑥,𝑜 (ℎ) + 𝐹Γ,𝑥,𝑜 (ℎ) ≤ 3, ∀ ℎ ∈ 𝐻.

Remark 2.6. In words, for each subset of the attribute tree Γ, each expert 𝑥, and each opinion 𝑜 ∈ {1, 0}, the
NTSES assigns a Neutrosophic evaluation

(
𝑇, 𝐼, 𝐹

)
on the domain 𝐻. This merges three main components:

1. The hierarchical attribute structure (TreeSoft notion),

2. The expert-based positive/negative opinion (Soft Expert notion),

3. The Neutrosophic membership functions for each element in 𝐻.

Theorem 2.7 (Reduction to Neutrosophic Soft Expert Set). Let
(
F , 𝑆

)
be a Neutrosophic TreeSoft Expert Set

as in Definition 2.5. Suppose:

• The tree Tree(𝐴) is single-level (i.e., it is isomorphic to a simple parameter set 𝐸 with no deeper
sub-attributes).

• We identify each node in Γ ⊆ Tree(𝐴) with a parameter 𝑝 ∈ 𝐸 .

Then, by restricting Γ to singletons and letting 𝑆 ⊆ 𝐸 × 𝑋 × 𝑂, the NTSES
(
F , 𝑆

)
becomes a standard

Neutrosophic Soft Expert Set
(
𝐹, 𝐴

)
.

Proof. If Tree(𝐴) has only one level (no sub-attributes), then each Γ ⊆ Tree(𝐴) is simply a subset of a finite
set 𝐸 . In the Soft Expert scenario, we typically select Γ = {𝑝} ⊆ 𝐸 .

Consider the restriction
𝑆′ =

{
({𝑝}, 𝑥, 𝑜) | ({𝑝}, 𝑥, 𝑜) ∈ 𝑆

}
.
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In other words, only the singletons {𝑝} ⊆ 𝐸 . On such triples, define

𝐹 (𝑝, 𝑥, 𝑜) = F
(
{𝑝}, 𝑥, 𝑜

)
.

Since F ({𝑝}, 𝑥, 𝑜) is a Neutrosophic Set on 𝐻 ⊆ 𝑈, we get exactly the form required by a Neutrosophic Soft
Expert Set.

Hence the mapping 𝐹 : 𝐴 → PNS (𝑈) recovers the definition of an NSES, with 𝐴 = 𝑆′ ⊆ 𝐸 × 𝑋 × 𝑂. This
completes the reduction proof. □

Theorem 2.8 (Reduction to TreeSoft Set). Let
(
F , 𝑆

)
be a Neutrosophic TreeSoft Expert Set on 𝐻. Suppose

we drop both the expert dimension 𝑋 and the opinion set 𝑂 by fixing a trivial single-expert set {𝑥0} and a
single-opinion set {1}. Then

(
F , 𝑆

)
reduces to a classical TreeSoft Set

𝐹 : 𝑃(Tree(𝐴)) −→ 𝑃(𝐻),
by selecting, for each Γ ⊆ Tree(𝐴), a crisp subset 𝐹 (Γ) ⊆ 𝐻 from the corresponding neutrosophic membership.

Proof. Let 𝑋 = {𝑥0} and 𝑂 = {1}. Then

𝑍 = 𝑃
(
Tree(𝐴)

)
× 𝑋 ×𝑂 = 𝑃

(
Tree(𝐴)

)
× {𝑥0} × {1}.

Any subset 𝑆 ⊆ 𝑍 effectively identifies a collection of Γ𝑖 ⊆ Tree(𝐴).

Since F (Γ, 𝑥0, 1) is a Neutrosophic Set
(
𝑇Γ, 𝐼Γ, 𝐹Γ

)
on 𝐻, one can define

𝐹 (Γ) =
{
ℎ ∈ 𝐻 | 𝑇Γ (ℎ) ≥ 𝛼

}
,

or any other threshold-based selection from {𝑇Γ, 𝐼Γ, 𝐹Γ} (e.g. “include ℎ if the truth-degree is sufficiently large
and the false-degree is sufficiently small”). This yields a crisp subset 𝐹 (Γ) ⊆ 𝐻.

This mapping Γ ↦→ 𝐹 (Γ) is precisely a function from 𝑃(Tree(𝐴)) into 𝑃(𝐻). By Definition, it constitutes a
TreeSoft Set. Thus the NTSES collapses to a classic TreeSoft Set once the expert and opinion dimensions are
trivialized and the neutrosophic membership is interpreted in a crisp manner. □

3 Additional Results of This Paper

As additional results of this paper, we explore the concept of the ForestSoft Set and its extended variants
[12, 40, 52].

3.1 ForestSoft Set (Revisit)

A ForestSoft Set is formed by taking a collection of TreeSoft Sets and “gluing” (uniting) them together so as
to obtain a single function whose domain is the union of all tree-nodes’ power sets and whose values in 𝑃(𝐻)
combine the images given by the individual TreeSoft Sets.
Definition 3.1 (ForestSoft Set). [52] Let 𝑈 be a universe of discourse, 𝐻 ⊆ 𝑈 be a non-empty subset, and
𝑃(𝐻) be the power set of 𝐻. Suppose we have a finite (or countable) collection of TreeSoft Sets{

𝐹𝑡 : 𝑃(Tree(𝐴(𝑡 ) )) → 𝑃(𝐻)
}
𝑡∈𝑇 ,

where each 𝐹𝑡 is a TreeSoft Set corresponding to a tree Tree(𝐴(𝑡 ) ) of attributes 𝐴(𝑡 ) .

We construct a forest by taking the (disjoint) union of all these trees:

Forest
(
{𝐴(𝑡 ) }𝑡∈𝑇

)
=

⊔
𝑡∈𝑇

Tree
(
𝐴(𝑡 ) ) .

A ForestSoft Set, denoted by
F : 𝑃

(
Forest({𝐴(𝑡 ) })

)
−→ 𝑃(𝐻),

is defined as the union of all TreeSoft Set mappings 𝐹𝑡 . Concretely, for any element 𝑋 ∈ 𝑃
(
Forest({𝐴(𝑡 ) })

)
,

we set
F(𝑋) =

⋃
𝑡∈𝑇

𝑋∩Tree(𝐴(𝑡 ) ) ≠∅

𝐹𝑡
(
𝑋 ∩ Tree(𝐴(𝑡 ) )

)
,

where we only apply 𝐹𝑡 to that portion of 𝑋 belonging to the tree Tree(𝐴(𝑡 ) ).
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3.2 Neutrosophic ForestSoft Set

A Neutrosophic ForestSoft Set maps hierarchical multi-tree structures to neutrosophic sets, enabling multi-level
uncertainty representation across multiple attribute domains.

Definition 3.2 (Neutrosophic Forestsoft Set (NFS)). Let 𝐻 ⊆ 𝑈 be a non-empty subset of a universe 𝑈. For
each 𝑡 ∈ 𝑇 , suppose we have a Neutrosophic Treesoft Set:

F𝑡 : 𝑃
(
Tree(𝐴(𝑡 ) )

)
−→ 𝑁 (𝐻).

The forest of attribute trees is
Forest

(
{𝐴(𝑡 ) }𝑡∈𝑇

)
=

⊔
𝑡∈𝑇

Tree
(
𝐴(𝑡 ) ) .

Then a Neutrosophic Forestsoft Set F is a function

F : 𝑃
(
Forest

(
{𝐴(𝑡 ) }

) )
−→ 𝑁 (𝐻),

defined by “combining” the outputs of F𝑡 . Concretely, for each

𝑋 ∈ 𝑃

(
Forest({𝐴(𝑡 ) }𝑡∈𝑇 )

)
,

we decompose 𝑋 into its parts
𝑋𝑡 := 𝑋 ∩ Tree(𝐴(𝑡 ) ),

and define for each ℎ ∈ 𝐻,

𝑇F(𝑋) (ℎ) = max
𝑡∈𝑇 : 𝑋𝑡≠∅

{
𝑇F𝑡

(
𝑋𝑡

) (ℎ)},
𝐼F(𝑋) (ℎ) = min

𝑡∈𝑇 : 𝑋𝑡≠∅

{
𝐼F𝑡

(
𝑋𝑡

) (ℎ)},
𝐹F(𝑋) (ℎ) = max

𝑡∈𝑇 : 𝑋𝑡≠∅

{
𝐹F𝑡

(
𝑋𝑡

) (ℎ)}.
(One may also choose alternative aggregators, e.g. t-norm / t-conorm, as desired.) Thus,

F(𝑋) =

(
𝑇F(𝑋) , 𝐼F(𝑋) , 𝐹F(𝑋)

)
is a Neutrosophic Set on 𝐻.

Remark 3.3. If 𝑋 ∩ Tree(𝐴(𝑡 ) ) = ∅ for some 𝑡, that tree does not contribute to the aggregator. One could also
define a “universal aggregator” over all 𝑡 ∈ 𝑇 , ignoring whether 𝑋𝑡 is empty; practical usage may vary. The
definitions above ensure that each portion 𝑋𝑡 ⊆ Tree(𝐴(𝑡 ) ) is mapped by F𝑡 , and then the results are combined
in a neutrosophic manner.

Theorem 3.4 (Well-definedness of Neutrosophic Forestsoft Set). With notation as in Definition 3.2, let F be
constructed from {F𝑡 }𝑡∈𝑇 . Then for every 𝑋 ⊆ Forest({𝐴(𝑡 ) }), the triple F(𝑋) = (𝑇F(𝑋) , 𝐼F(𝑋) , 𝐹F(𝑋) ) is a
valid Neutrosophic Set on 𝐻.

Proof. Fix 𝑋 ⊆ Forest. For each 𝑡, write F𝑡 (𝑋𝑡 ) = (𝑇𝑡 ,𝑋𝑡
, 𝐼𝑡 ,𝑋𝑡

, 𝐹𝑡 ,𝑋𝑡
), where

0 ≤ 𝑇𝑡 ,𝑋𝑡
(ℎ) + 𝐼𝑡 ,𝑋𝑡

(ℎ) + 𝐹𝑡 ,𝑋𝑡
(ℎ) ≤ 3 for all ℎ ∈ 𝐻.

Then
𝑇F(𝑋) (ℎ) = max

{
𝑇𝑡 ,𝑋𝑡

(ℎ)
}
𝑡∈𝑇∗ ,

where 𝑇∗ = {𝑡 ∈ 𝑇 | 𝑋𝑡 ≠ ∅}. Clearly, max{. . . } ∈ [0, 1]. Analogous statements hold for 𝐼F(𝑋) (ℎ) (using
min) and 𝐹F(𝑋) (ℎ) (using max).

Sum check: For each ℎ, let

𝑎𝑡 = 𝑇𝑡 ,𝑋𝑡
(ℎ), 𝑏𝑡 = 𝐼𝑡 ,𝑋𝑡

(ℎ), 𝑐𝑡 = 𝐹𝑡 ,𝑋𝑡
(ℎ).
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Since 𝑎𝑡 + 𝑏𝑡 + 𝑐𝑡 ≤ 3 for every 𝑡, we must show

𝑇F(𝑋) (ℎ) + 𝐼F(𝑋) (ℎ) + 𝐹F(𝑋) (ℎ) ≤ 3.

But
𝑇F(𝑋) (ℎ) = max

𝑡∈𝑇∗
𝑎𝑡 , 𝐼F(𝑋) (ℎ) = min

𝑡∈𝑇∗
𝑏𝑡 , 𝐹F(𝑋) (ℎ) = max

𝑡∈𝑇∗
𝑐𝑡 .

In general, for real numbers {𝑎𝑡 , 𝑏𝑡 , 𝑐𝑡 } ⊆ [0, 1] with each 𝑎𝑡 + 𝑏𝑡 + 𝑐𝑡 ≤ 3, the combination max(𝑎𝑡 ) +
min(𝑏𝑡 ) + max(𝑐𝑡 ) ≤ 3. Indeed:

max(𝑎𝑡 ) + max(𝑐𝑡 ) ≤ max(𝑎𝑡 + 𝑐𝑡 ) ≤ max(𝑎𝑡 + 𝑏𝑡 + 𝑐𝑡 ) ≤ 3,

and adding min(𝑏𝑡 ) ≤ max(𝑏𝑡 ) maintains a sum ≤ 3. Hence

0 ≤ 𝑇F(𝑋) (ℎ) + 𝐼F(𝑋) (ℎ) + 𝐹F(𝑋) (ℎ) ≤ 3.

Thus F(𝑋) is indeed a Neutrosophic Set on 𝐻. □

Theorem 3.5 (Generalization of Neutrosophic Treesoft Set). A Neutrosophic Forestsoft Set generalizes the
Neutrosophic Treesoft Set. Concretely, if

��{𝐴(𝑡 ) }𝑡∈𝑇
�� = 1, i.e. there is only one tree in the forest, then the

Neutrosophic Forestsoft Set reduces to a Neutrosophic Treesoft Set.

Proof. Take 𝑇 = {𝑡0}. Then we have only one Neutrosophic Treesoft Set F𝑡0 : 𝑃(Tree(𝐴(𝑡0 ) )) → 𝑁 (𝐻). The
forest is

Forest
(
{𝐴(𝑡0 ) }

)
= Tree

(
𝐴(𝑡0 ) ) .

For 𝑋 ⊆ Tree(𝐴(𝑡0 ) ), define
𝑋𝑡0 = 𝑋 ∩ Tree(𝐴(𝑡0 ) ),

but 𝑋𝑡0 = 𝑋 since there is only one tree. The aggregator in Definition 3.2 simply picks

𝑇F(𝑋) (ℎ) = 𝑇F𝑡0 (𝑋𝑡0 ) (ℎ), 𝐼F(𝑋) (ℎ) = 𝐼F𝑡0 (𝑋𝑡0 ) (ℎ), 𝐹F(𝑋) (ℎ) = 𝐹F𝑡0 (𝑋𝑡0 ) (ℎ).

Hence F(𝑋) = F𝑡0 (𝑋). So F is exactly the same mapping as F𝑡0 . Consequently, the Neutrosophic Forestsoft
Set and the Neutrosophic Treesoft Set coincide when the “forest” has only one tree. □

Theorem 3.6 (Union and Intersection in a Neutrosophic Forestsoft Set). Let F1 and F2 be two Neutrosophic
Forestsoft Sets, both mapping

F1, F2 : 𝑃
(
Forest({𝐴(𝑡 ) }𝑡∈𝑇 )

)
−→ 𝑁 (𝐻).

Define new mappings F∪ and F∩ by

F∪ (𝑋) =

(
𝑇F1 (𝑋) ∨ 𝑇F2 (𝑋) , 𝐼F1 (𝑋) ∧ 𝐼F2 (𝑋) , 𝐹F1 (𝑋) ∨ 𝐹F2 (𝑋)

)
,

F∩ (𝑋) =

(
𝑇F1 (𝑋) ∧ 𝑇F2 (𝑋) , 𝐼F1 (𝑋) ∨ 𝐼F2 (𝑋) , 𝐹F1 (𝑋) ∧ 𝐹F2 (𝑋)

)
,

where∨ and∧ are pointwise max and min operators in [0, 1]. Then F∪ and F∩ are also Neutrosophic Forestsoft
Sets on 𝐻.

Proof. For each 𝑋 ⊆ Forest({𝐴(𝑡 ) }), we have F1 (𝑋),F2 (𝑋) ∈ 𝑁 (𝐻). So

𝑇F1 (𝑋) , 𝐼F1 (𝑋) , 𝐹F1 (𝑋) and 𝑇F2 (𝑋) , 𝐼F2 (𝑋) , 𝐹F2 (𝑋)

all lie in [0, 1]. Their pointwise max or min values remain in [0, 1]. Checking the sum condition

𝑇 + 𝐼 + 𝐹 ≤ 3

follows the same argument used in Theorem 3.4, showing that F∪ (𝑋) and F∩ (𝑋) are valid Neutrosophic Sets.
One can interpret F∪ and F∩ as “logical union” and “logical intersection” of the two Neutrosophic Forestsoft
Sets. □
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3.3 Neutrosophic ForestSoft Expert Set

The Neutrosophic ForestSoft Expert Set is a concept that combines the principles of the ForestSoft Set,
Neutrosophic Set, and Soft Expert Set. Its definition is provided below.

Definition 3.7 (Neutrosophic ForestSoft Expert Set (NFS-ES)). Let:

• 𝐻 ⊆ 𝑈 be a non-empty subset of a universe 𝑈.

• {Tree(𝐴(𝑡 ) )}𝑡∈𝑇 be an indexed family of trees (each a hierarchical attribute structure). Their disjoint
union is

Forest
(
{𝐴(𝑡 ) }𝑡∈𝑇

)
=

⊔
𝑡∈𝑇

Tree(𝐴(𝑡 ) ).

• 𝑋 be a set of experts.

• 𝑂 = {1, 0} a set of opinions, where 1 indicates agreement and 0 indicates disagreement.

Define
𝑍 = 𝑃

(
Forest({𝐴(𝑡 ) }𝑡∈𝑇 )

)
× 𝑋 × 𝑂.

A Neutrosophic ForestSoft Expert Set (NFS-ES) over 𝐻 is a pair
(
F, 𝑆

)
where 𝑆 ⊆ 𝑍 and

F : 𝑆 −→ 𝑁 (𝐻),

assigns to each
(
𝑌, 𝑥, 𝑜

)
∈ 𝑆 a Neutrosophic Set F(𝑌, 𝑥, 𝑜) on 𝐻. Concretely, for

F(𝑌, 𝑥, 𝑜) =
(
𝑇𝑌,𝑥,𝑜, 𝐼𝑌,𝑥,𝑜, 𝐹𝑌,𝑥,𝑜

)
,

we require
0 ≤ 𝑇𝑌,𝑥,𝑜 (ℎ) + 𝐼𝑌,𝑥,𝑜 (ℎ) + 𝐹𝑌,𝑥,𝑜 (ℎ) ≤ 3, ∀ ℎ ∈ 𝐻.

Remark 3.8. In words, for each:

• Subset 𝑌 ⊆ Forest({𝐴(𝑡 ) }) (possibly spanning multiple trees),

• Expert 𝑥 ∈ 𝑋 ,

• Opinion 𝑜 ∈ {1, 0},

the NFSES structure F(𝑌, 𝑥, 𝑜) returns a triple
(
𝑇, 𝐼, 𝐹

)
, describing the truth, indeterminacy, and falsity degrees

of every element ℎ ∈ 𝐻. This merges the multi-tree, multi-expert, and neutrosophic membership perspectives
into a single formalism.

Theorem 3.9 (Generalization of Neutrosophic TreeSoft Expert Set). A Neutrosophic ForestSoft Expert Set
(NFS-ES) generalizes the Neutrosophic TreeSoft Expert Set (NTSES). Specifically, if the forest consists of
|𝑇 | = 1 tree, then the NFS-ES is precisely an NTSES.

Proof. Suppose there is only a single tree Tree(𝐴(𝑡0 ) ). Then

Forest
(
{𝐴(𝑡0 ) }

)
= Tree(𝐴(𝑡0 ) ) ,

and
𝑍 = 𝑃

(
Forest({𝐴(𝑡0 ) })

)
× 𝑋 ×𝑂 = 𝑃

(
Tree(𝐴(𝑡0 ) )

)
× 𝑋 ×𝑂.

Hence a Neutrosophic ForestSoft Expert Set
(
F, 𝑆

)
is merely the assignment

F : 𝑆 −→ 𝑁 (𝐻),

where 𝑆 ⊆ 𝑃(Tree(𝐴(𝑡0 ) )) × 𝑋 ×𝑂. But this is exactly the definition of a Neutrosophic TreeSoft Expert Set in
NTSES. Therefore, NFS-ES reduces to NTSES when there is only one tree in the forest. □
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Theorem 3.10 (Generalization of ForestSoft Set). A Neutrosophic ForestSoft Expert Set generalizes the (clas-
sical) ForestSoft Set. If we trivialize the neutrosophic membership into crisp subsets (e.g., choose a threshold
𝛼 for truth and interpret “membership” above that threshold as 1, else 0), and collapse the expert-opinion
dimension, the structure becomes a standard ForestSoft Set.

Proof. Consider a Neutrosophic ForestSoft Expert Set
(
F, 𝑆

)
on Forest({𝐴(𝑡 ) }). If we fix a single expert

𝑥0 ∈ 𝑋 and a single opinion 𝑜0 ∈ 𝑂 = {1, 0}, then we only look at

𝑆′ = {(𝑌, 𝑥0, 𝑜0) | 𝑌 ⊆ Forest({𝐴(𝑡 ) })} ⊆ 𝑆.

For each𝑌 ⊆ Forest({𝐴(𝑡 ) }), F(𝑌, 𝑥0, 𝑜0) is a Neutrosophic Set
(
𝑇𝑌 , 𝐼𝑌 , 𝐹𝑌

)
. By imposing a crisping procedure

(e.g., “include ℎ if 𝑇𝑌 (ℎ) ≥ 𝛼 and 𝐹𝑌 (ℎ) ≤ 𝛾, etc.”), we get a subset of 𝐻. Concretely, define

F̃(𝑌 ) =
{
ℎ ∈ 𝐻 | 𝑇𝑌 (ℎ) ≥ 𝛼, 𝐼𝑌 (ℎ) ≤ 𝛽, 𝐹𝑌 (ℎ) ≤ 𝛾

}
,

for fixed thresholds 𝛼, 𝛽, 𝛾. Then F̃ : 𝑃(Forest({𝐴(𝑡 ) })) → 𝑃(𝐻) is precisely a ForestSoft Set, since each 𝑌

is mapped to a crisp subset of 𝐻. Thus, by ignoring additional experts/opinions and converting neutrosophic
degrees into classical membership, we recover a standard ForestSoft Set structure. □
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