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Some identities involving the Laguerre
polynomials 1

Tingting Wang

Department of Mathematics, Northwest University, Xi’an, Shaanxi, P.R.China

Abstract Orthogonal polynomials play a very important role in analysis, mainly because

functions belonging to very general classes can be expanded in series of orthogonal polyno-

mials. The main purpose of this paper is using the elementary method and the properties of

power series to study the calculating problem of one kind summation involving the Laguerre

polynomials, and give some interesting identities.

Keywords Laguerre polynomials, power series, generating function, elementary method,

orthogonal polynomials, identity.

§1. Introduction

For any real number x, the famous Laguerre polynomials Ln(x) are defined by the
coefficients of the power series expansion of the function 1

1−t
e−

xt
1−t . That is,

1
1− t

e−
xt

1−t =
∞∑

n=0

Ln(x)
n!

tn .

For example, the first several polynomials are: L0(x) = 1, L1(x) = −x+1, L2(x) = x2− 4x+
2, · · · . It is well known that Ln(x) is an orthogonal polynomial. And it play a very important
rule in the theories and applications of mathematics. So there are many people had studied its
properties, some results had related papers see references [2], [3], [4], [5] and [6].

In this paper, we shall study the calculating problem of the summation

∑
a1+a2+···+ak=n

La1(x) La2(x) · · ·Lak
(x)

a1! a2! · · · ak!
, (1)

and give some interesting calculating formula for it. About this problem, Professor Liu Duansen,
Li Chao, Yan Chundian [2] and [3] obtained some simple conclusions, but there exist many
calculating errors and typographical errors in their paper. In this paper, we consider the
integral calculating problem of (1), and give an exact calculating formula for it. That is, we
shall prove the following two conclusions:

Theorem 1. Let n and k are two positive integer with k ≥ 2, then we have the identity

∑
a1+a2+···+ak=n

La1(x) La2(x) · · ·Lak
(x)

a1! a2! · · · ak!
=

n∑
a=0


a + k − 2

a


 Ln−a(kx)

(n− a)!
,

1This work is supported by the Shaanxi Provincial Education Department Foundation 08JK433.
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where
∑

a1+a2+···+ak=n
denotes the summation over all nonnegative integers (a1, a2, · · · , ak) such

that a1 + a2 + · · ·+ ak = n.
Theorem 2. For any positive integer n, we have the identity

∑
a1+a2+···+ak=n

∫ ∞

0

La1(x) La2(x) · · ·Lak
(x)

a1! a2! · · · ak!
· e−x dx =

n∑
a=0

(−1)a(k − 1)a


n− a + k − 1

k − 1


 .

It is clear that our methods can also be used to deal with the other orthogonal polynomials,
such as the Legendre polynomials, the Chebyshev polynomials, Jacobi polynomials and the
Hermite polynomials, etc.

§2. Proof of the theorems

In this section, we shall use the elementary method and the properties of the power series
to prove our Theorems directly. First we prove Theorem 1. Let f(x, t) = 1

1−te
− xt

1−t , then from
the definition of partial derivative we have

∂f(kx, t)
∂x

=
(

1
1− t

e−
kxt
1−t

)′

= (−1)1
kt

(1− t)2
e−

kxt
1−t ,

∂2f(kx, t)
∂x2

=
(

1
1− t

e−
kxt
1−t

)′′

= (−1)2
k2t2

(1− t)3
e−

kxt
1−t ,

· · · · · · · · · · · · · · · · · ·

∂(k−1)f(kx, t)
∂xk−1

=
(

1
1− t

e−
kxt
1−t

)(k−1)

= (−1)k−1 kk−1tk−1

(1− t)k
e−

kxt
1−t . (2)

So from (2) and the generating function of the Laguerre polynomial Ln(x) we may get

∂(k−1)f(kx, t)
∂x(k−1)

= (−1)k−1kk−1 · tk−1

(1− t)k−1
· 1
1− t

e
− kxt

1−t

= (−1)k−1kk−1 tk−1

(1− t)k−1

∞∑
n=0

Ln(kx)
n!

tn. (3)

Note that the expansion of the power series

1
1− t

=
∞∑

n=0

tn

we have
(

1
1− t

)(k−2)

=
(k − 2)!

(1− t)k−1
=

∞∑
n=0

(n + k − 2) · · · (n + 1)tn
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or

1
(1− t)k−1

=
1

(k − 2)!

∞∑
n=0

(n + k − 2) · · · (n + 1)tn =
∞∑

n=0


n + k − 2

k − 2


 tn. (4)

Combining (3) and (4) we may get

∂(k−1)f(kx, t)
∂xk−1

= (−1)k−1kk−1tk−1




∞∑
n=0


n + k − 2

k − 2


 tn




( ∞∑
n=0

Ln(kx)
n!

tn

)

= (−1)k−1kk−1tk−1
∞∑

n=0


 ∑

a+b=n


a + k − 2

k − 2


 Lb(kx)

b!


 tn

= (−1)k−1kk−1tk−1
∞∑

n=0




n∑
a=0


a + k − 2

k − 2


 Ln−a(kx)

(n− a)!


 tn. (5)

On the other hand, from the generating function of Ln(x) and the properties of the power
series we also have

1
(1− t)k

e−
kxt
1−t =

( ∞∑
n=0

Ln(x)
n!

· tn
)k

=
∞∑

n=0

( ∑
a1+a2+···+ak=n

La1(x) La2(x) · · ·Lak
(x)

a1! a2! · · · ak!

)
tn. (6)

Combining (2), (5) and (6) we may get

∞∑
n=0




n∑
a=0


a + k − 2

k − 2


 Ln−a(kx)

(n− a)!


 tn =

∞∑
n=0

( ∑
a1+a2+···+ak=n

La1(x) La2(x) · · ·Lak
(x)

a1! a2! · · · ak!

)
tn. (7)

Then comparing the coefficients of tn in (7) we may immediately deduce the identity

∑
a1+a2+···+ak=n

La1(x) La2(x) · · ·Lak
(x)

a1! a2! · · · ak!
=

n∑
a=0


a + k − 2

a


 Ln−a(kx)

(n− a)!
.

This proves Theorem 1.
Now we prove Theorem 2. Multiplicative (6) by e−x and integral, we may get

∫ ∞

0

1
(1− t)k

e−
kxt
1−t · e−x dx

=
∞∑

n=0

( ∑
a1+a2+···+ak=n

∫ ∞

0

La1(x) La2(x) · · ·Lak
(x)

a1! a2! · · · ak!
· e−x dx

)
tn. (8)

Note that the integral
∫ ∞

0

1
(1− t)k

e−
kxt
1−t · e−x dx =

1
(1− t)k

∫ ∞

0

e−
kxt
1−t−x dx

=
1

(1− t)k

∫ ∞

0

e−x( kt
1−t +1) dx =

1
(1− t)k

· 1
1 + (k − 1)t

. (9)
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From the power series expansions of 1
(1−t)k · 1

1+(k−1)t we have

1
(1− t)k

· 1
1 + (k − 1)t

=




∞∑
n=0


n + k − 1

k − 1


 tn




( ∞∑
n=0

(−1)n(k − 1)ntn

)

=
∞∑

n=0




n∑
a=0

(−1)a(k − 1)a


n− a + k − 1

k − 1





 tn. (10)

Combining (8), (9) and (10), and comparing the coefficients of tn we may get

∑
a1+a2+···+ak=n

∫ ∞

0

La1(x) La2(x) · · ·Lak
(x)

a1! a2! · · · ak!
· e−x dx =

n∑
a=0

(−1)a(k − 1)a


n− a + k − 1

k − 1


 .

This completes the proof of Theorem 2.
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Elementary methods for solving equations of the
third degree and fourth degree

Fatmir M. Shatri

Department of Mathematics, University of Prishtina, Kosova
E-mail: fushashkencore@gmail.com

Abstract In this paper we will establish some new methods for solving third and fourth

degree equations.

Keywords Cardano method, Ferrari method, equation.

§1. Introduction

In this paper, using new transformations, we will introduce new elementary methods for
solving third and fourth degree equations, which essentially differ from Cardano’s method and
Ferrari’s method. We will present the importance of these transformations through some ex-
amples.

§2. Equations of the third degree

Let
x3 + px2 + qx + r = 0 (2.1)

be an equation of the third degree. Usually, it is solved by the means of Cardano’s method.
Let us start from the following definition:

Definition 1. The equation of form

X3 + a = 0 (2.2)

is called binomial equation of the third degree.
The following theorem gives the condition to be satisfied by the coefficients of equation

(2.1) in order that (2.1) becomes in the form (2.2).
Theorem 2. Necessary and sufficient condition in order that equation (2.1) be an equation

of form (2.2) is that its coefficients satisfy the condition

p2 − 3q = 0. (2.3)

Proof of Theorem 2. (Necessary Condition) Substituting x = m + y, in equation (2.1),
where y is a new variable, we have

y3 + (3m + p)y2 + (3m2 + 2pm + q)y + m3 + pm2 + qm + r = 0. (2.4)
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In order that equation (2.4) be a binomial equation of y, it is necessary that its coefficients
satisfy conditions

3m + p = 0, 3m2 + 2pm + q = 0. (2.5)

From the first equation of (2.5) we have

m = −p

3
. (2.6)

Substituting the value of m from (2.6) in the second equation of (2.5) we obtain condition (2.3).
(Sufficient Condition). Let the coefficients of equation (2.1) satisfy condition (2.3). Then

for equation (2.1) we have

x3 + px2 +
p2

3
x + r = 0. (2.7)

Substituting x = y − p

3
in equation (2.7), where y is a new variable, we obtain

y3 + r − p3

27
= 0 (2.8)

which is an equation of form (2.2) of y. This completes the proof.
Now the question is whether every equation of the form (2.1) can be transformed into

equation of the form (2.2). This is ensured by the following Theorem.
Theorem 3. Every equation of the form (2.1) can be transformed to the form (2.2).
Proof of Theorem 3. If the coefficients of the equation (2.1) satisfy the condition (2.3)

then by substitution x = y − p

3
, where y is a new unknown, the equation (2.1) is transformed

into (2.8), which presents equation on y of type (2.2).
If the coefficients of equation (2.1) do not satisfy in a direct way the condition (2.3), then in

order to show that they also can be brought to the form (2.2), one should begin from equation
(2.4).

Substituting y =
1
t

in the equation (2.4), we obtain

1
t3

+ (3m + p)
1
t2

+ (3m2 + 2pm + q)
1
t

+ m3 + pm2 + qm + r = 0

hence, multiplying the last equation by t3, we have

(m3 + pm2 + qm + r)t3 + (3m2 + 2pm + q)t2 + (3m + p)t + 1 = 0. (2.9)

Thus, dividing the equation (2.9) by the leading coefficient, we have

t3 +
3m2 + 2pm + q

m3 + pm2 + qm + r
t2 +

3m + p

m3pm2 + qm + r
t +

1
m3 + pm2 + qm + r

= 0. (2.10)

We determine the parameter m such that the coefficients of the equation (2.10) satisfy the
condition (2.3). Hence

( 3m2 + 2pm + q

m3 + pm2 + qm + r

)2

− 3
3m + p

m3 + pm2 + qm + r
= 0

implying
(p2 − 3q)m2 + (pq − 9r)m + q2 − 3pr = 0. (2.11)
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Equation (2.11) is a quadratic equation of the variable m. Considering Theorem 1, its
solution transforms equation (1.10) to an equation of form (2.2) of the variable t. Equation
(2.10) is obtained from equation (2.1) by the substitution x = m + 1

t . The proof is completed.
Theorem 2 implies the following method of solving equation (2.1).
If equation (2.1) does not satisfy condition (2.3), then it is transformed first to form (2.10)

by the substitution x = m +
1
t
. The parameter m is determined such that the coefficients of

equation (2.10) satisfy condition (2.3). Thus equation (2.11) of m is obtained (the quadratic
resolvent of equation (1.1)). A value of m is then substituted in (2.10), which yields an equation

of form (2.7) of t. Substituting t = z − P

3
in equation (2.10), it is transformed to an equation

of form (2.8) of z, namely

z3 + R− P 3

27
= 0 (2.12)

where

P =
3m2 + 2pm + q

m3 + pm2 + qm + r
,Q =

3m + p

m3 + pm2 + qm + r
,R =

1
m3 + pm2 + qm + r

.

Equation (2.12) is then solved. Put a = R− P 3

27
, by (2.12) we have

(z + 3
√

a)(z2 − z · 3
√

a + 3
√

a2) = 0. (2.13)

Hence

z1 = − 3
√

a, z2 =
3
√

a

2
+

3
√

a · √3
2

i, z3 =
3
√

a

2
−

3
√

a · √3
2

i (2.14)

From (2.14) we derive

t1 = z1 − P

3
, t2 = z2 − P

3
, t3 = z3 − P

3
(2.15)

hence, from (2.15) we obtain

x1 = m +
1
t1

, x2 = m +
1
t2

, x3 = m +
1
t3

. (2.16)

Finally, (2.16) are the solutions of equation (1.1).
Example 4. Let us solve the equation

x3 − 3x2 + 3x + 8 = 0.

The coefficients are p = −3, q = 3 and r = 8. Obviously, condition (2.3) is satisfied. Substitut-
ing x = y − p

3
, the equation is transformed to form (2.8), that is

y3 + 9 = 0.

The solutions of last equation are

y1 = − 3
√

9, y2 =
3
√

9
2

+
3 3
√

6
2

i, y3 =
3
√

9
2
− 3 3

√
6

2
i
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Substituting the values of y1, y2 and y3 in x = y + 1, we have

x1 = − 3
√

9 + 1, x2 =
2 + 3

√
9

2
+

3 3
√

6
2

i, x3 =
2 + 3

√
9

2
− 3 3

√
6

2
i

which are the required solutions.
Example 5. Let us solve the equation

15x3 + 30x2 + 15x + 4 = 0.

Dividing the equation by the leading coefficient, we have

x3 + 2x2 + x +
4
15

= 0. (2.17)

The coefficients of equation (2.17) are p = 2, q = 1 and r =
15
4

. Obviously, condition (2.3)
is not satisfied. Substituting x = m + y, the equation is transformed to form (2.4), namely

y3 + (3m + 2)y2 + (3m2 + 4m + 1)y + m3 + 2m2 + m +
4
15

= 0. (2.18)

Substituting y = 1
t in equation (2.18), we have

1
t3

+ (3m + 2)
1
t2

+ (3m2 + 4m + 1)
1
t

+ m3 + 2m2 + m +
4
15

= 0. (2.19)

Multiplying equation (2.19) by t3, we obtain

(m3 + 2m2 + m +
4
15

)t3 + (3m2 + 4m + 1)t2 + (3m + 2)t + 1 = 0. (2.20)

Dividing equation (2.20) by the leading coefficient, we have

t3 +
3m2 + 4m + 1

m3 + 2m2 + m + 4
15

t2 +
3m + 2

m3 + 2m2 + m + 4
15

t +
1

m3 + 2m2 + m + 4
15

= 0. (2.21)

We calculate the value of parameter m in order that the coefficients of equation (2.21)
satisfy condition (2.3). Thus

m2 − 2
5
m− 3

5
= 0. (2.22)

The solutions of equation are m1 = 1 and m2 = −3
5
. We substitute m = 1 in equation

(2.21), and obtain

t3 +
15
8

t2 +
75
64

t +
15
64

= 0. (2.23)

The coefficients of equation (2.23) satisfy condition (2.3), and substituting t = z − 5
8
, we

have
z3 − 5

512
= 0 (2.24)

The solutions of equation (2.24) are

z1 =
3
√

5
8

, z2 = −
3
√

5
16

+
3
√

5
√

3
16

i, z3 = −
3
√

5
16

−
3
√

5
√

3
16

i.
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Substituting the values of z1, z2 and z3 in t = z − 5
8
, we have

t1 =
3
√

5− 5
8

, t2 = −
3
√

5 + 10
16

+
3
√

5
√

3
16

i, t3 = −
3
√

5 + 10
16

−
3
√

5
√

3
16

i.

and hence, considering that m = 1 and x = m +
1
t
, we obtain

x1 =
3
√

5 + 3
3
√

5− 5
, x2 =

6− 3
√

5 + i 3
√

5
√

3
−( 3
√

5 + 10) + i 3
√

5
√

3
, x3 =

3
√

5− 6 + i 3
√

5
√

3
3
√

5 + 10 + i 3
√

5
√

3

which are the solutions of equation (2.17).

§3. Equations of fourth degree

Let
x4 + px3 + qx2 + rx + s = 0 (3.1)

be an equation of the fourth degree.
There are three methods known for its solution. These are

1) Ferrari’s method,
2) Euler’s method, and
3) Descartes’ method
In this paper, we introduce a new elementary method solving equation (3.1). Let us start from
the symmetrical form of equation (3.1), namely

(
x +

a

x

)2

+ b ·
(
x +

a

x

)
+ c = 0 (3.2)

where a, b, c are arbitrary coefficients with a 6= 0, b 6= 0.
Equation (3.2) can be rearranged in form

x4 + bx3 + (2a + c)x2 + abx + a2 = 0. (3.3)

In order to establish the conditions to be satisfied by the coefficients of equation (3.1) so
that (3.1) can be transformed to the form (3.2), comparing the left sides of equations (3.1) and
(3.3), we obtain

b = p, 2a + c = q, ab = r, a2 = s. (3.4)

Finding a, b and c from equations (3.4), we have

a =
r

p
, b = p, c =

pq − 2r

p
(3.5)

and the following condition
r2 − sp2 = 0. (3.6)

Obviously, assuming p 6= 0, (3.6) is necessary and sufficient condition for equation (3.1) to
be transformed to form (3.2). The following Theorem proofs that every equation (3.1) can be
brought to form (3.2).
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Theorem 6. Every equation of the form (3.1) can be transformed to the form (3.2).
Proof of Theorem 6. Let us assume that coefficients of the following equation

x4 + Px3 + Qx2 + Rx + S = 0 (3.7)

do not satisfy condition (3.6).
Substituting in equation (3.7), we obtain

y4+(4m+P )y3+(6m2+3mP+Q)y2+(4m3+3Pm2+2Qm+R)y+m4+Pm3+Qm2+Rm+S = 0.

(3.8)
We determine the parameter m such that the coefficients of equation (3.8) satisfy the

condition (3.6). Hence

(4m3 + 3Pm2 + 2Qm + r)2 − (m4 + Pm3 + Qm2 + Rm + S)(4m + P )2 = 0

implying

(P 3−4PQ+8R)m3+(P 2Q−4Q2+2PR+16S)m2+(RP 2+8PS−4QR)m+SP 2−R2 = 0. (3.9)

Equation (3.7) is a cubic equation of the variable m. Its solution transforms equation (3.8)
to an equation of symmetrical form (3.2) of the variable y. The proof is completed.

Theorem 6 implies the following method of solving equation (3.1):
If equation (3.7) does not satisfy condition (3.6), then it is transformed first to form (3.8)

by the substitution x = m + y. The parameter m is determined such that the coefficients of
equation (3.8) satisfy condition (3.8). Thus equation (3.9) of m is obtained (the cubic resolvent
of equation (3.1) ). A value of m is then substituted in (3.8), which yields an equation of form
(3.3) of y. Considering (4.5), we calculate the values of a, b and c, and thus obtain an equation
of form

(
y +

a

y

)2

+ b ·
(
y +

a

y

)
+ c = 0 (3.10)

Substituting
y +

a

y
= t (3.11)

in equation (3.10) we have
t2 + bt + c = 0. (3.12)

For two values of t in (3.12) we obtain four values of y in (3.11), and substituting them in
x = m + y, we obtain

x1 = m + y1, x2 = m + y2, x3 = m + y3, x4 = m + y4. (3.13)

Finally, (3.13) are the solutions of equation (3.7).
Remark 1. When p = 0 after elementary transformations x = y + m the equation is

transformed to the case (3.1), which can be solved, using previous theorem.
Remark 2. This method is especially efficient when all the coefficients of equation (2.1)

are non-zero.



Vol. 5 Elementary methods for solving equations of the third degree and fourth degree 11

Remark 3. If in resolvent (3.9) holds P 3 − 4PQ + 8R = 0, then (3.9) is a quadratic
equation with two equal real roots. For these values of m, (3.8) is a biquadratic equation of y,
namely

y4 + αy2 + β = 0.

Example 7. Let us solve the equation

x4 + x3 + 2x2 − 5x + 1 = 0

The coefficients are p = 5, q = 2, r = −5 and s = 1.Obviously, condition (3.6) is satisfied. By
(5) we have a = −1, b = 5 and c = 4. Substituting the values of a, b and c in (2.2), we obtain

(
x− 1

x

)2

+ 5 ·
(
x− 1

x

)
+ 4 = 0 (3.14)

Substituting x− 1
x = t in equation (3.14), we have

t2 + 5t + 4 = 0 (3.15)

and
x2 − tx− 1 = 0 (3.16)

The solutions of equation (3.15) are t1 = −1 and t2 = −4. Substituting these values in (3.16),
we have

x2 + x− 1 = 0 (3.17)

and
x2 + 4x− 1 = 0. (3.18)

The solutions of equation (3.17) are x1 =
−1 +

√
5

2
and x2 = −1 +

√
5

2
and solutions of

(3.18) are x3 = −2 +
√

5, x4 = −2−
√

5.
The values x1, x2, x3 and x4 are the required solutions.
Example 8. Let us solve the equation

x4 − 4x2 + 16x + 32 = 0.

The coefficients of this equation are p = 0, q = −4, r = 16, s = 32. Obviously, condition (3.6) is
not satisfied. Substituting x = m + y, the equation is transformed to form (3.8), namely

y4 + 4my3 + (6m2 − 4)y2 + (4m3 − 8m + 16)y + m4 − 4m2 + 16m + 32 = 0. (3.19)

We calculate the value of parameter m in order that the coefficients of equation (3.19)
satisfy condition (3.6). Thus

3m3 + 7m2 + 4m− 4 = 0. (3.20)

The solutions of equation (3.20) are m1,2 = −2,m3 =
1
2
. We substitute the value m =

1
2

in equation (3.19), and obtain

y4 + 2y3 − 5
2
y2 +

25
2

y +
625
16

= 0. (3.21)
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The coefficients of equation (3.21) satisfy condition (3.6), and by (3.5) we have a =
25
4

, b =
2, c = −15, which values we substitute in (3.7), obtaining

(
y +

25
4y

)2

+ 2 ·
(
y +

25
4y

)
− 15 = 0. (3.22)

By (3.8) and (3.9) we have

y +
25
4y

= t (3.23)

and
t2 + 2t− 15 = 0. (3.24)

From (3.23) we obtain the following equation

4y2 − 4ty + 25 = 0. (3.25)

The solutions of equation (3.24) are t1 = 3, t2 = −5. . Substituting these values of the
variable t in (3.22), we have the following equations

4y2 − 12y + 25 = 0 (3.26)

and
4y2 + 20y + 25 = 0 (3.27)

The solutions of equation (3.26) are y1 =
3
2

+ 2i, y2 =
3
2
− 2i, and those of (3.27) are

y3 = y4 = −5
2
. Substituting these values of y in (3.10), we obtain x1,2 = 2± 2i, x3,4 = −2.

Remark 4. We can see that this equation has two solutions identical with these of resolvent
(3.20). Of course, we could have solve this equation by dividing with (x+2)(x+2) = x2+4x+4,
i.e by factoring.

Example 9. Let us find the solutions of the equation

x4 + 2x3 + 3x2 + 2x− 6 = 0.

The coefficients of this equation are p = 2, q = 3, r = 2, s = −6. Obviously, condition (3.6)
is not satisfied. Substituting x = m + y, the equation is transformed to form (3.8), that is

y4+(4m+2)y3+(6m2+6m+3)y2+(4m3+6m2+6m+2)y+m4+2m3+3m2+2m−6 = 0. (3.28)

We calculate the value of parameter m in order that the coefficients of equation (3.25)
satisfy condition (3.6). Whence

4m2 + 4m + 1 = 0.

This equation has two equal real solutions m = −1
2
. As we noted before, for the value

equation (3.28) is transformed to a biquadratic equation of y, namely

y4 +
3
2
y2 − 103

16
= 0. (3.29)
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Substituting y2 = t in equation (3.29), we have

t2 +
3
2
t− 103

16
= 0. (3.30)

The solutions of equation (3.30) are

t1 = −3
4

+
√

7, t2 = −
(3

4
+
√

7
)
.

Substituting these values of t1, t2 in y2 = t, we have

y2 = −3
4

+
√

7 (3.31)

and
y2 = −

(3
4

+
√

7
)

(3.32)

By (3.31) and (3.32) we have

y1 =

√
−3

4
+
√

7, y2 = −
√
−3

4
+
√

7, y3 = i

√
3
4

+
√

7, y4 = −i

√
3
4

+
√

7.

Substituting these values of y1, y2, y3, y4 and m in x = m + y, we obtain

x1 = −1
2

+

√
−3

4
+
√

7, x2 = −1
2
−

√
−3

4
+
√

7,

x3 = −1
2

+ i

√
3
4

+
√

7, x4 = −1
2
− i

√
3
4

+
√

7,

which are the required solutions.
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Abstract An integer a is called regular (mod n) if there is an integer x such that a2x ≡ a(mod

n). Let %(n) denote the number of regular integers a(mod n) such that 1 ≤ a ≤ n, φ(n) is

the Euler function. In this paper we investigate the mean value of the function ( %(n)
φ(n)

)r, where

r ≥ 1 is a fixed integer.

Keywords Regular integers (mod n), Euler’s function, average order, convolution method,

Euler product.

§1. Introduction

Let n > 1 be an integer. Consider the integers a for which there exists an integer x such
that a2x ≡ a(mod n). Properties of these integers were investigated by J. Morgado [1], [2], who
called them regular (mod n).

Let Regn = {a : 1 ≤ a ≤ n, a is regular (mod n)} and let %(n) = ]Regn denote the
number of regular integers a (mod n) such that 1 ≤ a ≤ n. This function is multiplicative
and %(pv) = φ(pv) + 1 = pv − pv−1 + 1 for every prime power pv(v ≥ 1), where φ is the Euler
function.

László Tóth [3] proved that

∑

n≤x

%(n)
φ(n)

= Bx + O(log2 x), (1.1)

where B = π2

6 ≈ 1.6449.

Let r ≥ 1 be a fixed integer. The aim of the short paper is to establish the following
asymptotic formula for the mean value of the function

(
%(n)
φ(n)

)r

, which generalizes (1.1).

Theorem. Suppose r ≥ 1 is a fixed integer, then

∑

n≤x

(
%(n)
φ(n)

)r

= Crx + O(log2r x), (1.2)

where Cr is a constant.

1This work is supported by National Natural Science Foundation of China (Grant No. 10771127) and

Mathematical Tianyuan Foundation (Grant No. 10826028).
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§2. Proof of the theorem

In order to prove our theorem, we need the following Lemmas, which can be found in Ivić
[4]. From now on, suppose ζ(s) denotes the Riemann-zeta function.

Lemma 1. Suppose t ≥ 2, then uniformly for σ we have

ζ(σ + it) ¿





1 for σ ≥ 2,

log t for 1 ≤ σ ≤ 2,

t(1−σ)/2 log t for 0 ≤ σ ≤ 1,

ζ−1(σ + it) ¿




1 for σ ≥ 2,

log t for 1 ≤ σ ≤ 2.

Lemma 2. There exists an absolute constant c > 0 such that ζ(s) 6= 0 for σ > 1 −
c/ log(|t|+ 2).

Proof of the Theorem.
Let f(s) :=

∑∞
n=1

(
%(n)
φ(n) )

r

ns , Res > 1. It is easy to see that ( %(n)
φ(n) )

r is multiplicative, so by
the Euler product formula, for Res > 1 we have

f(s) =
∏
p

(1 +
( %(p)

φ(p) )
r

ps
+

( %(p2)
φ(p2) )

r

p2s
+ · · · )

=
∏
p

(1 +
(1 + 1

p−1 )r

ps
+

(1 + 1
p2−p )r

p2s
+ · · · )

=
∏
p

(1 +
(1 + 1

p (1 + 1
p + · · · ))r

ps
+

(1 + 1
p2 (1 + 1

p + · · · ))r

p2s
+ · · · )

=
∏
p

(1 +
1
ps

+
r
p (1 + 1

p + · · · )
ps

+ · · ·+ 1
p2s

+
r
p2 (1 + 1

p + · · · )
p2s

+ · · · )

= ζ(s)
∏
p

(1− 1
ps

)(1 +
1
ps

+
r
p (1 + 1

p + · · · )
ps

+ · · ·

+
1

p2s
+

r
p2 (1 + 1

p + · · · )
p2s

+ · · · )

= ζ(s)
∏
p

(1 +
r

ps+1
+

r

ps+2
+ · · · − r

p2s+1
− r

p2s+2
− · · · )

= ζ(s)ζr(s + 1)
∏
p

(1− 1
ps+1

)r(1 +
r

ps+1
+

r

ps+2
+ · · · − r

p2s+1
− · · · )

= ζ(s)ζr(s + 1)
∏
p

(1− r

p2s+1
+

r

ps+2
− · · · )

=
ζ(s)ζr(s + 1)
ζr(2s + 1)

∏
p

(1− p−2s−1)−r(1− r

p2s+1
+

r

ps+2
− · · · )

=
ζ(s)ζr(s + 1)
ζr(2s + 1)

∏
p

(1 +
r

ps+2
+ · · · ). (1)
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Write
V (s, r) =:

∏
p

(1 +
r

ps+2
+ · · · ), Res > 1.

It is easy to check that the Dirichlet series
∑∞

n=1
v(n)
ns is absolutely convergent for Res ≥ − 1

10 .
So we have ∑

n≤x

|v(n)| ¿ 1,
∑

n≤x

|v(n)|n 1
10 ¿ xε, (2)

where ε is a small positive real number.
Let ζr(s+1)

ζr(2s+1) =
∑∞

l=1
br(l)

ls , then according to the Dirichlet convolution, we obtain

∑

n≤x

(
%(n)
φ(n)

)r =
∑

mkl≤x

br(l)v(k)

=
∑

k≤x

v(k)
∑

l≤x/k

br(l)
∑

m≤x/kl

1

=
∑

k≤x

v(k)
∑

l≤x/k

br(l)(
x

kl
+ O(1))

= x
∑

k≤x

v(k)
k

∑

l≤x/k

br(l)
l

+ O(
∑

k≤x

|v(k)|
∑

l≤x/k

|br(l)|). (3)

So the problem now is reduced to compute
∑

l≤x br(l) and
∑

l≤x |br(l)|.
Similar to the proof of the prime number theorem, with the help of Lemma 1, Lemma 2

and Perron’s formula we get
∑

l≤x

br(l) = 1 + O(e−C
√

log x), (4)

where C > 0 is some positive constant. We omit the proof of (4). By the partial summation,
we get from (4) that

∑

l>x

br(l)
l

¿ x−1, (5)

∑

l≤x

br(l)
l

=
∞∑

l=1

br(l)
l

−
∑

l>x

br(l)
l

= C1 + O(x−1). (6)

Now we go on to bound the sum
∑

l≤x |br(l)|. Since for Res > 1,

∞∑

l=1

br(l)
ls

=
ζr(s + 1)
ζr(2s + 1)

=
∞∑

m=1

dr(m)
ms+1

∞∑
n=1

µr(n)
n2s+1

=
∑
m,n

dr(m)µr(n)
(mn2)smn

,

where dr(m) =
∑

m=m1···mr
1, µr(n) =

∑
n=n1···nr

µ(n1) · · ·µ(nr), we obtain

br(l) =
∑

l=mn2

dr(m)µr(n)
mn

.
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So
|br(l)| ≤

∑

l=mn2

dr(m)dr(n)
mn

,

which combining the well-known estimate
∑

n≤x

dr(m) ¿ x logr−1 x

gives ∑

l≤x

|br(l)| ¿ log2r x. (7)

From (3)-(7), we obtain

∑

n≤x

(
%(n)
φ(n)

)r = C1x
∑

k≤x

v(k)
k

+ O(
∑

k≤x

|v(k)|+
∑

k≤x

|v(k)| log2r x

k
)

= C1x
∞∑

k=1

v(k)
k

+ O(x
∑

k>x

|v(k)|
k

+
∑

k≤x

|v(k)|

+
∑

k≤x

|v(k)| log2r x

k
)

= Crx + O(log2r x) (8)

by recalling (2), where Cr = C1

∑∞
k=1

v(k)
k is a constant.

So our proof of the theorem is completed.
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[1] J. Morgado, Inteiros regulares módulo n, Gazeta de Matematica (Lisboa), 33(1972),
No. 125-128, 1-5.

[2] J. Morgado, A property of the Euler ϕ-function concerning the integers which are regular
modela n, Portugal. Math., 33(1974), 185-191.
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Abstract The homothetic motion in 2-dimensional Euclidean space E2, the relation between

the velocities of this motion and geometric results for the pole curves were studied in ref [1].

In this paper a canonical relative system of any plane with respect to other planes are given.

Therefore in a homothetic motion E/E′, Euler-Savary formula giving the relation between

the curvature of trajectory curves drawn in the fixed plane E′ by the points of the moving

plane E is obtained. In the special case of homothetic scale h identically equal to 1, we get

the Euler-Savary formula which was given by Muller [5]. Finally some geometrical results are

reached using Euler-Savary formula.

Keywords Euler-Savary formula, homothetic motion, kinematics.

§1. Introduction

This study deals with instantaneous geometric plane kinematics. Which is the study, for
a certain instant during a continuous motion, of the differential geometric properties? So if we
are interested in, for instance, the path of a point we study its tangent, its curvature, and so
on. The best way to deal with this subject analytically is to introduce canonical coordinate
systems and to make use of the concept of instantaneous invariants. The circumstance of the
motion being restricted to a plane simplifies considerably the general theory.

To investigate to geometry of the motion of a line or a point in the motion of plane is
important in the study of planar kinematics or planar mechanisms or in physics. The geometry
of such a motion of a point or a line has a number of applications in geometric modeling
and model-based manufacturing of the mechanical products or in the design of robotic motions.
These are specifically used to generate geometric models of shell-type objects and thick surfaces,
[2]-[4].

Muller considered one and two parameter planar motions and gave the relation ~Va = ~Vf +~Vr

between these motions’ absolute, sliding and relative velocities [5]. Mathematicians had worked
widely the curvature problems in the planar motion in the 18th and 19th centuries. At the
end of these works the radius of the arc’s curvature was calculated by using the Euler-Savary
formula (

1
a′
− 1

a

)
sinα =

1
r′
− 1

r
=

dθ

ds
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where the quantities of r and r′ denotes the radii of the pole curves (P ) and (P ′), whereas
ds stands for the arc element of the pole curve, dθ is the infinitesimal rotation angle of the
motion. Furthermore a and a′ are the distances from the points X and X ′ to rotation pole P ,
respectively, [5].

The Euler-Savary theorem is a well-known theorem and studied systematically in two and
three dimensional Euclidean space E2 and E3 by [5]-[9]. This theorem is used in serious fields of
study in engineering and mathematics. For each mechanism type a simple graphical procedure
is outlined to determine the circles of inflections and cusps, which are useful to compute the
curvature of any point of the mobile plane through the Euler-Savary equation.

Let the coordinate systems of moving plane E and fixed plane E′ be {O;~e1, ~e2} and
{O′;~e′1, ~e′2}, respectively. In this case a one-parameter homothetic motion in 2-dimensional
Euclidean plane defined by transformation [10]

~x′ = h~x− ~u. (1)

In this equation h is homothetic scale and the vector
−−→
OO′ = ~u is a vector connecting the initial

point of the systems and the vectors ~X, ~X ′ denote the position vector for the point X ∈ E

with respect to moving and fixed systems, respectively. In addition the relation between the
absolute, sliding and relative velocities for one-parameter homothetic motion was expressed by
the relation ~Va = ~Vf + h~Vr, [10].

In this work we have defined canonical relative system of one-parameter planar homothetic
motion. With the aid of this system we have obtained the Euler-Savary formula giving the
relation between the curvature for the trajectory curves drawn by the points of moving plane E

in fixed plane E′ in one parameter planar homothetic motion E/E′. Finally we have obtained
some geometrical results using Euler-Savary formula.

§2. Moving coordinate systems and theirs velocities

Let E1 and E be moving planes and E′ be a fixed plane. The perpendicular coordinate
systems of the planes E1, E and E′ are {B;~a1,~a2}, {O;~e1, ~e2} and {O′;~e′1, ~e′2}, respectively.
Therefore, in one-parameter homothetic motion of E1 with respect to E the following relations
are hold

~a1 = cos θ~e1 + sin θ~e2,

~a2 = − sin θ~e1 + cos θ~e2,
(2)

and −−→
OB = ~b = b1~a1 + b2~a2, (3)

where θ denotes the rotation angle of motion [1]. Similarly, in the one parameter homothetic
motion of E1 with respect to E′, the following relations are also

~a1 = cos θ′~e′1 + sin θ′~e′2,

~a2 = − sin θ′~e′1 + cos θ′~e′2,
(4)

and −−→
O′B = ~b′ = b′1~a1 + b′2~a2, (5)
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where θ′ is angle of the motion [1]. From the equations (2)-(3) and (4)-(5) the differential
equations for the motions E1/E and E1/E

′ are as follows, respectively [1]

d~a1 = dθ~a2, d~a2 = −dθ~a1, d~b = (db1 − b2dθ)~a1 + (db2 + b1dθ)~a2

and
d′~a1 = dθ′~a2, d′~a2 = −dθ′~a1, d′~b′ = (db′1 − b′2dθ′)~a1 + (db′2 + b′1dθ′)~a2.

If one chooses
dθ = λ, dθ′ = λ′,

db1 − b2dθ = σ1, db2 − b1dθ = σ2,

db′1 − b′2dθ′ = σ′1, db′2 − b′1dθ′ = σ′2,

then the differential equations for E1/E and E1/E
′ become

d~a1 = λ~a2, d~a2 = −λ~a1, d~b = σ1~a1 + σ2~a2 (6)

and
d′~a1 = λ′~a2, d′~a2 = −λ′~a1, d′~b = σ′1~a1 + σ′2~a2 (7)

respectively. Here the quantities σj , σ′j , λ and λ′ are called Pfaffian forms of the motion [1].
For the point X with the coordinates of x1 and x2 in the plane E1 the following equations

are hold −−→
BX = x1~a1 + x2~a2

~x = (hx1 + b1)~a1 + (hx2 + b2)~a2

~x′ = (hx1 + b′1)~a1 + (hx2 + b′2)~a2.

(8)

Thus one obtains

d~x = (dhx1 + hdx1 + σ1 − hx2λ)~a1 + (dhx2 + hdx2 + σ2 + hx1λ)~a2 (9)

d′~x = (dhx1 + hdx1 + σ′1 − hx2λ
′)~a1 + (dhx2 + hdx2 + σ′2 + hx1λ

′)~a2 (10)

where ~Vr = d~x
dt and ~Va = d′~x

dt are called relative and absolute velocities [1]. From equations (9)
and (10) the condition for the point X to be fixed in the planes E and E′ was written to be

hdx1 = −dhx1 − σ1 + hx2λ

hdx2 = −dhx2 − σ2 + hx1λ
(11)

and
hdx1 = −dhx1 − σ′1 + hx2λ

′

hdx2 = −dhx2 − σ′2 + hx1λ
′

(12)

respectively. Substituting equation (1) into equation (10) one reaches the sliding velocity ~Vf =
df~x
dt to be

df~x = [(σ′1 − σ1)− hx2 (λ′ − λ)]~a1 + [(σ′2 − σ2) + hx1 (λ′ − λ)]~a2 (13)

Therefore the pole point P = (p1, p2) of the motion is, [1].

x1 = p1 = − σ′2−σ2
h(λ′−λ) , x2 = p2 = σ′1−σ1

h(λ′−λ)
(14)
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§3. Canonical relative system and Euler-Savary formula

Now we choose the relative system {B;~a1,~a2} proving the following conditions:
(i) Let the initial B of the system coincides with the instantaneous rotation P , i.e. B = P .
(ii) Let the axis {B;~a1} coincides with the tangent of the pole, i.e. with the common

tangent of the pole curves (P ), (P ′). (see figure 1).

Therefore, from the condition (i) we see that the coordinates of the rotation pole are
p1 = p2 = 0. Thus, from equation (14) we reach that σ1 = σ′1 and σ2 = σ′2. From these results
we reach that

d~b = d~p = σ1~a1 + σ2~a2 = d′~p = d′~b.

We have, therefore, given the tangent of the pole and constructed the rolling for the pole curves
(P ) and (P ′). If we consider condition (ii), then we see that σ2 = σ′2 = 0. With the help of
equations (6) and (7) we get the following equations for the differential equations related to the
canonical relative system {P ;~a1,~a2} of the plane denoted by E1p

d~a1 = λ~a2, d~a2 = −λ~a1, d~p = σ~a1 (15)

and

d′~a1 = λ′~a2, d′~a2 = −λ′~a1, d′~p = σ~a1 (16)

where we have chosen σ1 = σ′1 = σ for brevity. In the last equations σ = ds is the scalar arc
element for (P ) and (P ′); λ is cotangent angle, i.e. the angle between two neighboring tangents
of (P ). Thus, the curvature of pole (P ) at the point P is λ

σ = dθ
ds . Similarly, λ′, cotangent angle

of (P ′) and the curvature of pole curve (P ′) at the point (P ) is λ′
σ = dθ′

ds .
Therefore, r = σ

λ and r′ = σ
λ′ indicate the curvature radii for the pole curves (P ) and (P ′),

respectively.
Moving plane E rotates the infinitesimal instantaneous angle of dΦ = λ′ − λ around the

rotation pole P within the time scale dt with respect to fixed plane E′. Therefore, the angular
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velocity of rotational motion of E with respect to E′ becomes

λ′ − λ

dt
=

dΦ
dt

= Φ̇.

Let us suppose that the direction of the unit tangent vector ~a1 is same as direction of pole
curves (P ) and (P ′)

(
i.e.ds

dt > 0
)
. In this case curvature radii become r > 0 and r′ > 0.

Now, we search the velocity of point X with the coordinates x1 and x2 with respect to
canonical relative system. Considering equations (9) and (10) we write

d~x = (dhx1 + hdx1 + σ − hx2λ)~a1 + (dhx2 + hdx2 + hx1λ)~a2 (17)

d′~x = (dhx1 + hdx1 + σ − hx2λ
′)~a1 + (dhx2 + hdx2 + hx1λ

′)~a2. (18)

Therefore the condition for X to be fixed in E is

hdx1 = −dhx1 − σ + hx2λ

hdx2 = −dhx2 + hx1λ
(19)

whereas in E′ it is
hdx1 = −dhx1 − σ + hx2λ

′

hdx2 = −dhx2 + hx1λ
′.

(20)

From these considerations we reach that the sliding velocity ~Vf of the motion is

df~x = h (−x2~a1 + x1~a2) (λ′ − λ) .

Let us consider a point X which is on the moving plane E. This point X draws a trajectory
on fixed plane E′ during one-parameter planar homothetic motion E/E′. Now considering the
canonical relative system we would like to find the curvature centre X ′ at the time t for this
trajectory. Thus, the points X and X ′ have the coordinates (x1, x2) and (x′1, x

′
2) in the canonical

relative system and they stay on a line (i.e. a instantaneous trajectory normal related to X)
with instantaneous rotation pole P . In general a curvature centre at a point of any planar curve
stays on the normal at this point. Furthermore, this curvature center is thought to be the limit
of the meeting point of the two neighboring point that are on curve. (see figure 2).

Therefore the vectors
−−→
PX = x1~a1 + x2~a2,

−−→
PX ′ = x′1~a1 + x′2~a2

have the same direction at the point P . Hence for the coordinates (x1, x2) and (x′1, x
′
2) of

X and X ′ we write

x1x
′
2 − x2x

′
1 = 0. (21)

Differentiating the equation (20) gives us

dx1x
′
2 + x1dx′2 − dx′1x2 − x′1dx2 = 0. (22)
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The condition of being fixed of X in the plane E had given in equations (19). Moreover, the
condition of being fixed of X ′ in the plane E′ is

hdx′1 = −dhx′1 − σ + hx′2λ
′

hdx′2 = −dhx′2 + hx′1λ
′.

(23)

Considering equation (22) with equations (19) and (23), we find

(x′2 − x2) + h (x1x
′
1 + x2x

′
2)

(λ′−λ)
σ = 0. (24)

If we switch to the spherical coordinates i.e.
x1 = a cos α, x2 = a sinα, x′1 = a′ cos α, x′2 = a′ sinα

we get (a′ − a) sinα + haa′ (
λ′−λ)

σ = 0. Therefore we obtain λ′−λ
σ = dΦ

ds and from thee last
equation (

1
a′ − 1

a

)
sinα = h

(
1
r′ − 1

r

)
= hdΦ

ds . (25)

The last equation is called Euler-Savary formula for the planar homothetic motions.
Thus, we can give the following theorem.
Theorem 1. In one-parameter planar homothetic motion E/E′, a point X in the moving

plane E draws a trajectory with the instantaneous curvature centre X ′ in the fixed plane E′.
In reverse motion, a point X ′ in the fixed plane E′ draws a trajectory for which the curvature
centre is the initial point X in the moving plane E. Interconnection between these two points
X and X ′ is given by the Euler-Savary formula (25).

Special case. In the case of the homothetic scale h identically equal to 1, we get
(

1
a′
− 1

a

)
sinα =

(
1
r′
− 1

r

)
=

dΦ
ds

which was given by Muller [5].
Differentiating equation (24) with respect to t and using equations (19) and (23) we reach

[
dh
h (x2 − x′2) + (2x1 + x′1) λ− (2x′1 + x1) λ′

]
+ (x1x

′
1 + x2x

′
2) d

(
hdΦ

ds

)
= 0. (26)
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Switching to polar coordinates we rewrite the last equations as follows

[
dh
h

(
1
a′ − 1

a

)
sinα + (2λ− λ′) cos α

a′ − (2λ′ − λ) cos α
a

]
+ d

(
hdΦ

ds

)
= 0. (27)

Considering Euler-Savary formula we get

1
a′

=
1
a

+
h (λ′ − λ)

σ sinα
.

Substituting the last equation in to the equation (27) and dividing it to angle dΦ
ds = λ′−λ

σ we
obtain

1
a = dh

3σ cos α + (2λ−λ′)h

3σ sin α +
d(h dΦ

ds )
3 cos αdΦ = 0. (28)

If we choose
(2λ− λ′)h

3σ
= A,

dh

3σ
= B,

d
(
hdΦ

ds

)

3dΦ
= C

the equation (28) becomes
1
a = A

sin α + B+C
cos α

(29)

Reswitching to the Cartesian coordinate system and considering the last equation we can easily
see that

x1x2 = [Ax1 + (B + C) x2]
(
x2

1 + x2
2

)
. (30)

If A 6= 0, B + C 6= 0 then the equation (30) is third order rational equation of a curve. This
curve. This is the locus of instantaneous centre for the curvature circles of point X at the
moving plane E and denoted by k3.

In a very similar manner, consider Euler-Savary formula we reach

1
a

=
1
a′
− h (λ′ − λ)

σ sinα
.

Substituting the last equation into equation (27) and choosing

(2λ′ − λ) h

3σ
= A′,

dh

3σ
= B,

d
(
hdΦ

ds

)

3dΦ
= C

we find
1
a′

=
A′

sinα
+

B + C

cos α
.

Thus switching to the Cartesian coordinates gives us to third order rational curve

x′1x
′
2 = [Ax′1 + (B + C) x′2]

(
(x′1)

2 + (x′2)
2
)
. (31)

This curve is the locus of the instantaneous centres for the curvature circles of point X ′ in the
fixed plane E′ and denoted by k′3.

To sum, we can easily see that the locus of the curve k′3 in the plane E′ and the curve k3

in the plane E are similar. These two curves are tangents at two fold point through the pole
tangent and the tangents at the three fold point through the pole curve. Hence the curves k3

and k′3 are called circle-pointed and central pointed curve, respectively.
Therefore we can give the following theorem.
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Theorem 2.
(i) The points drawing the curvature centers of the pole trajectories form a third order

rational curve at time t in the moving plane E .
(ii) This curve crosses from the absolute point of plane E.
(iii) Pole tangent at the point P has a dual point with the pole normal.
(iv) The locus of the centres of the curvature circles X in the plane E is a curve of same

type.

Conclusion

What is the relation between the curvatures of polar curves have been widely studied by
mathematicians during the eighteenth and nineteenth centuries in the Euclidean space. Today
the relation of the curvatures is called as the Euler-Savary’s formula. The Euler-Savary equation
is used in a consistent manner and a series of kinematic inversions are investigated. In addition
the direct graphical technique can be used and applied to the analysis and synthesis of planar
mechanisms in general. In this paper, Euler-Savary formula giving the relation between the
curvature of trajectory curves drawn in the fixed plane E′ by the points of the moving plane
E is obtained in a homothetic motion E/E′. Hence we conclude that if the homothetic scale
identically equal to 1, then the results which have been obtained in this paper correspond to the
results in [5]. Finally some geometrical results are reached using Euler-Savary formula. This
concept will be investigated further in a future paper on curvature theory.
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§1. Introduction and main results

Let n > 1 be an integer. Consider the integers m for which there exists an integer x such
that m2x ≡ m(mod n). Let %(n)={m : 1 ≤ m ≤ n,m is regular(mod n)}. This function is
multiplicative and %(pγ) = ϕ(pγ) + 1 = pγ − pγ−1 + 1 for every prime power pγ(γ ≥ 1), where
ϕ(n) is the Euler function (see [1]).

The mean value of the function %(n) was considered in [2], [4]. One has,

lim
x→∞

1
x2

∑

n≤x

%(n) =
1
2
A ≈ 0.4407,

where A =
∏

p(1 − 1
p2(p+1) ) = ζ(2)

∏
p(1 − 1

p2 − 1
p3 + 1

p4 ) ≈ 0.8815 is the so called quadratic
class-number constant.

More exactly, V. S. Joshi [2] proved
∑

n≤x

%(n) =
1
2
Ax2 + R(x), (1)

where R(x) = O(x log3 x). This was improved into R(x) = O(x log2 x) in [3], and into R(x) =
O(x log x) in [6]. The Ω-estimate R(x) = Ω±(x

√
log log x) was also proved in [6].

László Tóth [1] proved the following three results:

∑

n≤x

%(n)
ϕ(n)

=
3
π2

x + O(log2 x), (2)

∑

n≤x

ϕ(n)
%(n)

= Bx + O((log x)5/3(log log x)4/3), (3)

∑

n≤x

1
%(n)

= C1 log x + C2 + O(
log9 x

x
), (4)

1This work is supported by National Natural Science Foundation of China (Grant No. 10771127) and

Mathematical Tianyuan Foundation (Grant No. 10826028).
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where C1 and C2 are constants,

C1 =
ζ(2)ζ(3)

ζ(6)

∏
p

(1− p(p− 1)
p2 − p + 1

∞∑
γ=1

1
pγ − pγ−1 + 1

).

In this paper, we shall prove a result about the mean value of log %(n). Our main result is
the following

Theorem. We have
∑

n≤x

log %(n) = x log x + Ex + O(x1/2 log3/2 x), (5)

where

E =
∑

p

(1− p−1)
∞∑

α=2

p−α log(1− p−1 + p−α).

Notations. Throughout this paper, ε > 0 denotes a small positive constant.

§2. Proof of the theorem

In order to prove our theorem, we need the following lemmas, which can be found in Ivić
[5]. From now on, ζ(s) denotes the Riemann-zeta function.

Lemma 1. Let T ≥ 2 be a real number , then we have
∫ T

0

| ζ(
1
2

+ it) |2 dt = T log T + (2γ − 1− log 2π)T + O(T 1/2),

where γ is the Euler constant.
Lemma 2. For t ≥ t0 ≥ 2, we have uniformly for σ that

ζ(σ + it) ¿




log t, for 1 ≤ σ ≤ 2,

t(1−σ)/2 log t, for 0 ≤ σ ≤ 1.

Proof of Theorem.
Let f(n) := %u(n), where u is a fixed complex number with | u |≤ 1

4 . Then for every prime
power pα,

f(pα) = %u(pα) = (pα − pα−1 + 1)u = pαu(1− p−1 + p−α)u. (6)

Since f(n) is multiplicative, by the Euler product we get for <s > 1 that
∞∑

n=1

f(n)n−s =
∏
p

(1 +
∞∑

α=1

f(pα)
pαs

) (7)

=
∏
p

(1 +
pu

ps
+

∞∑
α=2

pαu(1− p−1 + p−α)u

pαs
)

= ζ(s− u)
∏
p

(1− pu

ps
)(1 +

pu

ps
+

∞∑
α=2

pαu(1− p−1 + p−α)u

pαs
)

= ζ(s− u)G(s, u),
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where

G(s, u) =
∏
p

(1− pu

ps
)(1 +

pu

ps
+

∞∑
α=2

pαu(1− p−1 + p−α)u

pαs
). (8)

Write G(s, u) =
∑∞

n=1
g(n)
ns (<s > 1). It is easy to see that this infinite series is absolutely

convergent in the range <s > <u, which implies that

G(s, u) = Oε(1), <s ≥ <u + ε. (9)

Taking T = x2. By Perron’s formula we obtain

∑

n≤x

%u(n) =
1

2πi

∫ 1+<u+ε+iT

1+<u+ε−iT

ζ(s− u)G(s, u) · xs

s
ds + O(

x1+<u+ε

T
).

Then by the residue theorem we obtain

∑

n≤x

%u(n) =
G(1 + u, u)

1 + u
· x1+u +

∫

1

+
∫

2

+
∫

3

+O(
x1+<u+ε

T
), (10)

where
∫

1

=
1

2πi

∫ 1
2+<u−iT

1+<u+ε−iT

ζ(s− u)G(s, u) · xs

s
ds, (11)

∫

2

=
1

2πi

∫ 1
2+<u+iT

1
2+<u−iT

ζ(s− u)G(s, u) · xs

s
ds, (12)

∫

3

=
1

2πi

∫ 1+<u+ε+iT

1
2+<u+iT

ζ(s− u)G(s, u) · xs

s
ds. (13)

Denote s = σ + it, u = <u + iv, where | u |≤ 1
4 . Form (9) we get

∫

2

=
1
2π

∫ T

−T

ζ(
1
2

+ i(t− v))G(
1
2

+ <u + it, u)
x

1
2+<u+it

1
2 + <u + it

dt

¿ x
1
2+<u

∫ T+|v|

0

| ζ(
1
2

+ it) | 1√
(1/2 + <u)2 + (t + v)2

dt

¿ x
1
2+<u

∫ T

0

| ζ(
1
2

+ it) | 1
1 + t

dt. (14)

With the partial summation and (14), we obtain
∫

2

¿ x
1
2+<u

∫ T

0

1
1 + t

dB(t)

¿ x
1
2+<u

(
B(T )

T
+

∫ T

0

B(t)
(1 + t)2

dt

)
. (15)

where B(t) =
∫ t

0
| ζ( 1

2 + iw) | dw.

With Lemma 1 and Cauchy’s inequality, we get (for t ≥ 2)

B(t) ¿
(∫ t

0

1dw

)1/2 (∫ t

0

| ζ(
1
2

+ iw) |2 dw

)1/2

¿ t log1/2 t. (16)



Vol. 5 On the mean value of log %(n) 29

With (15) and (16), we get
∫

2

¿ x
1
2+<u log3/2 T ¿ x

1
2+<u log3/2 x (17)

With Lemma 2, (9) and (13), we get
∫

3

=
1

2πi

∫ 1+<u+ε

1
2+<u

ζ(σ + iT − u)G(σ + iT, u) · xσ+iT

σ + iT
dσ

¿
∫ 1+<u+ε

1
2+<u

| ζ(σ + iT − u) | ·x
σ

T
dσ

¿ 1
T

(
∫ 1

1
2+<u

T
1−σ−<u

2 log T · xσdσ +
∫ 1+<u+ε

1

log T · xσdσ)

=
log T

T
1
2 (1+<u)

·
∫ 1

1
2+<u

(
x√
T

)σdσ +
log T

T

∫ 1+<u+ε

1

xσdσ.

Since the integrands in the above integrals above are monotone, we get
∫

3

¿ T−
1
2 (1+<u) log T · ( x√

T
+ (

x√
T

)
1
2+<u) +

log T

T
x1+<u+ε ¿ 1. (18)

Similarly, we have
∫

1

¿ 1. (19)

By (10)-(13) and (17)-(19), we obtain

∑

n≤x

%u(n) =
G(1 + u, u)

1 + u
· x1+u + O(x1/2+<u log3/2 x). (20)

By differentiating (20) term by term, we derive
∑

n≤x

%u(n) log %(n) = H ′(u)x1+u + H(u)x1+u log x + O(x
1
2+<u log

3
2 x), (21)

where H(u) := G(1+u,u)
1+u .

Letting u = 0 in (21), we get
∑

n≤x

log %(n) = H(0)x log x + H ′(0)x + O(x1/2 log3/2 x). (22)

Now we evaluate H(0) and H ′(0). According to (8), we have

H(u) =
∏
p

(1− 1
p
)(1 +

1
p

+
∞∑

α=2

(1− p−1 + p−α)u

pα
), (23)

which implies immediately that H(0) = 1.

Taking the logarithm derivative from both sides of (23) we get that

H ′(u)
H(u)

=
∑

p

∑∞
α=2 p−α(1− p−1 + p−α)u log(1− p−1 + p−α)

1 + 1
p +

∑∞
α=2

(1−p−1+P−α)u

pα

, (24)
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which together with H(1) = 1 gives

H ′(0) =
∑

p

(1− p−1)
∞∑

α=2

p−α log(1− p−1 + p−α). (25)

Now Theorem follows from (22), (24) and (25).
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[1] László Tóth (Pécs, Hungary), Regular integers modulo n, Annales Univ. Sci. Budapest.,
Sect. Comp., 29(2008), 263-275.

[2] V. S. Joshi, Order-free integers (mod m), Number theory (Mysore, 1981), Springer,
Lecture Notes in Math., 938(1982), 93-100.

[3] Zhao Hua Yang, A note for order-free integers (mod m), J. China Univ. Sci. Tech.
16(1986), No. 1, 116-118.

[4] S. Finch, Idempotents and nilpotents modulo n, 2006, Preprint available online at
http://arxiv.org/abs/math. NT/0605019v1.

[5] A. Ivić, The Riemann Zeta-function, University of Belgrade Yugoslavia, 1985.
[6] J. Herzog, P. R. Smith, Lower bounds for a certain class of error functions, Acta Arith.,

60(1992), 289-305.



Scientia Magna
Vol. 5 (2009), No. 4, 31-35

Semigroup of continuous functions and
Smarandache semigroups 1

F. Ayatalloh Zadeh Shirazi † and A. Hosseini ‡

† Faculty of Mathematics, Statistics and Computer Science, College of Science, University of
Tehran, Enghelab Ave., Tehran, Iran

‡ Department of Mathematics, Faculty of Science, University of Guilan, Manzarieh Ave.,
Rasht, Iran, P.O. Box: 1914

E-mail: fatemah@khayam.ut.ac.ir a hosseini@guilan.ac.ir

Abstract The main aim of the following text is to study the semigroup of continuous

functions from a topological space to itself under the operation of composition of maps, in

the point of view of Smarandache semigroup’s approach.
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§1. Introduction

As it has been mentioned [3, page 29], a Smarandache semigroup S is a semigroup which
is not a group and has a proper subset A with at least two elements such that A under the
operation of S is a group. One may want to restrict the elements of S under particular properties,
e.g., one may ask about G in XX where X is a compact Hausdorff topological space and G is
a semigroup of continuous functions on X, this case has been studied in [1]. In this paper our
main interest is on semigroup of continuous functions on X, i.e., C(X, X).

Let X be a topological space. By C(X, X) we mean the set of all continuous maps like
f : X → X, which is clearly a semigroup under the composition of maps. In the next section
which is the main section of this paper, we want to study the conditions under which C(X, X)
is a Smarandache semigroup.

Remark. If f : X → Y is a map and D ⊆ X, by f |D : D → Y we mean the restriction of
f to D. Moreover idX : X → X denotes the identity function on X, i.e., idX(x) = x(x ∈ X).

§2. C(X,X) and Smarandache semigroup’s concept

In this section we want to be as close as possible to the cases in which C(X, X) is a
Smarandache semigroup (under the composition of maps). From now on suppose X is a topo-
logical space with at least two elements and consider C(X, X) under the composition of maps
operation (so C(X, X) is a semi-group).

Lemma 2.1. C(X, X) is not a group.

1With thanks to Prof. A. Mamourian for his helpful comments, ideas and encouragement.
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Proof. Let x1, x2 be two distinct elements of X and fi(x) = xi, then f1, f2 are to idem-
potents of C(X, X) but f1, f2 = idX .

Corollary 2.2. C(X, X) contains a group with at least two elements if and only if it is a
Smarandache semigroup.

Proof. Use Lemma 2.1.
Theorem 2.3. If X satisfies one of the following conditions, then C(X, X) is a Smaran-

dache semigroup:
(1) There exists a homeomorphism f : X → X such that f = idX ;
(2) There exists nonempty disjoint topological spaces Y and Z such that X = Y ∪Z and X is

topological disjoint union of Y and Z, i.e., {U ∪ V : U is an open subset of Y and V is an open
subset of Z} is the topology of X.

Proof. (1) fn : n ∈ Z is a subgroup of C(X, X) with at least two elements (idX(= f0)
and f(= f1)), now use Corollary 2.2.

(2) Let x1 ∈ Y and x2 ∈ Z. Define g : X → X with g(x) = x2 for x ∈ Y and g(x) = x1 for
x ∈ Z. g, g ◦ g is a subset of C(X, X) with two elements and it is a group under the composition
of maps. Corollary 2.2 completes the proof.

Counterexample 2.4.

(1) Consider Y := N with topology {{1, · · · , n} : n ∈ N} ∪ {∅,N} and Z := {0} with
topology {Z, ∅}. Then X = Y ∪Z as topological disjoint union of Z and Y satisfies item (2) in
Theorem 2.3, so C(X, X) is a Smarandache semigroup, however X does not satisfy item (1) in
Theorem 2.3.

(2) Consider X := z with topology {{−n,−n + 1, · · · , n} : n ∈ N} ∪ {X, ∅} satisfies item
(1) in Theorem 2.3 (−idX : X → X is a homeomorphism and − idX 6= idX) so C(X, X) is a
Smarandache semigroup, however X does not satisfy item (2) in Theorem 2.3 since for any two
nonempty open subsets U, V of X, {0} ⊆ U ∩ V and U ∩ V 6= ∅.

(3) Consider X := {1, 2} with topology {{1} , X, ∅}, then C(X, X) is the set consisting of
three elements: idX , constant function 1, and constant function 2, so it is clear that all of the
elements of C(X, X) are idempotents, thus C(X, X) does contain any group with at least two
elements and by Corollary 2.2 it is not a Smarandache semigroup.

Corollary 2.5. C(X ×X, X ×X) is a Smarandache semigroup.
Proof. f : X ×X → X ×X with f(x, y) = (y, x)((x, y) ∈ X ×X) is a homeomorphism

and f 6= idX×X , so by Theorem 2.3, C(X ×X, X ×X) is a Smarandache semigroup.
Note 2.6. Comparing Corollary 2.5 and item (3) in Counterexample 2.4, leads us to the

fact that there are cases in which C(X, X) is not a Smarandache semigroup but C(X×X, X×X)
is a Smarandache semigroup.

Proposition 2.7. Let Y be a topological space. If C(X, X) is a Smarandache semigroup,
then C(X × Y, X × Y ) is a Smarandache semigroup too.

Proof. Since C(X, X) is a Smarandache semigroup, thus there exists a group G ⊆ C(X, X)
with more than two elements. For K := {(f, idY ) : f ∈ G} (where (f, idY ) : X × Y → X ×
Y is (f, idY )(x, y) = (f(x), y)) is a group and subset of C(X × Y, X × Y ) with more than one
element, so by Corollary 2.2, C(X × Y, X × Y ) is a Smarandache semigroup.

Note 2.8. If X is discrete, then it is topological disjoint union of two spaces, so C(X, X)
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is a Smarandache semigroup by Theorem 2.3.
Theorem 2.9. If (X, X) is a Smarandache semigroup and G ⊆ C(X, X) with at least

two elements is a group, then there exists W ⊆ X with at least two elements such that for all
f ∈ G:

(1) f |W : Y → W is a homeomorphism.
(2) f |W = idW if and only if f is the identity of G.
Proof. Suppose k is the identity of G and f ∈ G. For all x ∈ X, k(f(x)) = f(k(x)) = f(x),

therefore f(x) ∈ {z ∈ X : k(z) = z} =: W . Therefore f |W : W → W is a continuous function.
It is clear that k|W = idW . Moreover there exists g ∈ G such that f ◦ g = g ◦ f = k, also
g|W : W → W is continuous. Using f |W ◦ g|W = g|W ◦ f |W = k|W = idW leads us to the fact
that f |W : W → W is a homeomorphism.

Since f(X) ⊆ W , thus W 6= ∅. We claim that W has at least two elements, otherwise
W = a, f is constant function a (note that f(X) ⊆ W = {a}), and it is idempotent, since f ∈ G

is arbitrary, thus all of the elements of G are idempotent, which is a contradiction since G is a
group with more than one element and in a group there exists just one idempotent element.

Moreover suppose f ∈ G is such that f |W = idW . There exists g ∈ G such that f ◦ g = k.
In addition we know g(X) ⊆ W , thus for all x ∈ X we have k(x) = f(g(x)) = f |W (g(x)) =
idW (g(x)) = g(x) which shows g = k, thus k = f ◦ g = f ◦ k = f .

Considering Theorem 2.3 and Theorem 2.9 make us to ask:
Problem 2.10. If C(X, X) is a Smarandache semigroup, does at least one of the condi-

tions:
(1) There exists a homeomorphism f : X → X such that f = idX ;
(2) There exists nonempty disjoint topological spaces Y and Z such that X = Y ∪ Z and

X is topological disjoint union of Y and Z. hold?

§3. A short glance to other topological properties else con-

tinuity

In this section we deal with examples of semigroups of resp. close, open, clopen, and proper
maps from topological space X to itself, with the operation of composition of maps.

Remark. In topological space X:
(1) f : X → Xis called open if for any open subset U of X, f(U) is open;
(2) f : X → X is called close if for any close subset C of X, f(C) is close;
(3) f : X → X is called clopen if it is both close and open;
(4) f : X → X is called proper if for any compact subset K of X, f−1(K) is compact.
Remark. If X has at least two elements, then XX , the set of all functions f : X → X, is

a Smarandache semigroup.
Lemma 3.1. If X has at least two elements, then S =

{
f ∈ XX : ∀x ∈ X(f−1(x) is finite)

}

is a Smarandache semigroup.
Proof. Let a, b be two distinct elements of X and X has at least three elements. Define

f : X → X with f(x) = a for x = a, b and f(x) = x for x ∈ X − {a, b}. f and idX are two
different idempotent elements of S, so S is not a group. Define g : X → X with g(a) = b,
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g(b) = a and g(x) = xfor x ∈ X − {a, b}, g, g ◦ g is a subset of S with two elements and it is a
group, thus S is a Smarandache semigroup.

Example 3.2. Let S be the semigroup of all closed maps like f : X → X, under compo-
sition of maps:

(i) If X with at least two elements is discrete, then S = XX is a Smarandache semigroup;
(ii) If X = Z with topology {X, ∅} ∪ {X − {−n, · · · ,−1, 0, 1, · · · , n} : n ∈ N ∪ {0}}, then

X is not discrete and S is a Smarandache semigroup; since:
−idX and constant function 0 are two different idempotent elements of S, so S is not a group,
−{idX ,−idX} is a subgroup of S with two elements;

(iii) If X = {1, 2} with topology {X, {1} , ∅}, then S has two elements and it is not a
Smarandache semigroup.

Example 3.3. Let S be the semigroup of all open maps like f : X → X, under composition
of maps:

(i) If X with at least two elements is discrete, then S = XX is a Smarandache semigroup;
(ii) If X = Z with topology {X, ∅} ∪ {{−n, · · · ,−1, 0, 1, · · · , n} : n ∈ N ∪ {0}}, then X is

not discrete and S is a Smarandache semigroup (use a similar method described in Example
3.2);

(iii) If X = {1, 2} with topology {X, {1} , ∅}, then S has two elements and it is not a
Smarandache semigroup.

Example 3.4. Let S be the semigroup of all clopen maps like f : X → X, under
composition of maps:

(i) If X with at least two elements is discrete, then S = XX is a Smarandache semigroup;
(ii) If X = Z∪ πZ with topological basis {{−n, · · · ,−1, 0, 1, · · · , n} ∪A : n ∈ N ∪ {0} , A ⊆

πZ}, then X is not discrete and S is a Smarandache semigroup (use a similar method described
in Example 3.2);

(iii) If X = {1, 2} with topology {X, {1} , ∅}, then S has one element and is not a Smaran-
dache semigroup.

Example 3.5. Let S be the set of all proper maps like f : X → X, under composition of
maps (use Lemma 3.1):

(i) If X with at least two elements is discrete, then S =
{
f ∈ XX : ∀x ∈ X(f−1(x) is finite)

}

is a Smarandache semigroup;
(ii) If X = Z∪ πZ with topological basis {{−n, · · · ,−1, 0, 1, · · · , n} ∪A : n ∈ N ∪ {0} , A ⊆

πZ}, then S is a Smarandache semigroup, and X is not discrete (in this case we have S ={
f ∈ XX : ∀x ∈ X(f−1(x) is finite)

}
too).

§4. More examples

In this section suppose G (resp. G) is a domain (resp. closed domain) in C, also suppose it
is bounded with nonempty interior. We have the following examples which deal with product
operation (not composition of maps) on complex valued maps with a paticular property.

(1) C(G): the set of continuous complex valued functions on closed domain G [4, page 3].
C(G) under product operation is a Smarandache semigroup.



Vol. 5 Semigroup of continuous functions and Smarandache semigroups 35

(2) Cm(G): the set of continuous complex valued functions on domain G, with continuous
partial derivations up to the m-th order [4, page 3]. Cm(G) under product operation is a
Smarandache semigroup.

(3) Cα(G): the set of all bounded functions f : G → C for closed domain G such that there
exists 0 < H < +∞ with

∀z1, z2 ∈ G(|f(z1)− f(z2)| ≤ H|z1 − z2|α)

for 0 < α ≤ 1 [4, page 7]. Cα(G) under product operation is a Smarandache semigroup.
(4) Cm

α (G) =
{

f ∈ Cm(G) : ∀k ∈ {0, · · · ,m} ∂mf
∂xm−k−∂yk ∈ Cα(G)

}
for 0 < α ≤ 1 and a

closed domain G [4, page 7]. Cm
α (G) under product operation is a Smarandache semigroup.

(5) A(G): the set of all analytic functions on G. A(G) under product operation a Smaran-
dache semigroup.

(6) `∞(X): the set of all bounded functions like f : X → C [2, Chapter 6] where X has
more than one element. `∞(X) under product operation is a Smarandache semigroup.

(7) `p(X): the set of all functions like f : X → C where X at least two elements, with∑
x∈X

|f(x)|p < +∞, for fixed p ∈ [1,+∞) [2, Chapter 6] where X has more than one element.

`p(X) under product operation is a Smarandache group.
Proof. For items (1), · · · , (6): let S denotes the related semigroup. For h(x) = 0, f(x) = 1

we have h, f ∈ S and it is clear that under product operation S is not a group, moreover f,−f

is a proper subset of S with two elements which is group under product operation, so S is a
Smarandache semigroup.

(7): Suppose x1, x2 be two distinct elements of X, for i = 1, 2 let fi(xi) = 1 and fi(x) = 0
for x ∈ X−{xi}, then 0 = f1f2, f1, f2 ∈ `p(X) and `p(X) under product operation is not group,
but it contains {f1,−f1} which is a group, so `p(X) under product operation is a Smarandache
semigroup.
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§1. Introduction

An integer d =
∏s

i=1 pbi
i is called an e-divisor of n =

∏s
i=1 pai

i > 1 if bi|ai for every i ∈{1,
2, ..., s}, notation: d|en. By convention 1|e1. The integer n > 1 is called e-squarefree if all
exponents a1, · · · as are squarefree. The integer 1 is also considered to be e-squarefree.

Consider now the esponential squarefree exponential divisor (e-squarefre e-divisor)of n.
Here d =

∏s
i=1 pbi

i is an e-squarefree e-divisor of n =
∏s

i=1 pai
i > 1, if b1 | a1, · · · bs | as and

b1, · · · bs are squarefree. Note that the integer 1 is e-squarefree but is not an e-divisor of n > 1.
Let t(e)(n) denote the number of e-squarefree e-divior of n. The function t(e) is called the

e-squarefre e-divisor function, which is multiplicative and if n = p
α1

1 · · · pαs

s > 1, then (see [1])

t(e)(n) = 2ω(α1) · · · 2ω(αs),

where ω(α) = s denotes the number of distinct prime factors of α.
László Tóth [2] proved that the estimate

∑

n≤x

t(e)(n) = c1x + c2x
1
2 + O(x

1
4+ε) (1)

holds for every ε > 0, where

c1 :=
∏
p

(1 +
∞∑

α=6

2ω(α) − 2ω(α−1)

pα
),

c2 := ζ(
1
2
)
∏
p

(1 +
∞∑

α=4

2ω(α) − 2ω(α−1) − 2ω(α−2) + 2ω(α−4)

p
α
2

).

1This work is supported by National Natural Science Foundation of China (Grant No. 10771127) and

Mathematical Tianyuan Foundation (Grant No. 10826028).
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It is very difficult to improve the exponent 1/4 in (1.1) unless there has substantial progress
in the study of the zero-free region of the Riemann zeta-function ζ(s). Therefore it is reasonable
to get better improvements by assuming the truth of the Riemann Hypothesis (RH). The
following Theorem 1 is such an result.

Theorem 1. Suppose RH is true. Then we have
∑

n≤x

t(e)(n) = c1x + c2x
1
2 + O(x

7
29+ε).

Now suppose r ≥ 2 is a fixed integer. We shall study the mean value of the function (t(e))r,
which is closely related to the general divisor function dk(n) =

∑
n=n1···nk

1, where k ≥ 2 is a
fixed integer. Let ∆k(x) denote the error term defined by

∆k(x) :=
∑

n≤x

dk(n)− xPk−1(log x),

where Pk−1(t) is a polynomial of degree k − 1 in t. Let αk > 0 is a real number such that the
estimate

∆k(x) ¿ xαk+ε (2)

holds. For example, one can take α3 = 43/96, α4 = 1/2, α7 = 17/28, see Chapter 13 of Ivić [4].
We have the following:
Theorem 2. Suppose r ≥ 2 is a fixed integer, then the asymptotic formula

∑

n≤x

(t(e)(n))r = Crx + x
1
2 P2r−2(log(x)) + O(x

1
3−α2r−1

+ε
) (3)

for every ε > 0, where P2r−2 is a polynomial of degree 2r − 2 and Cr is a positive constant.
Corollary. When r = 2, 3 we have

∑

n≤x

(t(e)(n))2 = C2x + x
1
2 P2(log(x)) + O(x

96
245+ε), (4)

∑

n≤x

(t(e)(n))3 = C3x + x
1
2 P6(log(x)) + O(x

28
67+ε). (5)

§2. Some lemmas

In order to prove our theorem, we need the following lemmas.
Lemma 1. Let d(1, 2;n) =

∑
ab2=n 1, then

∑

n≤x

d(1, 2;n) = ζ(2)x + ζ(
1
2
)x

1
2 + O(x

2
9+ε). (6)

Proof. See for example, Krätzel [3].
Lemma 2. Suppose RH is true, then we have

∑

mn4≤x

d(1, 2;m)µ(n) = d1x + d2x
1
2 + O(x

7
29+ε), (7)

where µ(n) is the Möbius function, d1 and d2 are computable constants.
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Proof. Suppose 1 < y < x
1
4 is a parameter to be determined. Then

∑

mn4≤x

d(1, 2;m)µ(n)

=
∑

mn4≤x;n≤y

d(1, 2;m)µ(n) +
∑

mn4≤x;n>y

d(1, 2;m)µ(n)

=
∑
1

+
∑
2

.

By Lemma 1, we have

∑
1

=
∑

mn4≤x;n≤y

d(1, 2;m)µ(n)

=
∑

n≤y

µ(n)
∑

m≤ x
n4

d(1, 2;m)

=
∑

n≤y

µ(n)(ζ(2)
x

n4
+ ζ(

1
2
)
x

1
2

n2
+ O((

x

n4
)2/9+ε))

= xζ(2)
∑

n≤y

µ(n)
n4

+ x
1
2 ζ(

1
2
)
∑

n≤y

µ(n)
n2

+ O(x2/9+εy1/9).

For
∑

2, be a familiar argument (see for example, Zhai [5]) we can get

∑
2

=
∑

mn4≤x;n>y

d(1, 2;m)µ(n)

= xζ(2)
∑
n>y

µ(n)
n4

+ x
1
2 ζ(

1
2
)
∑
n>y

µ(n)
n2

+ O(
x

1
2+ε

y
3
2

).

The above three formulas complete the proof of Lemma 2 by taking y = x
5
29 .

Lemma 3. Suppose k ≥ 2 is a fixed integer. Then we have

∑

nm2≤x

dk(m) = ζk(2)x + x
1
2 Qk−1(log x) + O(x

1
3−αk

+ε), (8)

where Qk−1(u) is a polynomial of degree k − 1in u.

Proof. Lemma 3 follows from (2) via the well-known convolution method. See, for exam-
ple, Chapter 14 of Ivić [4]. We omit the details of the proof.
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§3. Proof of theorems

We first prove Theorem 1. By the Euler product formula and the multiplicative property
of t(e)(n), we get for <s > 1

∞∑
n=1

t(e)(n)
ns

=
∏
p

(1 +
∞∑

α=1

te(n)p−αs)

=
∏
p

(1 +
∞∑

α=1

2ω(α)p−αs)

=
∏
p

(1 + p−s + 2p−2s + 2p−3s + 2p−4s + 2p−5s + 4p−6s + · · · )

=
ζ(s)ζ(2s)

ζ(4s)

∏
p

(1 + 2p−6s + · · · )

=
ζ(s)ζ(2s)

ζ(4s)
G(s).

Write G(s) =
∑∞

n=1
g(n)
ns . It is easy to see that this Dirichlet series is absolutely convergent for

Res > 1
6 . Thus we have ∑

n≤x

|g(n)| ¿ x1/6+ε,

which combining the convolution approach and Lemma 2 gives
∑

n≤x

t(e)(n) =
∑

ab4c≤x

d(1, 2; a)µ(b)g(c)

=
∑

c≤x

g(c)
∑

ab4≤ x
c

d(1, 2; a)µ(b)

=
∑

c≤x

g(c)(d1
x

c
+ d2(

x

c
)

1
2 + O((

x

c
)

7
29+ε))

= c1x + c2x
1
2 + O(x

7
29+ε).

Now we prove Theorem 2. Let f(s) =
∑∞

n=1
(t(e)(n))r

ns , r ≥ 2,<s > 1 . By the Euler product
formula and the multiplicative property of te(n) again, we have

f(s) =
∏
p

(1 +
∞∑

α=1

(te(n))rp−αs)

=
∏
p

(1 +
∞∑

α=1

(2ω(α))rp−αs)

=
∏
p

(1 + p−s + 2rp−2s + 2rp−3s + 2rp−4s + 2rp−5s + 4rp−6s + · · · )

=
∏
p

(1− p−s)−1
∏
p

(1− p−s)(1 + p−s + 2rp−2s + 2rp−3s

+2rp−4s + 2rp−5s + 4rp−6s + · · · )
= ζ(s)

∏
p

(1 + (2r − 1)p−2s + (4r − 2r)p−6s − 4rp−7s + · · · )

= ζ(s)ζ2r−1(2s)V (s, r),
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where V (s, r) can be written as the form

V (s, r) =
∏
p

(1− p−2s)2
r−1(1 + (2r − 1)p−2s + (4r − 2r)p−6s − 4rp−7s + · · · )

=
∏
p

(1 + Crp
−4s + Cr+1p

−6s + · · · )

(Cr, Cr+1, · · · are constants). Write

V (s, r) =
∞∑

n=1

v(n)
ns

.

It is easy to see that this Dirichlet series is absolutely convergent for Res > 1/4. Thus
∑

n≤x

|v(n)| ¿ x1/4+ε,

which combining the convolution approach and Lemma 3 gives
∑

n≤x

(t(e)(n))r =
∑

nm2
1···m2

2r−1b≤x

v(b)

=
∑

b≤x

v(b)
∑

nm2≤x/b

d2r−1(m)

=
∑

b≤x

v(b)(ζ2r−1(2)
x

b
+ (

x

b
)

1
2 Q2r−2(log x) + O(x

1
3−α2r−1

+ε
))

= Crx + x
1
2 P2r−2(log(x)) + O(x

1
3−α2r−1

+ε
).

This completes the proof of our Theorem 2.
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Abstract For any positive integer n, the Pseudo-Smarandache function Z(n) is defined as
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as the smallest positive integer k such that n | [1, 2, · · · , k], where [1, 2, · · · , k] denotes

the least common multiple of 1, 2, · · · , k. In this paper, we use the elementary methods

and congruences to study the solvability of the equation Z(n) + SL(n) = n, and give its all

positive integer solutions.
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§1. Introduction and results

For any positive integer n ≥ 1, the Pseudo-Smarandache function Z(n) is defined as the
smallest positive integer m such that 1 + 2 + · · ·+ m is divisible by n. That is,

Z(n) = min
{

m : m ∈ N, n | m(m + 1)
2

}
.

In reference [1], Professor F. Smarandache introduced this function, and asked us to study its
various properties. About this problem, some authors had studied it, and obtained a series
interesting results, see references [1]-[4] and [10]. For example, A.A.K Majumdar [2], [3] and [4]
studied this function both theoretically and computationally, and got the following conclusions:

For any prime p ≥ 3, Z(p) = p− 1.
For any prime p ≥ 3, and k ∈ N , Z(pk) = pk − 1.
For any k ∈ N , Z(2k) = 2k+1 − 1.
On the other hand, for any positive integer n, the famous F. Smarandache LCM function

SL(n) is defined as the smallest positive integer k such that n | [1, 2, · · · , k], where[1, 2, · · · , k]
denotes the least common multiple of 1, 2, · · · , k . From the definition of SL(n) we can easily
deduce that if n = pα1

1 pα2
2 · · · pαr

r be the factorization of n into prime powers, then

SL(n) = max {pα1
1 , pα2

2 , · · · , pαr
r } .

About the elementary properties of SL(n), some people had also studied it, and obtained
some important conclusions.
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In this paper, we use the elementary methods and congruences to study the solvability of
the equation Z(n) + SL(n) = n, and give its all positive integer solutions. That is, we will
prove the following:

Theorem. Let n be a positive integer, then every positive integer solution of the equation
Z(n) + SL(n) = n can be expressed as n = 2kpα, where p > 2 be a prime, k and α are positive
integers satisfying the following conditions:

1. If 2k > pα, then pα | (2k − 1).
2. If 2k < pα, then 2k | (pα − 1), 2k+1 - (pα − 1).

§2. Proof of the theorem

In this section, we shall use the elementary method and congruences to complete the proof
of our Theorem.

It is clear that n = 6 is a solution of the equation Z(n) + SL(n) = n. Now we suppose
that n = 2k · s, where s is an odd integer, we discuss the solutions in following several cases:
(a). If n be an odd integer, then k = 0 and n = s.

(1) Let s = 1, then Z(1) = 1, SL(1) = 1. So we can get Z(1) + SL(1) = 2 6= 1.
(2) Let s = p, p be an odd prime, then SL(p) = p, Z(p) = p− 1. So we get

Z(p) + SL(p) = 2p− 1 6= p.

(3) Let s = pα, p be an odd prime, α be a positive integer, then SL (pα) = pα, Z(pα) =
pα − 1. So we get Z(pα) + SL(pα) = 2pα − 1 6= pα.

(4) Let s = pα · pα1
1 pα2

2 · · · pαr
r , where p, p1, p2, · · · , pr are odd primes, α be a positive

integer, pα is the greatest prime power divisor of s. That is,

pα = max {pα, pα1
1 , pα2

2 , · · · , pαr
r } .

Let pα1
1 pα2

2 · · · pαr
r = t, then s = pα · t. So SL(n) = pα.

If Z(n) = n− SL(n) = pα(t− 1), according to the definition of Z(n), we have

pα · t | pα(t− 1)[pα(t− 1) + 1]
2

.

So that t | (pα − 1). But in this case, if we take m = pα − 1, then we also have n = pα · t
divide m(m+1)

2 . Note that pα − 1 < pα(t− 1). So in this case, the equation has also no positive
integer solutions.

From the cases (1)-(4) we know that the equation has no odd positive integer solution.
(b). If n be an even integer, then k 6= 0.

(1) Let s = 1, so n = 2k, then Z(2k) = 2k+1 − 1, SL(2k) = 2k. Hence

Z(2k) + SL(2k) = 3 · 2k − 1 6= 2k.

(2) Let s = p, so n = 2k · p, p is an odd prime, while k is a positive integer.
In this case, if 2k > p, then SL(n) = 2k, if Z(n) + SL(n) = n, then

Z(n) = m = n− SL(n) = 2kp− 2k = 2k(p− 1).
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According to the definition of Z(n). We have

2k · p | 2k(p− 1)(2k(p− 1) + 1)
2

.

So we can get p | (2k − 1). Now we prove that m = 2k(p− 1) is the minimum value which
satisfy the definition of Z(n). From the properties of Z(n), we know that Z(n) ≥ 2k+1−1, and
the possible value of Z(n) between 2k+1 − 1 and 2k+1 · p−1

2 are as follows:
A. 2k+1 − 1, 2k+1 · 2− 1, · · · , 2k+1 · p−1

2 − 1.
We mark this group of integers as 2k+1 · s1 − 1, s1 ∈ {1, 2, · · · , p−1

2 }.

2k+1 · s1 − 1 ≡ 2s1 − 1( mod p).

Then we can get 1 ≤ 2s1 − 1 ≤ p− 2. So p - (2k+1 · s1 − 1).
B. 2k+1, 2k+1 · 2, · · · , 2k+1 · (p−1

2 − 1).
We mark this group of integers as 2k+1 · s2, s2 ∈ {1, 2, · · · , p−1

2 − 1}.

2k+1 · s2 ≡ 2s2( mod p).

Then we can get 2 ≤ 2s2 ≤ p− 3. So p - 2k+1 · s2.
If 2k < p, then SL(n) = p, and if Z(n) + SL(n) = n, then

Z(n) = m = n− SL(n) = p(2k − 1).

So we can get

n = 2k · p | p(2k − 1)(p(2k − 1) + 1)
2

.

Therefore, 2k+1 | [(2k − 1)p + 1]. That is, 2k | (p− 1), 2k+1 - (p− 1).
Now we prove that m = p(2k − 1) is the minimum value which satisfy the definition of

Z(n). From the properties of Z(n), we know that Z(n) ≥ p− 1, and the possible value of Z(n)
between p− 1 and p(2k − 1) are as follows:

C. p− 1, p · 2− 1, · · · , p · (2k − 1)− 1.
We mark this group of integers as p · s1 − 1, s1 ∈ {1, 2, · · · , 2k − 1}.

p · s1 − 1 ≡ s1 − 1( mod 2k).

Then we can get 0 ≤ s1 − 1 ≤ 2k − 2. When s1 − 1 = 0, so s1 = 1, then we can get
m = p− 1, 2k+1 | (p− 1). Here we obtain contradiction. So 2k - (p · s1 − 1).

D. p, p · 2, · · · , p · (2k − 2).
We mark this group of integers as p · s2, s2 ∈ {1, 2, · · · , 2k − 2}.

p · s2 ≡ s2( mod 2k).

Then we can get 1 ≤ s2 ≤ 2k − 2. So 2k - p · s2.
(3) Let s = pα, n = 2k · pα, p be an odd prime while k and α are two positive integers.
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In this case, if 2k > pα, then SL(n) = 2k. When Z(n) + SL(n) = n, we find that
Z(n) = m = n− SL(n) = 2k(pα − 1). According to the definition of Z(n), we have

2k · pα | 2k(pα − 1)(2k(pα − 1) + 1)
2

.

So that pα | (2k − 1).
Now we prove that m = 2k(pα − 1) is the minimum value which satisfy the definition of

Z(n). From the properties of Z(n), we know that Z(n) ≥ 2k+1 − 1, and the possible value of
Z(n) between 2k+1 − 1 and 2k+1 · pα−1

2 are as follows:
A. 2k+1 − 1, 2k+1 · 2− 1, · · · , 2k+1 · pα−1

2 − 1.
We mark this group of integers as 2k+1 · s1 − 1, s1 ∈ {1, 2, · · · , pα−1

2 }.

2k+1 · s1 − 1 ≡ 2s1 − 1( mod pα).

Then we can get 1 ≤ 2s1 − 1 ≤ pα − 2. So pα - (2k+1 · s1 − 1).
B. 2k+1, 2k+1 · 2, · · · , 2k+1 · (pα−1

2 − 1).
We mark this group of integers as 2k+1 · s2, s2 ∈ {1, 2, · · · , pα−1

2 − 1}.

2k+1 · s2 ≡ 2s2( mod pα).

Then we can get 2 ≤ 2s2 ≤ p− 3. So pα - 2k+1 · s2.
If 2k < pα, then SL(n) = pα, from Z(n) + SL(n) = n we may deduce that Z(n) = m =

n− SL(n) = pα
(
2k − 1

)
. Thus,

n = 2k · pα | pα
(
2k − 1

)
(pα

(
2k − 1

)
+ 1)

2
.

From this we may immediately deduce that 2k | (pα − 1) and 2k+1 - (pα − 1).
Now we prove that m = pα(2k − 1) is the minimum value which satisfy the definition of

Z(n). From the properties of Z(n), we know that Z(n) ≥ pα − 1, and the possible value of
Z(n) between pα − 1 and pα(2k − 1) are as follows:

C. pα − 1, pα · 2− 1, · · · , pα · (2k − 1)− 1.
We mark this group of integers as pα · s1 − 1, s1 ∈ {1, 2, · · · , 2k − 1}.

pα · s1 − 1 ≡ s1 − 1( mod 2k).

Then we can get 0 ≤ s1 − 1 ≤ 2k − 2. When s1 − 1 = 0, so s1 = 1, and m = pα − 1,
2k+1 | (pα − 1). Here we obtain contradiction. So 2k - (pα · s1 − 1).

D. pα, pα · 2, · · · , pα · (2k − 2).
We mark this group of integers as pα · s2, s2 ∈ {1, 2, · · · , 2k − 2}.

pα · s2 ≡ s2( mod 2k).

Then we can get 1 ≤ s2 ≤ 2k − 2. So 2k - pα · s2.
(4) Let n = 2k · s, where s = pα · pα1

1 pα2
2 · · · pαr

r , p, p1, p2, · · · , pr are odd primes, and α

be a positive integer, pα is the greatest prime power divisor of s. That is,
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pα = max {pα, pα1
1 , pα2

2 , · · · , pαr
r } .

In this case, we prove that n can not satisfy the equation Z(n) + SL(n) = n. It means
that if n has at least three different prime factors, then n is not the solution of the equation.

Let a = 2k−1 · pα1
1 pα2

2 · · · pαr
r , then n = 2a · pα, α ≥ 1, (2a, pα) = 1, p is a prime and p ≥ 3.

Now we discuss the solution of the equation in the following two cases:
If 2k > pα, then SL(n) = 2k. Only if Z(n) = n − 2k, the equation has positive integer

solution.
From (2a, pα) = 1, we know that the congruent equation

4ax ≡ 1( mod pα)

has positive integer solution, so the congruent equation

16a2x2 ≡ 1( mod pα)

has positive integer solution. We assume that the solution is y, taking 1 ≤ y ≤ pα − 1, then
pα − y is also its positive integer solution.

So we can take 1 ≤ y ≤ pα−1
2 . From 16a2y2 ≡ 1( mod pα), we can get pα | (4ay − 1) or

pα | (4ay + 1).
A. If pα | (4ay − 1), then

n = 2a · pα | 4ay(4ay − 1)
2

.

So we can get

Z(n) = m ≤ 4ay − 1 ≤ 4a(pα − 1)
2

− 1 = n− 2a− 1.

B. If pα | (4ay + 1), then

n = 2a · pα | 4ay(4ay + 1)
2

.

So we can get

Z(n) = m ≤ 4ay ≤ 4a(pα − 1)
2

= n− 2a.

And it is obviously that 2k < a, when Z(n) = n− 2k, Z(n) > n− a. So the equation has
no solution.

If 2k < pα, then SL(n) = pα. Only if Z(n) = n − pα = pα(2a − 1), the equation has
positive integer solution.

From (2a, pα) = 1, we know that the congruent equation

pαx ≡ 1( mod 2a)

has positive integer solution, so the congruent equation

p2αx2 ≡ 1( mod 2a)
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has positive integer solution. We assume that the solution is y, taking 1 ≤ y ≤ 2a − 1, then
2a− y is also a positive integer solution of the equation. So we can take 1 ≤ y ≤ 2a−1

2 .
From p2αx2 ≡ 1( mod 2a), we can get 2a | (pαy − 1) or 2a | (pαy + 1).
C. If 2a | (pαy − 1), then

n = 2a · pα | pαy(pαy − 1)
2

.

y is an even integer.
So we can get

Z(n) = m ≤ pαy − 1 ≤ pα · 2a− 1
2

− 1.

D. If 2a | (pαy + 1), then

n = 2a · pα | pαy(pαy + 1)
2

.

y is an even integer.
So we can get

Z(n) = m ≤ pαy ≤ pα · 2a− 1
2

.

Then Z(n) = n−pα is not the minimum value which satisfy the definition of Z(n). In this
case the equation has no positive integer solution. This completes the proof of Theorem.
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§1. Introduction

A function f is said to be completely monotonic over (a, b), where −∞ ≤ a < b ≤ ∞, if

(−1)kf (k)(x) ≥ 0, (1)

for a < x < b and k = 0, 1, 2, · · · . If, in addition, f is continuous at x = a, then it is called
completely monotonic over [a, b), with similar definitions for (a, b] and [a, b].

Dubourdien [1, p. 98] pointed out that if a non-constant function f is completely monotonic
on (a,∞), then strict inequality holds in (1). See also [2] for a simpler proof of this result. It
is known (Bernstein’s Theorem) that f is completely monotonic on (0,∞) if and only if

f(x) =
∫ ∞

0

e−xtdµ(t),

where µ is a nonnegative measure on [0,∞) such that the integral converges for all x > 0, see
[3, p. 161]. The main properties of completely monotonic functions are given in [3, Chapter
IV]. We also refer to [4], where a detailed list of references on completely monotonic functions
can be found.

In this paper, some complete monotonicity properties of functions related to the gamma
function and Barnes G-function are proved, see sections 2 and 3.

§2. Gamma function

Euler’s gamma function is defined by

Γ(z) =
∫ ∞

0

tz−1e−tdt (<(z) > 0).
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For the various properties and characteristics of the gamma function, the reader may be referred
(for example) to the works [5, 6, 7, 8, 9].

Inspired by the asymptotic expansion

ln Γ(z) ∼ (z − 1
2
) ln z − z + ln

√
2π +

∞∑

i=1

B2i

2i(2i− 1)z2i−1
(z →∞ in |arg z < z|),

where Bi(i = 1, 2, · · · ) are Bernoulli numbers, defined by

t

et − 1
=

∞∑

i=1

Bi
ti

i!
= 1− 1

2
t +

∞∑

j=1

B2j
t2j

(2j)!
, |t| < 2π,

H. Alzer [6] proved the following theorem.
Theorem 1. For all n = 0, 1, 2, · · · , the functions

Fn(x) = ln Γ(x)− (x− 1
2
) lnx + x− ln

√
2π −

2n∑

i=1

B2i

2i(2i− 1)x2i−1

and

Gn(x) = − ln Γ(x) + (x− 1
2
) ln x− x + ln

√
2π +

2n+1∑

i=1

B2i

2i(2i− 1)x2i−1

are completely monotonic on (0,∞), which is equivalent to the function

Rn(x) = (−1)n

[
ln Γ(x)− (x− 1

2
) ln x + x− ln

√
2π −

n∑

i=1

B2i

2i(2i− 1)x2i−1

]

being completely monotonic on (0,∞).
For n = 0, Theorem 1 was proved by Muldoon [10]. Applying the Euler-Maclaurin sum-

mation formula, S. Koumandos [11] proved that for all m = 1, 2, · · · and x > 0,

1− x

2
+

2m∑

j=1

B2j

(2j)!
x2j <

x

ex − 1
< 1− x

2
+

2m−1∑

j=1

B2j

(2j)!
x2j ,

and then used it to give a new and simpler proof of Theorem 1.
We here presented a very short proof of Theorem 1 by using Binet’s first formula for the

ln Γ(x) [3, p. 127]

ln Γ(x) = (x− 1
2
) ln x− x + ln

√
2π + θ(x), (x > 0), (2)

where the remainder θ(x) is given by

θ(x) =
∫ ∞

0

(
1

et − 1
− 1

t
+

1
2
)
e−xt

t
dt. (3)

Proof of Theorem 1. It is known in [12, p. 64] that

(
1

et − 1
− 1

t
+

1
2
)
1
t

=
n∑

i=1

B2i

(2i)!
t2i−2 + (−1)nt2nνn(t), (n ≥ 0), (4)
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where

νn(t) =
∞∑

k=1

2
(t2 + 4π2k2)(2πk)2n

> 0.

Thus (3) and (4) yield

θ(x) =
n∑

i=1

B2i

(2i)!

∫ ∞

0

t2i−2e−xtdt + (−1)n

∫ ∞

0

t2nνn(t)e−xtdt

=
n∑

i=1

B2i

2i(2i− 1)x2i−1
+ (−1)n

∫ ∞

0

t2nνn(t)e−xtdt. (5)

Combining (2) with (5), we immediately obtain

Rn(x) =
∫ ∞

0

t2nνn(t)e−xtdt.

It is easy to see that the function x 7→ Rn(x) is completely monotonic on (0,∞) for all n =
0, 1, 2, · · · . The proof is complete.

§3. Barnes G-function

The multiple gamma function Γn is defined as a generalization of Γ-function by the following
recurrence functional equation for all complex numbers z and all positive integers n:

Γn+1(z + 1) =
Γn+1(z)
Γn(z)

, Γ1(z) = Γ(z) and Γn(1) = 1

by Barnes [13, 14] and others about 100 years ago. Barnes [13] gave several explicit Weierstrass
canonical product forms of the double Gamma function (or Barnes G-function) Γ2 := 1/G, one
of which is recalled here in the form:

[Γ2(z + 1)]−1 = G(z + 1)

= (2π)z/2 exp(−1
2z − 1

2 (γ + 1)z2)
∞∏

k=1

[(1 + z
k )k · exp(−z + z2

2k )],
(6)

where γ = 0.5772156649 · · · denotes the Euler-Mascheroni constant. The double gamma func-
tion satisfies G(1) = 1 and G(z + 1) = Γ(z)G(z). The theory of the double Gamma function
has indeed found interesting applications in many other recent investigations (see, for details,
[15]).

V. S. Adamchik [16, Proposition 3] derived the Binet integral representation for the Barnes
G-function

lnG(z + 1) = z ln Γ(z) +
z2

4
− ln z

2
B2(z)− lnA

−
∫ ∞

0

e−zt

t2
(

1
1− e−t

− 1
t
− 1

2
− t

12
)dt,<(z) > 0, (7)

where B2(z) = z2−z +1/6 is the second Bernoulli polynomial, A is Glaisher’s constant defined
as

lnA = lim
n→∞

[
ln(

n∏

k=1

kk)− (
n2

2
+

n

2
+

1
12

) ln n +
n2

4

]
,
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the numerical value of A being 1.282427 · · · .
A result similar to Theorem 1 holds.
Theorem 2. For all n = 1, 2, · · · , the functions

Un(x) = lnG(x + 1)− x ln Γ(x)− x2

4
+

lnx

2
(x2 − x +

1
6
)

+ lnA +
2n−1∑

k=2

B2k

2k(2k − 1)(2k − 2)x2k−2

and

Vn(x) = − lnG(x + 1) + x ln Γ(x) +
x2

4
− lnx

2
(x2 − x +

1
6
)

− lnA−
2n∑

k=2

B2k

2k(2k − 1)(2k − 2)x2k−2

are completely monotonic on (0,∞), which is equivalent to the function

Pn(x) = (−1)n

[
− lnG(x + 1) + x ln Γ(x) +

x2

4
− lnx

2
(x2 − x +

1
6
)

− lnA−
n∑

k=2

B2k

2k(2k − 1)(2k − 2)x2k−2

]

being completely monotonic on (0,∞).
Proof. Write (4) as

t

et − 1
− 1 +

t

2
− t2

12
=

n∑

k=2

B2k

(2k)!
t2k + (−1)nt2n+2νn(t), n ≥ 1. (8)

Thus (7) and (8) yield

lnG(x + 1) = x ln Γ(x) +
x2

4
− lnx

2
(x2 − x +

1
6
)

− lnA−
∫ ∞

0

e−xt

t3
(

t

et − 1
− 1 +

t

2
− t2

12
)dt

= x ln Γ(x) +
x2

4
− lnx

2
(x2 − x +

1
6
)− lnA

−
n∑

k=2

B2k

(2k)!

∫ ∞

0

t2k−3e−xtdt + (−1)n+1

∫ ∞

0

t2n−1νn(t)e−xtdt

= x ln Γ(x) +
x2

4
− lnx

2
(x2 − x +

1
6
)− lnA

−
n∑

k=2

B2k

2k(2k − 1)(2k − 2)x2k−2
+ (−1)n+1

∫ ∞

0

t2n−1νn(t)e−xtdt,

and therefore,

Pn(x) =
∫ ∞

0

t2n−1νn(t)e−xtdt.

Clearly, the function x 7→ Pn(x) is completely monotonic on (0,∞) for all n = 1, 2, · · · .
The proof is complete.
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Abstract The integer d =
∏s

i=1 pbi
i is called an exponential divisor of n =

∏s
i=1 pai

i if bi|ai

for every i ∈ 1, 2, · · · , s. Let τ (e)(n) denote the number of exponential divisors of n, where

τ (e)(1) = 1 by convention. In this paper we shall establish a short interval result for r-th

power of the function τ (e), where r ≥ 1 is a fixed integer.

Keywords The exponential divisor function, generalized divisor function, short interval.

§1. Introduction

The integer d =
∏s

i=1 pbi
i is called an exponential divisor of n =

∏s
i=1 pai

i if bi|ai for every
i ∈{1,2,...,s}, denoted by d|en. By convention 1|e1.

Let τ (e)(n) denote the number of exponential divisors of n, which is called the exponential
divisor function. The properties of the function τ (e) were investigated by many authors, see
example, [1], [2], [4].

Suppose r ≥ 1 is fixed integer. Let

A(x) :=
∑

n≤x

(τ (e)(n))r.

Recently László Tóth [3] proved that

A(x) = Arx + x
1
2 P2r−2(log x) + O(xur+ε), (1.1)

where P2r−2 is a polynomial of degree 2r − 2, ur = 2r−1
2r+1 , and

Ar :=
∏
p

(1 +
∞∑

a=2

(τ(a))r − (τ(a− 1))r

pa
). (1.2)

In this short note, we shall prove the following short interval result.
Theorem. If x

1
5+2ε ≤ y ≤ x, then

∑

x<n≤x+y

(τ (e)(n))r = Ary + O(yx−ε/2 + x1/5+ε). (1.3)

1This work is supported by National Natural Science Foundation of China (Grant No. 10771127) and

Mathematical Tianyuan Foundation (Grant No. 10826028).
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Notations. Throughout this paper, ε denotes a fixed but sufficiently small positive con-
stant. If 1 ≤ a ≤ b are fixed integers, we define

d(a, b;n) =
∑

n=na
1nb

2

1.

We have the estimate d(a, b; k) ¿ nε2 .

§2. Proof of theorem

In order to prove our theorem, we need the following lemmas.

Lemma 1. Suppose s is a complex number for with <s > 1, then

F (s) :=
∞∑

n=1

(τ (e)(n))r

ns
= ζ(s)ζ2r−1(2s)ζ−Cr (4s)G(s, r),

where Cr = 2r−1 + 22r−1 − 3r ≥ 0, the function G(s, r) can be written as a Dirichlet series
G(s, r) =

∑∞
n=1

g(n)
ns , which is absolutely convergent for Res > 1/5.

Proof. The function τ (e)(n) is multiplicative. So by the Euler product formula, we have
for σ > 1 that

∑

n≤x

(τ (e)(n))r =
∏
p

(1 +
(τ (e)(p))r

ps
+

(τ (e)(p2))r

p2s
+

(τ (e)(p3))r

p3s
+ · · · )

=
∏
p

(1 +
1
ps

+
2r

p2s
+

2r

p3s
+

3r

p4s
+

2r

p5s
+ · · · )

=
∏
p

(1− 1
ps

)−1
∏
p

(1− 1
ps

)(1 +
1
ps

+
2r

p2s
+ · · · )

= ζ(s)ζ2r−1(2s)
∏
p

(1− 1
ps

)2
r−1(1 +

2r − 1
p2s

+
3r − 2r

p4s
+ · · · )

= ζ(s)ζ2r−1(2s)ζ−Cr (4s)G(s, r).

Now we write Cr = 2r−1 + 22r−1 − 3r and G(s, r) :=
∑∞

n=1
g(n)
ns . It is easily seen the Dirichlet

series is absolutely convergent for Res > 1/5.

Lemma 2. Let l ≥ 2 be a fixed integer, 1 < y ≤ x be large real numbers. Then

∑

x < nml ≤ x + y

m > xε

1 ¿ yx−ε + x
1

2l+1 log x.

Proof. This Lemma is very important when studying the short interval distribution of
l-free numbers, see for example, [5].

Let a(n), b(n) and c(n) be arithmetic functions defined by the following Dirichlet series (for
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Res > 1):

∞∑
n=1

a(n)
ns

= ζ(s)G(s, r), (1)

∞∑
n=1

b(n)
ns

= ζ2r−1(2s), (2)

∞∑
n=1

c(n)
ns

= ζ−Cr (4s). (3)

Lemma 3. Let a(n) be the arithmetic function defined by (1), then we have

∑

n≤x

a(n) = Ax + O(x
1
5+ε), (4)

where A = Ress=1ζ(s)G(s, r).

Proof. From Lemma 1 the infinite series
∑∞

n=1
g(n)
ns converges absolutely for σ > 1/5, it

follows that that ∑

n≤x

|g(n)| ¿ x
1
5+ε.

Therefore from the definition of g(n) and (1), it follows that

∑

n≤x

a(n) =
∑

mn≤x

g(n)

=
∑

n≤x

g(n)
∑

m≤ x
n

1

=
∑

n≤x

g(n)[
x

n
]

= Ax + O(x
1
5+ε),

and A = Ress=1ζ(s)G(s, r).

Now we prove our theorem. From Lemma 3 and the definition of a(n), b(n) and c(n), we
obtain

(τ (e)(n))r =
∑

n=n1n2
2n4

3

a(n1)b(n2)c(n3),

and

a(n) ¿ nε2 , b(n) ¿ nε2 , c(n) ¿ nε2 . (5)

We consider two cases. If r = 1, then Cr = 0. In this case, we have

A(x + y)−A(x) =
∑

x<n1n2
2≤x+y

a(n1)b(n2)

=
∑
1

+O(
∑
2

), (6)
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where

∑
1

=
∑

n2≤xε

b(n2)
∑

x

n2
2

<n1≤ x+y

n2
2

a(n1),

∑
2

=
∑

x < n1n2
2 ≤ x + y

n2 > xε

|a(n1)b(n2)|.

In view of Lemma 3,

∑
1

=
∑

n2≤xε

b(n2)(
Ay

n2
2

+ O((
x

n2
2

)
1
5+ε))

= A1y + O(yx−
ε
2 + x

1
5+ 3

2 ε), (7)

where A1 = Ress=1F (s). By (5) we have and Lemma 2 with l = 2 we have

∑
2

¿
∑

x<n1n2
2≤x+y

(n1n
2
2)

ε2

¿ xε2(yx−ε + x
1
5+ε)

= yx−
ε
2 + x

1
5+ 3

2 ε. (8)

Now suppose r ≥ 2, we have

A(x + y)−A(x) =
∑

x<n1n2
2n4

3≤x+y

a(n1)b(n2)c(n3)

=
∑
3

+O(
∑
4

+
∑
5

), (9)

where

∑
3

=
∑

n2 ≤ xε

n3 ≤ xε

b(n2)c(n3)
∑

x

n2
2n4

3
<n1≤ x+y

n2
2n4

3

a(n1),

∑
4

=
∑

x < n1n2
2n4

3 ≤ x + y

n2 > xε

|a(n1)b(n2)c(n3)|,

∑
5

=
∑

x < n1n2
2n4

3 ≤ x + y

n3 > xε

|a(n1)b(n2)c(n3)|.

By Lemma 3 again, we get

∑
3

=
∑

n2 ≤ xε

n3 ≤ xε

b(n2)c(n3)(
A1y

n2
2n

4
3

+ O((
x

n2
2n

4
3

)
1
5+ε))

= Ary + O(yx−
ε
2 + x

1
5+ 3

2 ε), (10)
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where Ar = Ress=1F (s).
From Lemma 2, (5) and the estimate d(1, 4;m) ¿ mε2 , we get

∑
4

¿
∑

x<n1n2
2n4

3≤x+y

n2>xε

(n1n2n3)ε2 ¿ xε2
∑

x<n1n2
2n4

3≤x+y

n2>xε

1

= xε2
∑

x<mn2
2≤x+y

n2>xε

d(1, 4;m) ¿ x2ε2
∑

x<mn2
2≤x+y

n2>xε

1

¿ x2ε2(yx−ε + x
1
5+ε)

¿ yx−ε/2 + x
1
5+ 3

2 ε. (11)

Similarly we have ∑
5

¿ yx−ε/2 + x
1
5+ 3

2 ε. (12)

Now our theorem for the case r ≥ 2 follows from (9)-(12).
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Abstract Let A be a subalgebra of B(H). We say that a linear mapping ϕ from A into

itself is a multiplicative mapping at Z(Z ∈ A) if ϕ(ST ) = ϕ(S)ϕ(T ) for any S, T ∈ A with

ST = Z. Let H be an infinite dimensional complex Hilbert space, and let ϕ be a surjective

linear map on B(H). In this paper, we prove that if ϕ is a multiplicative mapping at I and

continuous in the weak operator topology, then ϕ is an automorphism. We also prove that if

ϕ is a weak continuous multiplicative mapping at any invertible operator with ϕ(I) = I then

ϕ is an automorphism.
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§1. Introduction and preliminaries

Let H be an infinite dimensional complex Hilbert space. We denote by B(H) the algebra
of all bounded linear operators on H. The purpose of this paper is to show the following
theorem.

Theorem 1.1. Let ϕ : B(H) → B(H) be a continuous linear surjective mapping in the
weak operator topology. Then the following statements are equivalent:

(1) ϕ is a multiplicative mapping at I from B(H) into itself, i.e.

ϕ(ST ) = ϕ(S)ϕ(T ) (S, T ∈ B(H), ST = I).

(2) ϕ is an automorphism, i.e. there exists an invertible operator A ∈ B(H) such that

ϕ(T ) = ATA−1 (T ∈ B(H)).

Characterizing linear maps on operator algebras is one of the most active and fertile re-
search topics in the theory of operator algebras during the past one hundred years. Recently,
some authors have paid their attention to the study of automorphisms and derivations. Many
profound results have been obtained in these domains, which helps us to understand operator
algebras from a new aspect. We describe some of the results related to ours. Let ϕ : A → B(H)
be linear. We say that ϕ is a multiplicative mapping at Z if ϕ(ST ) = ϕ(S)ϕ(T ) for any S, T ∈ A

1This work supported by the Science Foundation Project of Tianshui Normal University (TSA0935).
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with ST = Z. In 1993, Šemrl [11] proved that a linear bijective mapping ϕ with ϕ(I) = I from
B(H) into itself is a spatial isomorphism if and only if ϕ is preserving zero product. In 2002,
Cui and Hou [4] proved that a zero product preserving bounded linear bijective mapping ϕ

with ϕ(I) = I between atomic nest algebras on Hilbert spaces is an isomorphism. Note that
ϕ(0) = 0, thus, ϕ is preserving zero product if and only if ϕ is multiplicative at 0. It follows
that a linear mapping is an automorphism if it is multiplicative at 0 under some conditions.
In 2007, Zhu and Xiong [6] proved that every strongly operator topology continuous derivable
mapping at I on a nest algebra is an inner derivation. For other results, see [7-10,12,14]. In
this paper, the operator space B(H) is given the weak operator topology. It is the aim of us to
prove that every weak continuous linear surjective mapping is an automorphism if and only if
it is multiplicative at I.

The plan of this paper is as follows. In section 2, we introduce some preliminary lemmas
relating to the proof of Theorem 1.1. In section 3, we give the proof of Theorem 1.1 and get
Corollary 3.1 in which the identity operator I in Theorem 1.1 is replaced by any invertible
operator G ∈ B(H).

Throughout this paper, we use H to denote an infinite dimension complex Hilbert space.
The symbols B(H) and F (H) stand for the set of all bounded linear operators and the set of
all finite rank operators on H, respectively. < ·, · > denotes the inner product on H. x ⊗ y

and I denote the rank one operator < ·, y > x and the identity operator on H, respectively.
Denote by ran(T ) and N(T ) the range space and the kernel space of T (T ∈ B(H)). Also T ∗

denotes the adjoint of T . The weak operator topology on B(H) is the topology induced by the
seminorms Px,y(T ) = | < Tx, y > | for all x, y ∈ H.

§2. Preliminary lemmas

Lemma 2.1 is obtained from [3]. We only state its content and omit its proof. In Lemma
2.1, X is a Banach space over the field of real numbers or the field of complex numbers. The
symbol B(X) stands for the set of all bounded linear operators on X.

Lemma 2.1.[3] Let ϕ be a weak continuous linear mapping which preserve the rank of
rank-one operators non-increasing. Then one of the following holds:

(i) There exist linear mappings A ∈ B(X) and C ∈ B(X) such that ϕ(T ) = ATC for any
T ∈ B(X);

(ii) There exist linear mappings A ∈ B(X) and C ∈ B(X) such that ϕ(T ) = AT ∗C for
any T ∈ B(X);

(iii) There exist weak-weak continuous linear mapping δ(·) : B(X) → X and f0 ∈ X∗ such
that ϕ(T ) = δ(T )⊗ f0 for any T ∈ B(X);

(iv) There exist weak-weak∗ continuous linear mapping λ(·) : B(X) → X and x0 ∈ X such
that ϕ(T ) = x0 ⊗ λ(T ) for any T ∈ B(X).

Lemma 2.2. Let ϕ : B(H) → B(H) be a weak operator topology continuous linear
surjective mapping. If ϕ is multiplicative at I, then ϕ(I) = I.
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Proof. For any idempotent operator P ∈ B(H), we have

I = (P − 1 +
√

3i

2
I)(P − 1−√3i

2
I),

then

ϕ(I) = ϕ(P − 1 +
√

3i

2
I)ϕ(P − 1−√3i

2
I)

= ϕ(P )2 − 1 +
√

3i

2
ϕ(I)ϕ(P )− 1−√3i

2
ϕ(P )ϕ(I) + ϕ(I)2. (1)

Similarly,

ϕ(I) = ϕ(P − 1−√3i

2
I)ϕ(P − 1 +

√
3i

2
I)

= ϕ(P )2 − 1−√3i

2
ϕ(I)ϕ(P )− 1 +

√
3i

2
ϕ(P )ϕ(I) + ϕ(I)2. (2)

It follows from equations (1) and (2) that

ϕ(I)ϕ(P ) = ϕ(P )ϕ(I).

The result of [1] implies that every operator in B(H) can be written as the sum of five idem-
potents in B(H). As ϕ is surjective, we have

ϕ(I)T = Tϕ(I) (T ∈ B(H)).

It follows that ϕ(I) ∈ CI. Namely, there exists λ ∈ C such that ϕ(I) = λI. By ϕ(I) = ϕ(I2) =
ϕ(I)2, we get that λI = λ2I. Hence, either λ = 0 or λ = 1.

If ϕ(I) = 0, according to Equation (1), we have ϕ(P )2 = 0 for any idempotent P ∈ B(H).
Let S ∈ F (H) be any self-adjoint operator. Then S =

∑n
k=1 αiPi for some orthogonal projec-

tions Pi ∈ B(H) and αi ∈ R (1 ≤ i ≤ n). Since Pi + Pj is also a projection (i 6= j), it follows
from ϕ(Pi + Pj)2 = 0 that

ϕ(Pi)ϕ(Pj) + ϕ(Pj)ϕ(Pi) = 0.

This further yields ϕ(S)2 = 0. For any F ∈ F (H), there exist two self-adjoint operators
S1, S2 ∈ F (H) such that F = S1 + iS2. Since ϕ(S1 + S2)2 = 0, we have

ϕ(S1)ϕ(S2) + ϕ(S2)ϕ(S1) = 0.

It follows that

ϕ(F )2 = ϕ(S1 + iS2)2

= ϕ(S1)2 + i(ϕ(S1)ϕ(S2) + ϕ(S2)ϕ(S1))− ϕ(S2)2 = 0.
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As the ideal of all finite-rank operators in B(H) is a dense subset of B(H) in the weak operator
topology, we obtain that ϕ(T )2 = 0 for any T ∈ B(H). This shows that the range of ϕ is a
set consisting of nilpotent operators. However, I ∈ B(H) is not a nilpotent operator, which
contradicts the assumption that ϕ is surjective. Hence λ = 1 and so ϕ(I) = I.

Lemma 2.3. Let ϕ : B(H) → B(H) be a weak operator topology continuous linear
surjective mapping. If ϕ is multiplicative at I, then

(i) For every idempotent operator P ∈ B(H), we have ϕ(P )2 = ϕ(P );
(ii) For every P ∈ B(H) with P 2 = 0, we have ϕ(P )2 = 0.
Proof. (i) It is an immediate consequence of Equation (1) and Lemma 2.2.
(ii) For every operator P ∈ B(H) with P 2 = 0, we have

ϕ(I) = ϕ((I − P )(I + P ))

= ϕ(I − P )ϕ(I + P )

= ϕ(I)2 − ϕ(P )2

= ϕ(I)− ϕ(P )2.

It follows that ϕ(P )2 = 0.

§3. The proof of the main theorem and a corollary

Proof of Theorem 1.1. We divide the proof into the following three steps.
Step 1. We will prove that rank(ϕ(P )) = 1 for any idempotent P ∈ B(H) with rank(P ) =

1. Set
X1 = PB(H)P, X2 = PB(H)(I − P ),

X3 = (I − P )B(H)P, X4 = (I − P )B(H)(I − P ),

and
Y1 = ϕ(P )B(H)ϕ(P ), Y2 = ϕ(P )B(H)(I − ϕ(P )),

Y3 = (I − ϕ(P ))B(H)ϕ(P ), Y4 = (I − ϕ(P ))B(H)(I − ϕ(P )).

Then B(H) = X1⊕X2⊕X3⊕X4 = Y1⊕Y2⊕Y3⊕Y4. For any T ∈ X2, we have (T +P )2 = T +P

and T 2 = 0. It follows from Lemma 2.3 that ϕ(T + P )2 = ϕ(T + P ) and ϕ(T )2 = 0. Namely,

ϕ(T ) = ϕ(P )ϕ(T ) + ϕ(T )ϕ(P ). (3)

According to equation (3), we have ϕ(P )ϕ(T )ϕ(P ) = 0. Hence

ϕ(T ) = ϕ(P )ϕ(T ) + ϕ(T )ϕ(P )

= ϕ(P )ϕ(T )− ϕ(P )ϕ(T )ϕ(P ) + ϕ(T )ϕ(P )− ϕ(P )ϕ(T )ϕ(P )

= ϕ(P )ϕ(T )(I − ϕ(P )) + (I − ϕ(P ))ϕ(T )ϕ(P ).

It follows that ϕ(X2) ⊆ Y2 + Y3. Similarly, we can show that ϕ(X3) ⊆ Y2 + Y3.
Since P is an idempotent operator of rank one, we have X1 = CP . It follows that ϕ(X1) ⊆

Y1. Next, let us prove that ϕ(X4) ⊆ Y4. Since X4 is ismorphic to B(Ker(P )), and the result
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of [1] says every operator in B(H) can be expressed as the sum of five idempotents in B(H),
we need only prove that ϕ(Q) ∈ Y4 for every idempotent operator Q ∈ X4. In fact, for every
idempotent operator Q ∈ X4 we have PQ = QP = 0. Then (P + Q)2 = P + Q. By Lemma
2.3, we get that

ϕ(P )ϕ(Q) + ϕ(Q)ϕ(P ) = 0. (4)

Note that ϕ(P )2 = ϕ(P ). So

ϕ(P )ϕ(Q) + ϕ(P )ϕ(Q)ϕ(P ) = ϕ(Q)ϕ(P ) + ϕ(P )ϕ(Q)ϕ(P ) = 0. (5)

According to equations (4) and (5), we get that

ϕ(P )ϕ(Q) = ϕ(Q)ϕ(P ) = 0,

which further yields

ϕ(Q) = ϕ(Q)(I − ϕ(P ))

= (I − ϕ(P ))ϕ(Q)

= (I − ϕ(P ))ϕ(Q)(I − ϕ(P )) ∈ Y4.

Furthermore, by X1 = CP , we have ϕ(X1) = Cϕ(P ). So, ϕ(B(H)) ⊆ Cϕ(P ) ⊕ Y2 ⊕ Y3 ⊕ Y4.
However, ϕ is a surjective mapping, that is, Cϕ(P ) = Y1 = ϕ(P )B(H)ϕ(P ). This means that
ϕ(P ) has rank one.

Step 2. We will prove that rank(ϕ(x ⊗ y)) ≤ 1 for any rank one operator x ⊗ y ∈ B(H).
In fact, if < x, y >6= 0, then (< x, y >)−1x ⊗ y is a rank one idempotent operator, that
is, rank(ϕ(x ⊗ y)) = 1 by step 1. Assume that < x, y >= 0. For x ∈ H, it follows from
Hahn-Banach theorem that there exists y1 ∈ H such that < x, y1 >= 1. Let y2 = y1−y. Then
< x, y2 >= 1. Hence x⊗y1, x⊗y2 are rank one idempotent operators and x⊗y = x⊗y1−x⊗y2.
According to step 1, ϕ(x ⊗ yi) = si ⊗ ti with < si, ti >= 1, i = 1, 2. For any m ∈ [0, 1], we
have < x, my1 +(1−m)y2 >= 1. Thus, there exist sm, tm ∈ H with < sm, tm >= 1 such that

ϕ(mx⊗ y1 + (1−m)x⊗ y2) = ϕ(x⊗ (my1 + (1−m)y2)) = sm ⊗ tm,

i.e.

ms1 ⊗ t1 + (1−m)s2 ⊗ t2 = sm ⊗ tm.

This means that either s1, s2 are linearly dependent or t1, t2 are linearly dependent. So

rank(ϕ(x⊗ y)) = rank(ϕ(x⊗ y1 − x⊗ y2))

= rank(s1 ⊗ t1 − s2 ⊗ t2) ≤ 1.

Step 3. We will prove that there exists invertible operator A ∈ B(H) such that ϕ(T ) =
ATA−1 or ϕ(T ) = AT ∗A−1 for every T ∈ B(H). By step 2, ϕ satisfies the conditions of
Lemma 2.1. Applying the assumption that ϕ is a surjective mapping, we get that there exists
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T0 ∈ B(H) such that rank(ϕ(T0)) > 1. This means that ϕ has only one of the forms (i) and
(ii) in Lemma 2.1.

Suppose that the case (i) of Lemma 2.1 occurs. Then there exist linear mappings A,C ∈
B(H) such that

ϕ(T ) = ATC (T ∈ B(H)). (6)

Next, let us prove that A is bijective. Since ϕ is surjective, equation(6) shows that A is
surjective. Assume that there exists nonzero vector x0 ∈ H such that Ax0 = 0. Then there
exists z ∈ H such that < x0, z >= 1 by the Hahn-Banach theorems. From step 1, ϕ(x0 ⊗ z)
is a rank one operator, which contradicts ϕ(x0 ⊗ z) = Ax0 ⊗ Cz = 0. This shows that A is
bijective. According to I = ϕ(I) = AIC = AC we have C = A−1. So ϕ(T ) = ATA−1.

Similarly, if the case (ii) of Lemma 2.1 occurs, we can prove that ϕ(T ) = AT ∗A−1.
Lastly, we will prove that ϕ is an automorphism. Let M ⊆ H be a separable subspace

and {en}∞n=0 is a basis of M . We define the operator S on M by S(en) = en+1(n = 0, 1, · · · ).
Notice that S has a left inverse but no right inverse. So, for any invertible operator T ∈ B(M⊥),
S⊕T ∈ B(H) is a left invertible operator. Namely, there exists Z ∈ B(H) such that Z(S⊕T ) =
I but (S ⊕ T )Z 6= I. Suppose that ϕ(T ) = AT ∗A−1 for every T ∈ B(H), then

I = ϕ(I) = ϕ(Z(S ⊕ T ))

= ϕ(Z)ϕ(S ⊕ T )

= AZ∗(S ⊕ T )∗A−1

= A((S ⊕ T )Z)∗A−1

= ϕ((S ⊕ T )Z).

It contradicts ϕ(S ⊕ T )Z) 6= ϕ(I). Hence, ϕ is an automorphism.
Corollary 3.1. Let ϕ : B(H) → B(H) be a weak operator topology continuous linear

surjective mapping with ϕ(I) = I. For any invertible operator G ∈ B(H), if ϕ is multiplicative
at G, then ϕ is an automorphism.

Proof. For every idempotent operator P ∈ B(H), we have

G = IG = (P − 1 +
√

3i

2
I)(P − 1−√3i

2
I)G.

It follows that

ϕ(G) = ϕ(I − 1 +
√

3i

2
P )ϕ((I − 1−√3i

2
P )G)

= (ϕ(I)− 1 +
√

3i

2
ϕ(P ))(ϕ(G)− 1−√3i

2
ϕ(PG))

= ϕ(I)ϕ(G)− 1−√3i

2
ϕ(I)ϕ(PG)− 1 +

√
3i

2
ϕ(P )ϕ(G)

+ ϕ(P )ϕ(PG). (7)

Similary,

ϕ(G) = ϕ(I)ϕ(G)− 1 +
√

3i

2
ϕ(I)ϕ(PG)− 1−√3i

2
ϕ(P )ϕ(G)

+ ϕ(P )ϕ(PG). (8)
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Comparing equations (7) and (8), we have

ϕ(PG) = ϕ(P )ϕ(G).

Notice that every rank one operator in B(H) may be denoted as a linear combination of at
most four idempotents in B(H) (see [13]), and every finite rank operator in B(H) may be
represented as a sum of rank one operator in B(H). Thus we get that

ϕ(FG) = ϕ(F )ϕ(G) (F ∈ F (H)).

Since F (H) is a dense subset of B(H) in the weak operator topology, we have

ϕ(TG) = ϕ(T )ϕ(G) (T ∈ B(H)).

Using the same method, we can prove

ϕ(GT ) = ϕ(G)ϕ(T ) (T ∈ B(H)).

For any S, T ∈ B(H) with ST = I, we have G = STG. So

ϕ(G) = ϕ(S)ϕ(TG) = ϕ(S)ϕ(T )ϕ(G).

This further yields

(ϕ(S)ϕ(T )− I)ϕ(G) = 0. (9)

Note that G is an invertible operator, it follows from

I = ϕ(I) = ϕ(GG−1) = ϕ(G)ϕ(G−1)

and
I = ϕ(I) = ϕ(G−1G) = ϕ(G−1)ϕ(G)

that ϕ(G) is also invertible. Hence, we get that ϕ(S)ϕ(T ) = I = ϕ(I) by equation (9), i.e. ϕ

is a multiplicative mapping at I. It follows from Theorem 1.1 that ϕ is an automorphism.
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Abstract The upper and lower chromatic number of uniform mixed hypergraphs have

inevitable relation with C-hyperedge and D-hyperedge. In general, the increase in the C-
hyperedge will increase lower chromatic number χH, increasing D-hyperedge will decrease

upper chromatic number χH. This papers take complete uniform mixed hypergraphs for ex-

ample, revealed further the relationship of C-hyperedge with between the upper chromatic

number and lower chromatic number. We give a few conclusions for mixed hypergraph

K(n, l, m) = (X,
(

X
l

)
,
(

X
m

)
) whose some C-hyperedge are deleted.

Keywords A complete uniform mixed hypergraph, polychromatic C-hyperedges, the minim-

um, upper chromatic number, lower chromatic number.

§1. Lemma and the basic concepts

Definition 1.1.[1] Let X = {x1, x2, · · · , xn} be a finite set, C = {C1, C2, · · · , Cl}, D =
{D1, D2, · · · , Dm} are two subset clusters of X, all Ci ∈ C meet with |Ci| ≥ 2, and all Dj ∈ D
meet with |Dj | ≥ 2. Then H = (X, C,D) called as a mixed hypergraph from X, and each Ci ∈ C
called as the C−hyperedges, and each Dj ∈ D called as the D−hyperedges. In particular, that
HD = (X,D) called as a D-hypergraph, the HC = (X, C) for C−hypergraph.

Definition 1.2.[2] For 2 ≤ l, m ≤ n = |X|, let

K(n, l,m) = (X, C,D) = (X,

(
X

l

)
,

(
X

m

)
),

where |C| =
(
n
l

)
, |D| =

(
n
m

)
. Then K(n, l,m) is called as a complete (l, m)-uniform mixed

hypergraph with n vertices.
It is clear that for a given n, l, m, in a sense of the isomorphic existence just one K(n, l,m).
Definition 1.3.[3,4] For Mixed hypergraph H = (X, C,D), the largest i among all strict

i-coloring of H call as the upper chromatic number H, said that for χ̄H.
Definition 1.4.[2] For mixed hypergraphH = (X, C,D), if a i partition X = {X1, X2, · · · , Xi}

of vertex sets X satisfy with follow condications:
1This work is supported by National Natural Science Foundation of China: Study and Application of the

Polynomial of Graphs (N010861009).
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1) For each C-hyperedge at least two vertices be allocated into the same block;
2) For each D-hyperedge at least two vertices be allocated into different blocks.
Then the partition is called as a feasible partition of H.
Obviously, any strict i coloring of H corresponds with a strict i feasible partition, and vice

versa. They are equivalent. Therefore, we write one feasible partition of H or a strict i-coloring
c as: c = X1

⋃
X2

⋃ · · ·⋃ Xi, and ri(H) = ri is the sum total of all feasible i partition .
Definition 1.5.[2] Let S be a subset of the vertice set X of mixed hypergraph H =

(X, C,D), if the set does not contain any C-hyperedge (D-hyperedge) as a subset, then it is
called C stable or C independent (D stable or D independent).

Lemma 1.1.[4,5] Let mixed hypergraph H = (X,
(
X
r

)
,D), where 2 ≤ r ≤ n = n(H), then

arbitrary a coloring of H meet condition

χ(H) = r − 1.

Definition 1.6.[6] For mixed hypergraph for H = (X, C,D), if there is a mapping c :
Y → {1, 2, · · · , λ} that between subset Y ∈ X and λ colors {1, 2, · · · , λ}, and it meet following
conditions:

1) For each C-hyperedge C ∈ C, at least two vertice are the same color;
2) For each D-hyperedge D ∈ D, at least two vertice are different colors.
Then mapping c is called as one λ colors normal coloring of the mixed hypergraph H.
Definition 1.7.[2] In a normal i−coloring of H, if i colors are used, then the coloring is

called as a strict i-coloring.
It is clear that a normal χ(H) coloring of mixed hypergraph H must be a strict coloring.
Definition 1.8.[2] For any coloring c of the mixed hypergraph H = (X, C,D), let Y is a

subset of X, then if Y satisfied: arbitrary y1 ∈ Y and y2 ∈ Y , there is c(y1) = c(y2), then we
call the subset Y as monochromatic, if each of two is different colors, that is c(y1) 6= c(y2), then
we call subset Y as the polychromatic.

By the definition of the normal coloring of the mixed hypergraph, we know that for any
normal coloring of hypergraph, a D-hyperedge not is a subset of monochromatic, a C-hyperedge
not is a subset of polychromatic.

Definition 1.9.[2] In arbitrary a strictly i-coloring of H, the vertex set X of H is divided
into i partitions, and each partition is a non-empty subset of monochromatic, we call it as the
color class.

Lemma 1.2.[2] Let mixed hypergraph H = (X, C,D), and n = |X|, then regardless H
can normally coloring or not can, but the coloring of its sub-hypergraph HC and HD is always
available and there is χ(HC) = 1, r1(HC) = 1, χ(HD) = n(H), rn(HD) = 1.

Lemma 1.3.[2] For mixed hypergraph H′ = (X, C, (X
m

)
), if ∀C ∈ C, where |C| = k and

n(H′) ≤ (k − 1)(m− 1), then χ(H′) ≥ k − 1.
Lemma 1.4. For mixed hypergraph H = (X, C,D), let H′

is arbitrary a subhypergraph
of H, the χ(H) ≥ χ(H′

), χ̄(H) ≤ χ̄(H′
).

Lemma 1.5.[7] For a colorable mixed hypergraph H = (X,
(
X
l

)
,
(
X
m

)
), where 2 ≤ l, m ≤ n,

then
1) χ(H) = dn(H)

m−1 e, χ(H) = l − 1;
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2) H is the uncolorable if and only if dn(H)
m−1 e ≥ l.

Lemma 1.6.[7] For C-hypergraphH = (X, C, ∅), if ∀C ∈ C with |C| ≥ k, then χ(H) ≥ k−1,
and all (k − 1)-coloring of H are normal.

Lemma 1.7. Set X = (X1, X2, · · · , Xi) as the partition which correspond to an i-coloring
of the mixed hypergraph H = (X,

(
X
l

)
,
(
X
m

)
) (It not necessarily is normal coloring), and |X1| =

n1, |X2| = n2, · · · , |Xi| = ni, k is the number of the polychromatic C-hyperedges from this
partition, then

1) when i < l, have k = 0;
2) when i ≥ l, have

k =
∑

{n′1,n′2,··· ,n′l}⊆{n1,n2,··· ,ni}
n′1n

′
2 · · ·n′l.

Proof. 1) Clearly, when i < l, a arbitrary C-hyperedges have at least two vertices whose
color is the same, then k = 0.

2) When i ≥ l, it is clear that k > 0. Because the vertices in the polychromatic C-
hyperedges have various colors from different classes, and for the uniform mixed hypergraph
H = (X,

(
X
l

)
,
(
X
m

)
), have |C| = l, so the C-hyperedges which accoding to following steps are

agained have to be the polychromatic:
i) From the i color classes arbitrarily selected out l color classes X ′

1, X
′
2, · · · , X ′

l ;
ii) From the X ′

i, i = 1, 2, · · · , l arbitrarily selection out l vetices xi, i = 1, 2, · · · , l, this l

vetices formation a polychromatic C-hyperedges.
It is clear that all polychromatic C-hyperedges are included in which are gained through

the above-mentioned methods.
Therefore

k =
∑

{n′1,n′2,··· ,n′l}⊆{n1,n2,··· ,ni}
n′1n

′
2 · · ·n′l.

§2. The main results

Theorem. For the complete (l, m)-uniform mixed hypergraphs H = (X,
(
X
l

)
,
(
X
m

)
), let

n = |X|, c be a i coloring of H, and each of D-hyperedges of H is normally colored by it (c not
necessarily is a normal coloring of H), k is the number of polychromatic C-hyperedges under c,
then

1) When n < (l − 1)(m− 1) + 1, kmin = 0;
2) When n ≥ (l − 1)(m− 1) + 1, let n = q(m− 1) + r(0 ≤ r < m− 1), for a fixed n, have

kmin =
(

q
l−1

)
(m− 1)l−1r +

(
q
l

)
(m− 1)l.

In particular, when n = (l − 1)(m − 1) + r(0 < r ≤ m − 1), have kmin = r(m − 1)l−1, to
all n ≥ (l− 1)(m− 1) + 1 and to all coloring c which all D-hyperedges are normally colored by
it, have kmin = (m− 1)(l−1).

Proof. 1) Clearly, when n < (l−1)(m−1)+1, k ≥ 0. The following we only can prove that
the existence of a coloring i which meeting with k = 0, then this conclusion is true. It is clear,
for each of D-hyperedges coloring is normal, the vertex number in each of color classes no more
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than m − 1. Thus, the following method may be use for coloring the complete (l, m)-uniform
mixed hypergraph H = (X,

(
X
l

)
,
(
X
m

)
).

Select out arbitrary m − 1 vertices from the vetex set X of H and give color 1 to them,
then select out m− 1 vertices from the remaining n−m + 1 vertices and give color 2 to them,
· · · , followed by and so on, until when the number of remaining vertices less than m − 1, give
all of remaining vertices with a new color which differented from above all colores.

Since n < (l−1)(m−1)+1, so that the color number which yielded in the coloring process
no more than l − 1. Thus, in this coloring process, coloring of all C-hyperedges are normal.
Therefore, kmin = 0.

2) Because all D-hyperedges are normally colored by c so that the number of vertices
which contained in each of color classes not more than m − 1, if n ≥ (l − 1)(m − 1) + 1 and
n = q(m − 1) + r(0 ≤ r < m − 1), then the number of colores used in coloring c is at least q

(when r = 0) or q + 1 (when 0 < r < m− 1 ) and not less than l, that is i ≥ q ≥ l.

When the number of vertices n is the same, among all coloring programs which each
of D-hyperedges of H = (X,

(
X
l

)
,
(
X
m

)
) is normally colored by they, exception for that those

the color number is q (when r = 0) and q + 1 (when r > 0 ), the each of the rest color-
ing program can see as that it is gained through moving vertices from some color classes of
the coloring program of the color number is the q (when r = 0 ) or q + 1 (when r > 0 )
into the other color classes. And by Lemma 1.7, we can see that for two different coloring
programs c1 and c2, if the number of colors both used are the same and the vertex number
included in each of color classes of c1 equal to that of c2 when appropriate exchange the order
of color classes. Then, the number of the polychromatic C-hyperedges from both must are
equal. Thereby we as long as prove that the number of the polychromatic C-hyperedges from
coloring program c = {x11, x12, · · · , x1(m−1)}

⋃{x21, x22, · · · , x2(m−1)}
⋃ · · ·⋃{xq1, xq2, · · · ,

xq(m−1)}
⋃{x(q+1)1, x(q+1)2, · · · , x(q+1)r}, where vertex number n = q(m−1)+r(0 < r < m−1)

and the color number i = q + 1 is less than that from the other coloring programes, then the
conclusion is true. Follow is the proof.

Use the mathematical induction on vertex number moved.

Let the number of vertices moved is p, the division Corresponding with this coloring pro-
gram is c = {x11, x12, · · · , x1(m−1)}

⋃{x21, x22, · · · , x2(m−1)}
⋃ · · ·⋃{xq1, xq2, · · · , xq(m−1)}⋃{x(q+1)1, x(q+1)2, · · · , x(q+1)r}.

Its graph representation is as follow (see Fig. 1)
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Fig.1

First of all, we prove that when p = 1, the conclusions is true. By Lemma 1.7, we know that
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the number of the polychromatic C-hyperedges that correspond with the coloring c = {x11, x12,

· · · , x1(m−1)}
⋃{x21, x22, · · · , x2(m−1)}

⋃ · · ·⋃{xq1, xq2, · · · , xq(m−1)}
⋃{x(q+1)1, x(q+1)2, · · ·

, x(q+1)r} is

kc =
∑

{X′
1,X′

2,··· ,X′
l}⊆{X1,X2,··· ,Xq+1}

|X ′
1||X ′

2| · · · |X ′
l |,

where X1 = {x11, x12, · · · , x1(m−1)}, X2 = {x21, x22, · · · , x2(m−1)}, · · · , Xq = {xq1, xq2, · · · ,

xq(m−1)}, Xq+1 = {x(q+1)1, x(q+1)2, · · · , x(q+1)r}. Because |X1| = |X2| = · · · = |Xq| = m −
1, |Xq+1| = r, then,

kc =
(

q

l − 1

)
(m− 1)l−1r +

(
q

l

)
(m− 1)l.

Clearly, to take out a vertex from any color class and to put into other a color class, only
include the following situations:

Case 1. Take out a vertex from one of color classes X1, X2, · · · , Xq and put it into other a
color classes;

Case 2. Take out a vertex from color class Xq+1 and put this vertex into the new color
class Xq+2.

First we prove that Case 1.
Where Case 1 was divided into the following two circumstances:
Case 1.1. The vertex took out from one of color class X1, X2, · · · , Xq is put into Xq+1;
Case 1.2. The vertex took out from one of color class X1, X2, · · · , Xq is put into Xq+2.
For Case 1.1, let the number of polychromatic C-hyperedges corresponding with the col-

oring program obtained by moving this vertex for k1, and we may let that take out the vertex
xjs from color Class Xj(j ∈ {1, 2, · · · , q}) and put xjs into the color class Xq+1. It is clear
that after make such a movement of vertex xjs comparison with the mobile ago, only two color
classes Xj and Xq+1 their vertex number is changed, and the vertex number of that included
in the remaining color classes still is the same before mobile. Let that the division after moving
vertex xjs as follows (see Fig. 2)

¾

½

»

¼

¾

½

»

¼

¾

½

»

¼

x11

x12

x13
.

.

.

x1(m−1)

x21

x22

x23
.

.

.

x2(m−1)

¾

½

»

¼

. . .

x(j+1)1

. . .

¾

½

»

¼

x(q+1)1xj1

.

.

.
xj(s−1)
xj(s+1)

.

.

.
xj(m−1)

x(j+1)2

.

.

.

x(j+1)(m−2)

x(j+1)(m−1)

x(q+1)2

.

.

.

x(q+1)r

xjs

Fig.2

By Lemma 1.7, we know

k1 − kc =
(

q − 1
l − 1

)
(m− 1)l−1(r + 1) +

(
q − 1

l

)
(m− 1)l

+
(

q − 1
l − 1

)
(m− 1)l−1(m− 2) +

(
q − 1
l − 2

)
(m− 1)l−2(m− 2)(r + 1)

−[
(

q

l − 1

)
(m− 1)l−1r +

(
q

l

)
(m− 1)l].
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For the calculation of value of k1 − k2, we do not use conventional methods of algebraic
deformation, but consider about the essence of the calculation of Lemma 1.7 gain the values of
k1 and kc with follow methods: by Lemma 1.7, we know that the polychromatic C-hyperedges
corresponding to someone coloring program of H can be seen as obtained through method of
that as follows: the first select out l color classes from all-color classes, and then select out
a vertex different from everyone of l color classes. All of that selected out l vertices are a
polychromatic C- hyperedges. The number of this kind selecting methods above is equivalent
to the sum total of polychromatic C-hyperedges. Therefore, according to this we known that all
of the polychromatic C-hyperedges can be divided into two types: one is that its some vertices
are from the color class Xj or Xq+1; The other is that all of vertices not are from Xj and Xq+1.
Because for the coloring programs corresponding to k1 and kc, among all their color classes,
exception for Xj or Xq+1, others all color classes did not make any changement. Therefore, only
the polychromatic C-hyperedges which adjacented to the color class Xj or Xq+1 for k1 − kc’s
contribution is not necessarily zero, and the rest of the polychromatic C-hyperedges are zero
contribution to k1 − kc.
So

k1 − kc =
(

q − 1
l − 1

)
(m− 1)l−1(m− 2) +

(
q − 1
l − 1

)
(m− 1)l−1(r + 1)

+
(

q − 1
l − 2

)
(m− 1)l−2(m− 2)(r + 1)− [

(
q − 1
l − 1

)
(m− 1)l

+
(

q − 1
l − 1

)
(m− 1)l−1r +

(
q − 1
l − 2

)
(m− 1)l−1r]

=
(

q − 1
l − 1

)
(m− 1)l−1[m− 2 + r + 1−m + 1− r]

+
(

q − 1
l − 2

)
(m− 1)l−2[mr − 2− 2r + m−mr + r]

=
(

q − 1
l − 2

)
(m− 1)l−2[m− (2 + r)]. (2)

As a prerequisite condition of that proved this result is n ≥ (l − 1)(m − 1) + 1, and
n = q(m− 1)+ r(0 < r < m− 1), therefore, m > r +1, so m− (2+ r) ≥ 0, and then by formula
(2), we can see k1 ≥ kc. Therefore, the conclusion is true.

For Case 1.2, let the number of the polychromatic C-hyperedges producted from coloring
program that corresponding with the division obtained by move the vertex for k1, and let that
we take out xjs from color class Xj(j ∈ {1, 2, · · · , q}), and put it into color class Xq+2. Clearly,
the color classes of that after vertex moved compared to that before vertex moved, only Xj

and Xq+2 have the vertices changed, and the vertic number of the remaining color classes still
is the same before. The new division obtained by moving vertex is as follows (see Fig. 3)
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Similar with Case 1.1, we can obtain that

k1 − kc =
(

q − 1
l − 1

)
(m− 1)l−1(m− 2) +

(
q − 1
l − 2

)
(m− 1)l−2(m− 2)r

+
(

q − 1
l − 1

)
(m− 1)l−1 +

(
q − 1
l − 2

)
(m− 1)l−2(m− 2)

+
(

q − 1
l − 2

)
(m− 1)l−2r +

(
q − 1
l − 3

)
(m− 1)l−3(m− 2)r

−[
(

q − 1
l − 1

)
(m− 1)l +

(
q − 1
l − 2

)
(m− 1)l−1r]

=
(

q − 1
l − 1

)
(m− 1)l−1[m− 2 + 1− (m− 1)]

+
(

q − 1
l − 2

)
(m− 1)l−2[(m− 2)r + (m− 2) + r − (m− 1)r]

+
(

q − 1
l − 3

)
(m− 1)l−3(m− 2)r

=
(

q − 1
l − 2

)
(m− 1)l−2(m− 2) +

(
q − 1
l − 3

)
(m− 1)l−3(m− 2)r

> 0.

Therefore, k1 > kc. Conclusions also is true.
Next to prove Case 2.
Similar with the provement of the Case 1, we let the number of the polychromatic C-

hyperedges producted from coloring program that corresponding with the division obtained by
move the vertex for k1, and let that we take x(q+1)r out from color class Xq+1, and put it
into color class Xq+2. Clearly, the color classes of after vertex moved compared to that before
vertex moved, only Xq+1 and Xq+2 have that vertices changed, and the vertic number of the
remaining color classes still is the same before. The new division obtained by moving vertex is
as follows (see Fig. 4):
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By Lemma 1.7 we gain that

k1 − kc =
(

q

l − 1

)
(m− 1)l−1(r − 1) +

(
q

l − 1

)
(m− 1)l−1

+
(

q

l − 2

)
(m− 1)l−2(r − 1)−

(
q

l − 1

)
(m− 1)l−1r

=
(

q

l − 1

)
(m− 1)l−1(r − 1 + 1− r) +

(
q

l − 2

)
(m− 1)l−2(r − 1)

=
(

q

l − 2

)
(m− 1)l−2(r − 1)

≥ 0.

Thus, k1 ≥ kc. Then the conclusions of this theorem is true.
Synthesis over provement, we know that the conclusions of this theorem is true when p = 1.
We let that when p = t, the conclusion also is true. Next to we prove that when p = t + 1

the conclusion also is true.
Because the division corresponding with p = t is obtained by moving t vertices of the

division (indicated in Fig. 1) from its some color classes to other some color classes, and in this
a process of moving vertex, we can always keep that the number of vertices in each of color
classes are descending order from left to right.

By Lemma 1.7, we can see that this does not affect the value of k. This is very obvious,
because even if the descending order of the number of vertices in each of all color classes from
left to right is destroyed by moving vertices, as long as appropriate exchange location of each of
color classes, all of color classes are re-ordered with descending order from left to right and this
exchange will not affect the value of k. Thus, we can let that when p = t, the corresponding
division for that indicated in Fig. 5.
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And the vertices numbers of all of the color classes meet:

n1 ≥ n2 ≥ · · · ≥ ni.

Obviously i ≥ q + 1. At the same time, we let that the total number of the polychromatic
C-hyperedges that producted by coloring program which corresponding p = t for kt, then when
p = t + 1, the corresponding division is obtained by moving a vertex of someone color class of
the division for p = t to other one color class. Therefore, when p = t + 1, that corresponding
division may is the following two situations:

1. Choose a vertex and put it into other color classes, but does not increase the chromatic
number;
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2. Choose a vertex and put it into the new color class, namely, the chromatic number is
increased.

In both cases, following we give out the proof of this problem.
First we prove that Case 1.
Let that the division corresponding with p = t+1 be obtained by taking out xj1s from the

j1-the color class of the division that indicated in Fig. 5 and put it into the j2-th color class
of this division. At the same time, we may let j1 ≤ j2 ≤ i, as for the case of j1 ≥ j2, we can
similarly give out the proof. Then similar with above proof, we have that

kt+1 −kt

= nj1

∑

{j′1,j′2,··· ,j′l−1}⊆{1,2,··· ,i}\{j1,j2}
nj′1nj′2 · · ·nj′l−1

+nj2

∑

{j′1,j′2,··· ,j′l−1}⊆{1,2,··· ,i}\{j1,j2}
nj′1nj′2 · · ·nj′l−1

+nj1nj2

∑

{j′1,j′2,··· ,j′l−2}⊆{1,2,··· ,i}\{j1,j2}
nj′1nj′2 · · ·nj′l−2

−(nj1 − 1)
∑

{j′1,j′2,··· ,j′l−1}⊆{1,2,··· ,i}\{j1,j2}
nj′1nj′2 · · ·nj′l−1

−(nj2 + 1)
∑

{j′1,j′2,··· ,j′l−1}⊆{1,2,··· ,i}\{j1,j2}
nj′1nj′2 · · ·nj′l−1

−(nj1 − 1)(nj2 + 1)
∑

{j′1,j′2,··· ,j′l−2}⊆{1,2,··· ,i}\{j1,j2}
nj′1nj′2 · · ·nj′l−2

=
∑

{j′1,j′2,··· ,j′l−1}⊆{1,2,··· ,i}\{j1,j2}
nj′1nj′2 · · ·nj′l−1

(nj1 − 1 + nj2 + 1− nj1 − nj2)

+
∑

{j′1,j′2,··· ,j′l−2}⊆{1,2,··· ,i}\{j1,j2}
nj′1nj′2 · · ·nj′l−2

[(nj1 − 1)(nj2 + 1)− nj1nj2 ]

=
∑

{j′1,j′2,··· ,j′l−2}⊆{1,2,··· ,i}\{j1,j2}
nj′1nj′2 · · ·nj′l−2

[nj1 − (nj2 + 1)]. (3)

If that we move each vertex by follow method: to maintain the vertices numbers of all
of color classes are in descending order from left to right throughout the entire process of
moving vertices. Then we want to achieve the above the movement of that for p = t + 1, the
movement must meet with the n(j1) ≥ n(j2) + 1. In fact, easy to know from Lemma 1.7, the
value of k corresponding to arbitrary coloring i must be equal to the number of polychromatic
C-hyperedges from the coloring program corresponding to someone division obtained through
making a vertices special movement that according to above rules. Therefore, for the range of
the value of k, it is enough to only make the special movement as above. Thus, by formula (3)
and nj1 ≥ nj2 + 1, we know that kt+1 ≥ kt. Also from the assumption we can see: kt ≥ kc,
thus kt+1 ≥ kc.
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Next to we prove that Case 2.
Let that we take vertex xjs out from the j-th color class of the division in graph 5 and put

it into the i + 1-th color class of this division, then similar with above proof we gain:

kt+1 − kt = (nj − 1)
∑

{j1,j2,··· ,jl−1}⊆{1,2,··· ,j−1,j+1,··· ,i}
nj1nj2 · · ·njl−1

+
∑

{j1,j2,··· ,jl−1}⊆{1,2,··· ,j−1,j+1,··· ,i}
nj1nj2 · · ·njl−1

+(nj − 1)
∑

{j1,j2,··· ,jl−2}⊆{1,2,··· ,j−1,j+1,··· ,i}
nj1nj2 · · ·njl−2

−nj

∑

{j1,j2,··· ,jl−1}⊆{1,2,··· ,j−1,j+1,··· ,i}
nj1nj2 · · ·njl−1

=
∑

{j1,j2,··· ,jl−1}⊆{1,2,··· ,j−1,j+1,··· ,i}
nj1nj2 · · ·njl−1(nj − 1 + 1− nj)

+(nj − 1)
∑

{j1,j2,··· ,jl−2}⊆{1,2,··· ,j−1,j+1,··· ,i}
nj1nj2 · · ·njl−2

= (nj − 1)
∑

{j1,j2,··· ,jl−2}⊆{1,2,··· ,j−1,j+1,··· ,i}
nj1nj2 · · ·njl−2

≥ 0.

That is, kt+1 ≥ kt. By inductive assumption, we can see kt ≥ kc, therefore, kt+1 ≥ kc.
So, when p = t + 1, the conclusions are true.
Integrated above, we can see that the conclusions are true for the arbitrary p ∈ N .
Namely, to certain n ≥ (l− 1)(m− 1) + 1, if let n = q(m− 1) + r(0 < i ≤ m− 1), then for

arbitrary a coloring program c which with all D-hyperedges are normally colored through it, k

(the number of the polychromatic C-hyperedges from it) not less than that kc, where kc is from
coloring c = {x11, x12, · · · , x1(m−1)}

⋃{x21, x22, · · · , x2(m−1)}
⋃ · · ·⋃{xq1, xq2, · · · , xq(m−1)}

⋃

{x(q+1)1, x(q+1)2, · · · , x(q+1)r}.
Clearly,

kc =
∑

{X′
1,X′

2,··· ,X′
l}⊆{X1,X2,··· ,Xq+1}

|X ′
1||X ′

2| · · · |X ′
l |,

where X1 = {x11, x12, · · · , x1(m−1)}, X2 = {x21, x22, · · · , x2(m−1)}, · · · , Xq = {xq1, xq2, · · · ,

xq(m−1)}, Xq+1 = {x(q+1)1, x(q+1)2, · · · , x(q+1)r}.
Consequently, when n ≥ (l − 1)(m− 1) + 1, if let n = q(m− 1) + r(0 ≤ r < m− 1), then

to a certain n, have kmin =
(

q
l−1

)
(m− 1)l−1r +

(
q
l

)
(m− 1)l.

Through the above-mentioned proved process of and the last conclusion above we easy to
know that, if n = (l− 1)(m− 1) + r(0 < r ≤ m− 1), to all of coloring programe which with all
of the D-hyperedges are normally colored through they, have kmin = r(m− 1)l−1.

Follow we prove the second half of the conclusion (2) of the theorem.
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First prove the following assertion:
Assertion. The minimum of k above is increase with n (n is the number of vertices of H).
Proof of this assertion. We know from the above proof that the minimum of k also

is equal when the vertex number is equal. Here we think two the complete uniform mixed
hypergraph H1 = (X1,

(
X1
l

)
,
(
X1
m

)
) and H2 = (X2,

(
X2
l

)
,
(
X2
m

)
), the number of their vertices

different are n1 and n2, and n1 > n2 ≥ (l−1)(m−1)+1. Then exist r > 0 so that n1 = n2 + r.
We will divide the set of vertices of H1 into two parts: take n2 vertices out from |X| as the
first part; Remaining r vertices as the other part. For anyone coloring c of H1 which all D-
hyperedges are normally colored through it, then the polychromatic C-hyperedges from it also
can divide into two kinds: one kind is the their vertices are all from the first part above, namely,
they do’t include the vertices from the second part above; Other kind is that at least include
one vertex from the second part above.

Let that the sum total of the polychromatic C-hyperedges from the first kind be kn2 and that
from the second kind is kr where coloring program c is one that for k reach to the minimum. At
same time, we let that the minimum of the polychromatic C-hyperedges from coloring program
c which all D-hyperedges are normally colored through it different is k1

min for H1 and k2
min for

H2, then k1
min = kn2 + kr ≥ k2

min + kr > k2
min. This is because r > 0, so have kr > 0.

Therefore, the assertion is proved.
By the assertion and the proof of the preceding theorem, we can see that for all n ≥

(l−1)(m−1)+1 and all coloring c which each of D-hyperedges is normally colored, k reach the
minimum if and only if n = (l− 1)(m− 1) + 1 and when the vertex numbers of all color classes
different are m− 1,m− 1, · · · ,m− 1︸ ︷︷ ︸

(l−1)

, 1, by Lemma 1.7, we can see that kmin = (m− 1)l−1.

Theorem is proved.
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Abstract In this paper we introduce an AC-algebra as an algebra (X, ∗, 0) with a binary

operation ∗ which satisfies the conditions; x ∗ (y ∗ z) = (x ∗ y) ∗ z, x ∗ y = y ∗ x and x ∗ y = 0

if and only if x = y for all x, y, z in X. We show that an AC-algebra is an Abelian group and

that a subset of an AC-algebra is a subalgebra if and only if it is an ideal. We also present an

algebraic structure called a quotient AC-algebra relative to a subalgebra of the AC-algebra

and show that the quotient algebra is also an AC-algebra. Moreover,we define functions on an

AC-algebra and prove that a set of finite compositions of these functions is also an AC-algebra

and show the properties of this set.

Keywords AC-algebra, quotient AC-algebra, functions on AC-algebra.

§1. Introduction

By an algebra X = (X, ∗, 0) we mean a non-empty set X together with a binary operation
∗ and some distinguished element 0.

Kondo [1] studied an algebraic structure called a BCI-algebra which is an algebra (X, ∗, 0)
with a binary operation ∗ which, for all x, y, z ∈ X, satisfies the four properties:

1. ((x ∗ y) ∗ (x ∗ z)) ∗ (z ∗ y) = 0;

2. (x ∗ (x ∗ y)) ∗ y = 0;

3. x ∗ x = 0;

4. x ∗ y = y ∗ x = 0 implies that x = y.

In 2003, Roh et al. [2] introduced a difference algebra as an algebraic structure which, for
all x, y, z ∈ X, satisfies the five properties:

1. (X,≤) is a poset;

2. x ≤ y implies x ∗ z ≤ y ∗ z;

3. (x ∗ y) ∗ z ≤ (x ∗ z) ∗ y;

4. 0 ≤ x ∗ x;
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5. x ≤ y if and only if x ∗ y = 0.

In this paper we first introduce an algebraic structure called an AC-algebra and study
its properties. We then define a quotient AC-algebra and show that it is also an AC-algebra.
Finally, we define functions on an AC-algebra and prove that a finite composition of these
functions is an AC-algebra.

§2. Definition and properties of an AC-algebra

We define an AC-algebra as follows:
Definition 2.1. An algebra (X, ∗, 0) with a binary operation ∗ is called an AC-Algebra if

it satisfies the conditions:
[AC-1] x ∗ (y ∗ z) = (x ∗ y) ∗ z;
[AC-2] x ∗ y = y ∗ x;
[AC-3] x ∗ y = 0 if and only if x = y, for all x, y, z in X.
It is easy to show that the following properties are true for an AC-algebra. For all x, y, z

in X:

1. (x ∗ y) ∗ z = (x ∗ z) ∗ y;

2. (x ∗ (x ∗ y)) ∗ y = 0;

3. x ∗ 0 = x;

4. 0 ∗ (x ∗ y) = (0 ∗ x) ∗ (0 ∗ y);

5. ((x ∗ z) ∗ (y ∗ z)) ∗ (x ∗ y) = 0;

6. ((x ∗ y) ∗ (x ∗ z)) ∗ (z ∗ y) = 0;

7. x ∗ y = 0 if and only if (x ∗ z) ∗ (y ∗ z) = 0;

8. x ∗ y = 0 if and only if (z ∗ x) ∗ (z ∗ y) = 0;

9. x ∗ y = x if and only if y = 0;

10. x ∗ (((x ∗ y) ∗ y) ∗ x) ∗ x) = y ∗ (((y ∗ x) ∗ x) ∗ y) ∗ y);

11. x = y ∗ (y ∗ x);

12. (x ∗ (x ∗ y)) ∗ (x ∗ y) = y ∗ (y ∗ x).

Example 2.1. Let X = {(0, 0), (0, 1), (1, 0), (1, 1)} and let ∗ be defined by

∗ (0, 0) (0, 1) (1, 0) (1, 1)

(0, 0) (0, 0) (0, 1) (1, 0) (1, 1)

(0, 1) (0, 1) (0, 0) (1, 1) (1, 0)

(1, 0) (1, 0) (1, 1) (0, 0) (0, 1)

(1, 1) (1, 1) (1, 0) (0, 1) (0, 0)
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Then (X, ∗, (0, 0)) is an AC-algebra.
Example 2.2. Let B = {0, 1} be the set of binary digits. Let Bn = {(x1, x2, · · · , xn)|xj ∈

B, 1 ≤ j ≤ n < ∞} be an ordered n-tuple of binary digits. Let ∗ be the operation + for binary
digits (i.e., 0+0 = 0, 0+1 = 1, 1+0 = 1, 1+1 = 0). Then (Bn,+,0), where 0 = (0, 0, · · · , 0),
is an AC-algebra. Note that Example 2.1 is the special case of n = 2.

Example 2.3. Let B = {F, T}, where F means false and T means true. Let Bn =
{(x1, x2, · · · , xn)|xj ∈ B, 1 ≤ j ≤ n < ∞} be an ordered n-tuple of false or true. Let ∗ be the
logical operation xor (exclusive or), i.e., F xor F = F, F xor T = T, T xor F = T, T xor T =
F . Let F be the n-tuple with every entry false. Then (Bn, xor,F) is an AC-algebra.

Definition 2.2. A non-empty subset I of X is called an ideal of X if
[I1] 0 ∈ I;
[I2] x ∗ y ∈ I and y ∈ I imply x ∈ I for all x, y in X.
Definition 2.3. A non-empty subset S of X is called a subalgebra of X if x ∗ y ∈ S

whenever x, y ∈ S.
Theorem 2.1. S is a subalgebra of an AC-algebra X if and only if S is an ideal of X.
Proof. Let S be a subalgebra of X. For every x, y ∈ X we have 0 = x ∗ x ∈ S. We

suppose that y, x ∗ y ∈ S and we will show that x ∈ S. Since S is a subalgebra of X, we have
(x ∗ y) ∗ y ∈ S. By [AC-1] and [AC-3], we obtain x = x ∗ 0 = x ∗ (y ∗ y) = (x ∗ y) ∗ y ∈ S. Hence
S is an ideal of X.

Conversely, suppose that S is an ideal of X. For every x, y ∈ S we have (x ∗ y) ∗ x =
(x ∗ x) ∗ y = 0 ∗ y = y ∗ 0 = y ∈ S. By the definition of an ideal, we conclude that x ∗ y ∈ S.
Hence S is a subalgebra of X.

Theorem 2.2. An AC-algebra is an Abelian group and each element is its own inverse.
Proof. An AC-algebra (X, ∗, 0) has the following four properties under the operation ∗.

For all x, y, z ∈ X,

1. x ∗ y ∈ X.

2. x ∗ (y ∗ z) = (x ∗ y) ∗ z [AC-1].

3. There exists an identity 0 such that x ∗ 0 = x. Property 3 in section 2.

4. x ∗x = 0 and x ∗ y = 0 if and only if x = y [AC-3]. Therefore x is the unique inverse of x.

Therefore an AC-algebra is a group. Further, from [AC-2], x ∗ y = y ∗ x and therefore an
AC-algebra is an Abelian group.

Next we construct a quotient AC-algebra and study its properties.

§3. Definition and properties of a quotient AC-algebra

Definition 3.1. Let I be a subalgebra of an AC-algebra (X, ∗, 0). For every x, y ∈ X, we
define x ∼I y if and only if x ∗ y ∈ I.

Theorem 3.1. Let I be a subalgebra of an AC-algebra (X, ∗, 0). The relation ∼I is a
congruence relation on X.
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Proof. We first prove ∼I is a reflexive, symmetric and transitive relation, i.e., it is an
equivalence relation.

1. Reflexive property. From [AC-3], x ∗ x = 0 and 0 ∈ I. Therefore x ∼I x.

2. Symmetric property. From [AC-2], x∗y = y∗x. Therefore, x∗y ∈ I if and only if y∗x ∈ I

and hence x ∼I y if and only if y ∼I x.

3. Transitive property. If x ∼I y and y ∼I z then x ∗ y ∈ I and y ∗ z ∈ I. Therefore, since I

is a subalgebra, (x ∗ y) ∗ (y ∗ z) ∈ I. Then, from [AC-1], [AC-3] and property 3 of section
2, we have

(x ∗ y) ∗ (y ∗ z) = ((x ∗ y) ∗ y) ∗ z = (x ∗ (y ∗ y)) ∗ z = (x ∗ 0) ∗ z = x ∗ z,

and therefore x ∗ z ∈ I and hence x ∼I z.

We next prove the congruence property that x ∼I y and u ∼I v implies (x ∗ u) ∼I (y ∗ v) for
all x, y, u, v ∈ X.
If x ∼I y and u ∼I v, we have x ∗ y ∈ I and u ∗ v ∈ I. Therefore, since I is a subalgebra, we
have (x ∗ y) ∗ (u ∗ v) ∈ I. Then, from [AC-1] and [AC-2], we have

(x ∗ u) ∗ (y ∗ v) = (x ∗ y) ∗ (u ∗ v) ∈ I.

Hence (x ∗ u) ∼I (y ∗ v).
Definition 3.2. Let I be a subalgebra of an AC-algebra (X, ∗, 0) and let

[x]I = {y ∈ X|x ∼I y}.

We define the set X/I to be X/I = {[x]I |x ∈ X} and a binary operation “¯” on X/I by
[x]I ¯ [y]I = [x ∗ y]I .

Theorem 3.2. Let I be a subalgebra of an AC-algebra (X, ∗, 0) and x, y ∈ X. Then
[x]I = [y]I if and only if x ∼I y.

Proof.

1. Assume [x]I = [y]I . Then x ∈ [x]I since 0 ∈ I and x ∗ x = 0. Therefore, x ∈ [y]I and
hence x ∼I y.

2. Assume x ∼I y. Let z ∈ [x]I , then z ∼I x. Therefore, using the transitive property of ∼I

we have z ∼I y and hence z ∈ [y]I . Similarly, we can prove if z ∈ [y]I then z ∈ [x]I . That
is, [x]I = [y]I .

Note that the operation ¯ is well-defined since ∼I is a congruence relation on X.
Theorem 3.3. Let I be a subalgebra of an AC-algebra (X, ∗, 0) and let [x]I¯[y]I = [x∗y]I .

Then (X/I,¯, [0]I) is an AC-algebra, which we call the quotient AC-algebra by subalgebra I.
Proof. Let [x]I , [y]I , [z]I ∈ X/I. We will show that (X/I,¯, [0]I) satisfies [AC-1], [AC-2]

and [AC-3].
[AC-1]

([x]I ¯ [y]I)¯ [z]I = [x ∗ y]I ¯ [z]I = [(x ∗ y) ∗ z]I

= [x ∗ (y ∗ z)]I = [x]I ¯ [y ∗ z]I = [x]I ¯ ([y]I ¯ [z]I).
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[AC-2] [x]I ¯ [y]I = [x ∗ y]I = [y ∗ x]I = [y]I ¯ [x]I .
[AC-3] Suppose [x]I ¯ [y]I = [0]I . By definition of operation “¯ ”, we have [x ∗ y]I = [0]I

and therefore from Theorem 3.2 we have x ∗ y ∼I 0. Then (x ∗ y) ∗ 0 ∈ I. But, from properties
of AC-algebra, (x ∗ y) ∗ 0 = x ∗ y and hence x ∗ y ∈ I. Therefore x ∼I y and then from Theorem
3.2 [x]I = [y]I .

Conversely, suppose [x]I = [y]I , then from Theorem 3.2, we have x ∼I y and therefore
x ∗ y ∈ I. By properties of AC-algebra we have x ∗ y = (x ∗ y) ∗ 0 and therefore (x ∗ y) ∗ 0 ∈ I

and x ∗ y ∼I 0. Therefore, from Theorem 3.2, [x ∗ y]I = [0]I and thus [x]I ¯ [y]I = [0]I .
Hence (X/I,¯, [0]I) is an AC-algebra.

§4. Definition and properties of functions

Let (X, ∗, 0) be an AC-algebra. For any a ∈ X, we define a function fa : X → X by
fa(x) = x ∗ a for all x in X.

Remark 4.1. f0(x) = x ∗ 0 = x for all x in X.
Definition 4.1. Let (X, ∗, 0) be an AC-algebra. We define composition of two functions

on X by fa ◦ fb(x) = fa(fb(x)) = fa(x ∗ b) = (x ∗ b) ∗ a for all a, b, x ∈ X

Theorem 4.1. Composition of two functions on an AC-algebra is a commutative and
associative binary operation.

Proof. If fa, fb, and fc are three functions on an AC-algebra then, for all x ∈ X:

fa ◦ fb(x) = (x ∗ b) ∗ a = x ∗ (b ∗ a) = x ∗ (a ∗ b) = (x ∗ a) ∗ b = fb ◦ fa(x)

(fa ◦ fb) ◦ fc(x) = (fa ◦ fb)(x ∗ c) = ((x ∗ c) ∗ b) ∗ a = (x ∗ c ∗ b) ∗ a = fa(x ∗ c ∗ b)

= fa ◦ (fb ◦ fc)(x).

Remark 4.2. From Theorem 4.1, we can omit the brackets in a product of functions and
write:

(fa ◦ fb) ◦ fc(x) = fa ◦ (fb ◦ fc)(x) = fa ◦ fb ◦ fc(x).

Remark 4.3. Because of the associativity of the ∗ operation [AC-1], we can write the
composition of any number of functions in the form:

fa ◦ fb ◦ fc ◦ · · · ◦ fm(x) = x ∗m ∗ · · · ∗ c ∗ b ∗ a

i.e., all groupings of the functions in the composition will give the same function values and
therefore brackets can be omitted. Also, because of the commutativity of the ∗ operation
[AC-2], every ordering of composition of the functions will give the same value.

Theorem 4.2. Let (X, ∗, 0) be an AC-algebra and a, b ∈ X. If fa ◦ fb(x) = f0(x) for all
x ∈ X then fa(x) = fb(x) for all x ∈ X.

Proof. fa ◦ fb(x) = x ∗ b ∗ a = f0(x) = x for all x. Then from property 9 of section 2, we
have b ∗ a = 0 and therefore by [AC-2] and [AC-3], we have a = b. Therefore fa(x) = fb(x) for
all x ∈ X.

Next we define a set of finite products of functions under composition on an AC-algebra
and show that this set is an AC-algebra.
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Definition 4.2. Let (X, ∗, 0) be an AC-algebra. We define

M(X) = {fa1 ◦ fa2 ◦ · · · ◦ fan
| aj ∈ X; j = 1, 2, . . . , n; 1 ≤ n < ∞}.

Theorem 4.3. If (X, ∗, 0) is an AC-algebra, then (M(X), ◦, f0) is an AC-algebra.
Proof. Let (X, ∗, 0) be an AC-algebra and M(X) be defined as in Definition 4.2. Let

fa ◦ fb ◦ ... ◦ fk ∈ M(X),

fm ◦ fn ◦ ... ◦ fr ∈ M(X),

fu ◦ fv ◦ ... ◦ fz ∈ M(X).

Then, using the fact that brackets in products of functions can be omitted, we have for all
x ∈ X

[(fa ◦ fb ◦ · · · ◦ fk) ◦ (fm ◦ fn ◦ · · · ◦ fr)] ◦ (fu ◦ fv ◦ · · · ◦ fz)(x)

= [fa ◦ fb ◦ · · · ◦ fk ◦ fm ◦ fn ◦ · · · ◦ fr] ◦ (fu ◦ fv ◦ · · · ◦ fz)(x)

= fa ◦ fb ◦ · · · ◦ fk ◦ fm ◦ fn ◦ · · · ◦ fr ◦ fu ◦ fv ◦ · · · ◦ fz(x)

= (fa ◦ fb ◦ · · · ◦ fk) ◦ [(fm ◦ fn ◦ · · · ◦ fr) ◦ (fu ◦ fv ◦ · · · ◦ fz)](x).

Therefore M(X) satisfies [AC-1]. Also, by a similar argument and using the properties
of AC-algebras listed in section 2, we can show that M(X) satisfies [AC-2]. Finally, property
[AC-3] follows by applying Theorem 4.2 to products of functions.

In the following, we let fafb · · · fk denote fa ◦ fb ◦ · · · ◦ fk and fn
a denote fa ◦ fa ◦ · · · ◦ fa

for n terms.
Remark 4.4. Note that fa ◦ fb ◦ · · · ◦ fl ◦ fm(x) = fm∗l∗···∗b∗a(x) and also fn

a (x) = fan(x).
Definition 4.3. Let (X, ∗, 0) be an AC-algebra. We define the relation ≡ on (M(X), ◦, f0)

by fafb · · · fk ≡ fmfn · · · fr if and only if (fafb · · · fk) ◦ (fmfn · · · fr)(x) = f0(x) for all x ∈ X.
Remark 4.5. Note that from Theorem 4.2, (fafb · · · fk) ◦ (fmfn · · · fr)(x) = f0(x) for all

x ∈ X if and only if fafb · · · fk(x) = fmfn · · · fr(x) for all x ∈ X. Alternative definitions of ≡
are therefore fafb · · · fk ≡ fmfn · · · fr if and only if fafb · · · fk(x) = fmfn · · · fr(x) for all x ∈ X,
or, using [AC-3] if and only if (fafb · · · fk)(x) ∗ (fmfn · · · fr)(x) = 0 for all x ∈ X.

Remark 4.6. As a special case, note that fa ≡ fb if and only if fa ◦ fb(x) = f0(x), i.e., if
and only if fa(x) = fb(x) for all x ∈ X.

Theorem 4.4. The relation ≡ defined in Definition 4.3 is an equivalence relation.
Proof.

1. The relation ≡ is reflexive. From [AC-3], fafb · · · fk(x) ∗ fafb · · · fk(x) = 0 for all x ∈ X

and therefore fafb · · · fk ≡ fafb · · · fk.

2. The relation≡ is symmetric. If fafb · · · fk ≡ fmfn · · · fr then fafb · · · fk(x)∗fmfn · · · fr(x) =
0 for all x ∈ X. Then from commutativity fmfn · · · fr(x)∗fafb · · · fk(x) = 0 for all x ∈ X.
Therefore fmfn · · · fr ≡ fafb · · · fk.

3. The relation≡ is transitive. If fafb · · · fk ≡ fmfn · · · fr then from Remark 4.5 fafb · · · fk(x) =
fmfn · · · fr(x) for all x ∈ X. If fmfn · · · fr ≡ fufv · · · fz then fmfn · · · fr(x) = fufv · · · fz(x)
for all x ∈ X. Therefore, from Remark 4.5 fafb · · · fk ≡ fufv · · · fz.
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Theorem 4.5. Let (X, ∗, 0) be an AC-algebra. Then fafb · · · fk ≡ fmfn · · · fr if and only
if a ∗ b ∗ · · · ∗ k = m ∗ n ∗ · · · ∗ r.

Proof. (⇒) Let fafb · · · fk ≡ fmfn · · · fr. Then, from Remark 4.5, we have fafb · · · fk(x) =
fmfn · · · fr(x) for all x ∈ X.

Therefore, from Remark 4.3, x ∗ a ∗ b ∗ · · · ∗ k = x ∗m ∗n ∗ · · · ∗ r for all x ∈ X. Then, using
property 8 of section 2 and [AC-3], we have

a ∗ b ∗ · · · ∗ k = m ∗ n ∗ · · · ∗ r.

(⇐) Let a ∗ b ∗ · · · ∗ k = m ∗ n ∗ · · · ∗ r. Then, for all x ∈ X,

x ∗ a ∗ b ∗ · · · ∗ k = x ∗m ∗ n ∗ · · · ∗ r.

and therefore from Remarks 4.3 and 4.5, we have fafb · · · fk ≡ fmfn · · · fr

Lemma 4.1. For all faj ∈ M(X), j = 1, 2, . . . , m, we have

(fa1fa2 · · · fam)k ≡ fa
k
1fa

k
2 · · · fa

k
m

for any positive integers m and k .
Proof. The proof is by induction on k. The lemma is obviously true for k = 1.

We assume the lemma is true for k and it is sufficient to show that the lemma is true for k + 1.
Then,

(fa1fa2 · · · fam)k+1 ≡ (fa1fa2 · · · fam)k(fa1fa2 · · · fam)

≡ (fa
k
1fa

k
2 · · · fa

k
m)(fa1fa2 · · · fam)

≡ fa
k
1fa1fa

k
2fa2 · · · fa

k
mfam

≡ fa
k+1
1 fa

k+1
2 · · · fa

k+1
m

Lemma 4.2. Let (X, ∗, 0) be an AC-algebra. For each positive integer k we have
σk ≡ σ ∀ σ ∈ M(X) if and only if fk

a ≡ fa ∀ a ∈ X

Proof. Let k be a positive integer. Suppose that σk ≡ σ for all σ ∈ M(X) and a ∈ X so
that fa ∈ M(X). Thus, choosing σ ≡ fa, we have fk

a ≡ fa.
Conversely, suppose that for each a ∈ X, fk

a ≡ fa.
Then we have:

σk ≡ (fa1fa2 · · · fam)k

≡ fa
k
1fa

k
2 · · · fa

k
m by Lemma 4.1

≡ fa1fa2 · · · fam

≡ σ.

Theorem 4.8. For any AC-algebra (X, ∗, 0) and any positive integer m, the following
conditions hold:

1. f2m
a ≡ f0 for all a ∈ X.
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2. f2m+1
a ≡ fa for all a ∈ X.

3. X = {0} if and only if f2m
a ≡ fa for all a ∈ X.

Proof.

1. From Remark 4.4 and the fact that a2m = 0 for all a ∈ X, we have f2m
a ≡ fa2m ≡ f0.

2. For all a ∈ X and by the properties of AC-algebra, we have
a2m+1 = a ∗ (a2m) = a ∗ (a2)m = a ∗ 0 = a.
Hence fa2m+1 ≡ fa and therefore, from Remark 4.4, f2m+1

a ≡ fa.

3. Suppose X = {0}. Then if a, x ∈ X we have a = 0 and x = 0 and therefore fa(x) =
x ∗ a = 0 ∗ 0 = 0 for all a, x ∈ X. Also fa

2m(x) = x ∗ (a)2m = 0 ∗ (0)2m = 0 for all
a, x ∈ X. Therefore fa ≡ f2m

a .

Conversely, for each a ∈ X ,suppose f2m
a ≡ fa. From Remark 4.4, f2m

a (x) = fa2m(x).
Then fa2m ≡ f2m

a ≡ fa. By Theorem 4.5 we have a2m = a and since a2m = 0 therefore
a = 0. This means that X = {0}.

Corollary 4.9. Let (X, ∗, 0) be an AC-algebra and (M(X), ◦, f0) be the corresponding
AC-algebra for function compositions. Then, for any positive integer m, the following conditions
hold:

1. σ2m ≡ f0 for all σ ∈ M(X).

2. σ2m+1 ≡ σ for all σ ∈ M(X).

3. M(X) = {f0} if and only if σ2m ≡ σ for all σ ∈ M(X).

Proof. Apply Lemma 4.2 to Theorem 4.8.
Definition 4.4. Let (X, ∗, 0) be an AC-algebra and k be any positive integer. We define

Lk = {σ ∈ M(x)|σk ≡ σ}.
Theorem 4.10. If, for positive integer m, k = 2m then Lk = {f0} and if k = 2m+1 then

Lk = M(X).
Proof.

1. If σ ∈ L2m then σ2m ≡ σ. But, from Corollary 4.9, σ2m ≡ f0 for all σ ∈ M(X).
Therefore, if σ ∈ L2m, then σ ≡ f0. Conversely, if σ ∈ {f0}, then σ2m ≡ f0 ≡ σ and
therefore σ ∈ L2m. Therefore L2m = {f0}.

2. If σ ∈ M(X), then from Corollary 4.9, we have σ2m+1 ≡ σ. Therefore σ ∈ L2m+1. That
is, M(X) ⊆ L2m+1. But, by definition L2m+1 ⊆ M(X), and therefore L2m+1 = M(X).

§5. Discussion and conclusions

We have defined:
An AC-algebra as an algebra (X, ∗, 0) with a binary operation ∗ which satisfies the condi-

tions:
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[AC-1] x ∗ (y ∗ z) = (x ∗ y) ∗ z.
[AC-2] x ∗ y = y ∗ x.
[AC-3] x ∗ y = 0 if and only if x = y for all x, y, z ∈ X.

We have shown that:

1. S is a subalgebra of an AC-algebra X if and only if S is an ideal of X.

2. An AC-algebra is an Abelian group and each element is its own inverse.

3. The algebra of the logical exclusive or (xor) operation applied to ordered n-tuples of true
(T) and false (F) is an example of an AC-algebra.

4. Let I be a subalgebra of an AC-algebra (X, ∗, 0).
If we define [x]I by [x]I = {y ∈ X|x ∗ y ∈ I} and an operation ¯ by [x]I ¯ [y]I = [x ∗ y]I ,
then (X/I,¯, [0]I) is an AC-algebra, which we have called a quotient AC-algebra by the
subalgebra I.

5. We have defined functions on an AC-algebra by fa(x) = x∗a, a, x ∈ X and a composition
operation ◦ for these functions. If M(X) is the set of finite compositions of functions,
then we have shown that (M(x), ◦, f0) is an AC-algebra, where f0(x) = x ∗ 0 = x for all
x ∈ X.

6. We have defined the equivalence relation ≡ on (M(X), ◦, f0) by fa ≡ fb if and only if
fa ◦ fb(x) = f0(x) for all x ∈ X.

7. For any AC-algebra (X, ∗, 0) and any positive integer m, the following conditions hold:

(a) f2m
a ≡ f0 for all a ∈ X.

(b) f2m+1
a ≡ fa for all a ∈ X.

(c) X = {0} if and only if f2m
a ≡ fa for all a ∈ X.
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§1. Introduction

The integer d =
∏s

i=1 pbi
i is called an exponential divisor of n =

∏s
i=1 pai

i if bi|ai for every
i ∈{1,2,...,s}, notation: d|en. By convention 1|e1.

Let τ (e)(n) denote the number of exponential divisors of n. The function τ (e) is called
the exponential divisor function. The properties of the function τ (e) is investigated by many
authors, see, for example, [1], [4], [5], [6].

Suppose r ≥ 1 is a fixed integer. M. V. Subbarao [3] remarked that
∑

n≤x

(τ (e)(n))r ∼ Arx, (1.1)

where

Ar :=
∏
p

(1 +
∞∑

a=2

(τ(a))r − (τ(a− 1))r

pa
). (1.2)

László Tóth [4] improved the result (1.1) and established a more precise asymptotic
formula for the r-th power of the function τ (e)

∑

n≤x

(τ (e)(n))r = Arx + x
1
2 P2r−2(log x) + O(xur+ε), (1.3)

where Ar is given by (1.2), P2r−2 is a polynomial of degree 2r − 2 and ur = 2r−1
2r+1 .

The aim of this short note is to prove the following:
Theorem. Suppose r ≥ 1 and N ≥ 1 are fixed integers, then

∑

n≤x

(τ (e)(n))−r = Crx + x
1
2 log2−r−2(

N∑

j=0

dj(r)log−j x + O(log−N−1 x)), (1.4)

1This work is supported by National Natural Science Foundation of China (Grant No. 10771127) and

Mathematical Tianyuan Foundation (Grant No. 10826028).



86 Chenghua Zheng and Lixia Li No. 4

where d0(r), d1(r), · · · , dN (r) are computable constants, and

Cr :=
∏
p

(1 +
∞∑

a=2

(τ(a))−r − (τ(a− 1))−r

pa
).

In order to prove our theorem, we define for an arbitrary complex number z the general
divisor function dz(n) by

∞∑
n=1

dz(n)n−s = ζz(s) =
∏
p

(1− p−s)−z (σ > 1),

where a branch of ζz(s) is defined by

ζz(s) = exp{z log ζ(s)} = exp(−z
∑

p

∞∑

j=1

j−1p−js) (σ > 1).

This definition shows that dz(n) is multiplicative function of n which generalizes dk(n). The
divisor function dk(n) (k ≥ 2 a fixed integer) may be defined by

∞∑
n=1

dk(n)n−s = ζk(s) =
∏
p

(1− p−s)−k (σ > 1).

Throughout this paper, ε always denotes a fixed but sufficiently small positive constant.

§2. Proof of theorem

The proof of the theorem is based on the following lemmas.
Lemma 1. Suppose s is a complex number for with <s > 1, r ≥ 1 is a fixed integer, then

F (s) :=
∞∑

n=1

(τ (e)(n))−r

ns
= ζ(s)ζ2−r−1(2s)G(s, r), (2.1)

where the Dirichlet series G(s, r) :=
∑∞

n=1
g(n)
ns is absolutely convergent for Res > 1/4.

Proof. Since τ (e)(n) is multiplicative, by the Euler product formula we have for σ > 1
that,

f(s) =
∏
p

(1 +
(τ (e)(p))−r

ps
+

(τ (e)(p2))−r

p2s
+

(τ (e)(p3))−r

p3s
+ · · · )

=
∏
p

(1 +
1
ps

+
2−r

p2s
+

2−r

p3s
+ · · · )

=
∏
p

(1− 1
ps

)−1
∏
p

(1− 1
ps

)(1 +
1
ps

+
2−r

p2s
+ · · · )

= ζ(s)
∏
p

(1 +
2−r − 1

p2s
+

3−r − 2−r

p4s
+ · · · )

= ζ(s)ζ2−r−1(2s)G(s, r),
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where

G(s, r) =
∏
p

(1− 1
p2s

)2
−r−1(1 +

2−r − 1
p2s

+
3−r − 2−r

p4s
+ · · · ).

Write G(s, r) :=
∑∞

n=1
g(n)
ns . It is easily seen the Dirichlet series is absolutely convergent

for Res > 1/4.

Lemma 2. Let A > 0 be arbitrary but fixed real number, and let N1 ≥ 1 be an arbitrary
but fixed integer. If |z| ≤ A, then uniformly in z

∑

n≤x

dz(n) = C1(z)xlogz−1x + C2(z)xlogz−2x + · · ·

+CN1(z)xlogz−N1x + O(xlogRez−N1−1x),

where Cj(z) = Bj(z)/Γ(z − j − 1)(j = 1, · · · , N1) and each Bj(z) is regular for |z| ≤ A.

Proof. See Ivić [2], Theorem 14.9.

Lemma 3. Let A > 0 be arbitrary but fixed real number, and let M ≥ 1 be an arbitrary
but fixed integer. If |z| ≤ A, then uniformly in z

∑

mn2≤x

dz(n) = ζz(2)x + x
1
2 (K1(z)logz−1x + K2(z)logz−2x + · · ·

+KM (z)logz−Mx) + O(x
1
2 logRez−M−1x),

where the functions Kj(z)(j = 1, · · · ,M) are regular in |z| ≤ A.

Proof. Suppose 1 ≤ y ≤ x is a parameter to be determined later. We have

∑

mn2≤x

dz(n) =
∑

n≤y

dz(n)
∑

m≤ x
n2

1 +
∑

m≤ x
y2

∑

n2≤ x
m

dz(n)−
∑

m≤ x
y2

∑

n≤y

dz(n)

=
∑
1

+
∑
2

−
∑
3

.

For
∑

1, we have

∑
1

=
∑

n≤y

dz(n)[
x

n2
]

= x
∑

n≤y

dz(n)
n2

+ O(
∑

n≤y

|dz(n)|).

We see that |dz(n)| ≤ dk(n), if k = [A] + 1 and |z| ≤ A. If we use the weak asymptotic formula
(see, Ivić [2])

∑

n≤x

dk(n) = xPk−1(log x) + O(x
k

k+1 ),
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the error term in Σ1 is bounded by O(y logk−1 y). So by Lemma 2 and the partial summation,
we have

∑
1

= x
∞∑

n=1

dz(n)
n2

− x
∑
n>y

dz(n)
n2

+ O(y logk−1 y)

= ζz(2)x +
x

y

N1∑

j=1

Cj(z)logz−jy +
2x

y

N1∑

j=1

(z − j)Cj(z)logz−j−1y

+
2x

y

N1∑

j=1

(z − j)(z − j − 1)Cj(z)logz−j−2y + · · ·

+O(
x

y
logRez−N1−1y) + O(y logk−1 y).

Using Lemma 2, it is seen that

∑
3

=
∑

m≤ x
y2

∑

n≤y

dz(n)

=
∑

n≤y

dz(n)(
x

y2
+ O(1))

=
x

y

N1∑

j=1

Cj(z)logz−jy + O(
x

y
logRez−N1−1y) + O(ylogk−1y).

By similar computation, we can obtain

∑
2

=
∑

m≤ x
y2

[
N1∑

j=1

Cj(z)
√

x

m
logz−j(

x

m
)

1
2 + O(

√
x

m
logRez−L−1(

x

m
))]

=
√

x

N1∑

j=1

Cj(z)
∑

m≤ x
y2

m− 1
2 logz−j(

x

m
)

1
2 + O(

∑

m≤ x
y2

√
x

m
logRez−N1−1(

x

m
))

=
√

x

N1∑

j=1

Cj(z)(
1
2
)z−j logz−jx

∑

m≤ x
y2

m− 1
2 (1− log m

log x
)z−j

+O(
√

xlogRez−N1−1x
∑

m≤ x
y2

m− 1
2 )

=
∑
2,1

+O(
x

y
logRez−N1−1x),

where we define

∑
2,1

=
√

x

N1∑

j=1

Cj(z)(
1
2
)z−j logz−jx

∑

m≤ x
y2

m− 1
2 (1− log m

log x
)z−j .
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Using Taylor formula and foregoing method, we have

∑
2,1

=
√

x

N1∑

j=1

Cj(z)(
1
2
)z−j logz−jx

∑

m≤ x
y2

m− 1
2 (1− (z − j)

log m

log x

+
(z − j)(z − j − 1)

2!
(
log m

log x
)2 + · · · )

= x
1
2

N1∑

j=1

Kj(z)logz−jx− 2x

y

N1∑

j=1

(z − j)Cj(z)logz−j−1y

−2x

y

N1∑

j=1

(z − j)(z − j − 1)Cj(z)logz−j−2y + · · ·

+O(y logRez−1) + O(
x

y
logRez−N1−1y),

where K1(z), · · · ,KM (z) are regular functions. So by choosing y =
√

x logC x, C = Rez−M−k

and N1 = 2M + k −Rez completes the proof of the Lemma 3.

Now we go on with the proof of our main Theorem. Combining Lemma 1 and Lemma 3,
we get

∑

n≤x

(τ (e)(n))−r =
∑

n1n2
2n3≤x

dz(n2)g(n3)

=
∑

n3≤x

g(n3)
∑

n1n2
2≤x/n3

dz(n2)

= xζ2−r−1(2)
∑

n3≤x

g(n3)n3
−1

+x
1
2

∑

n3≤x

g(n3)n3
−1/2

M∑

j=1

Kj logz−j(
x

n3
)

+O(
∑

n3≤x

g(n3)(
x

n3
)

1
2 logRez−M−1(

x

n3
))

= S1(x) + S2(x) + O(S3(x)), (3)

say, where we choose z = 2−r − 1.

In the following procedure, we just need to calculate the three sums separately. That is

S1(x) = xζ2−r−1(2)
∞∑

n3=1

g(n3)n3
−1 − xζ2−r−1(2)

∑
n3>x

g(n3)n3
−1

= Crx + O(x
1
4+ε). (4)
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Analogously to
∑

2,1, here we can again use the Taylor formula to obtain

S2(x) = x
1
2

∑

n3≤x

g(n3)n3
−1/2

M∑

j=1

Kj logz−j(
x

n3
)

= x
1
2

M∑

j=1

Kj logz−j x
∑

n3≤x

g(n3)n3
−1/2(1− log n3

log x
)z−j

= x
1
2 log2−r−2 x

M−1∑

j=0

Ej(r) log−j x + O(x
1
2 log2−r−M−2 x)

= x
1
2 log2−r−2 x

N∑

j=0

dj(r) log−j x + O(x
1
2 log2−r−N−3 x), (5)

where E1(r), · · · , EN (r) are computable constants depending on r, and we set N = M − 1.
Similarly,

S3(x) =
∑

n3≤x

g(n3)(
x

n3
)

1
2 logRez−M−1(

x

n3
)

= x
1
2 logRez−M−1x

∑

n3≤x

g(n3)n3
−1/2(1− log n3

log x
)Rez−M−1

¿ x
1
2 log2−r−M−2 x = x

1
2 log2−r−N−3 x. (6)

So our theorem follows from (3)-(6).
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Abstract The paper mainly gives Harnark extention principle of Henstock integral on
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§1. Introductions and basic definitions

Throughout this paper X denotes a real Banach Space and A partition of [a, b] is a finite
collection of interval-point pairs {I, ξ} with the intervals non-overlapping and their union [a, b],
here ξ is the associated point of I, we write D = {I, ξ}. It is said to be δ-fine partition of [a, b]
if for each interval-point {I, ξ} we have ξ ∈ I ⊂ (ξ − δ(x), ξ + δ(x)).

Let f is Banach-valued function defined on [a, b] and we use to (D)
∑

f(ξ)|I| represent the
Riemann sum of f corresponding to the δ-fine partition D = {I, ξ}.

Definition 1.1. The function f : [a, b] → X is Henstock integrable on [a, b] and A ∈ X

is its Henstock integral if for each ε > 0 there is gauge δ(t) on [a, b] such that for any δ-fine
partition D = {I, ξ} of [a, b] we have

‖(D)
∑

f(ξ)|I| −A‖ < ε.

The function f is Henstock integrable on a set E ⊂ [a, b] if the function f ·χE is Henstock
integrable on [a, b] and we denote (H)

∫ b

a
fχE = (H)

∫
E

f , where χE denotes the characteristic
function of E and we denote (H)

∫ b

a
fχE = (H)

∫
E

f .
The properties of Henstock integral of Banach-valued functions are similar to real-valued

functions, the reader is referred to [1] [2] [3] for the details.

§2. Main results

First we give Harnark extention principle of Henstock integral on Real-valued function.

1This work is supported by the Gansu Provincial Education Department Foundation 0708-10.
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Theorem 2.1.[1][2] Let f : [a, b] → R is Henstock integrable on close set E ⊂ [a, b],

[a, b] \E =
∞⋃

i=1

(ci, di), if f(x) is Henstock integrable on each [ci, di], and
∞∑

i=1

ω(Fi, [ci, di]) < ∞,

then the function f is Henstock integrable on [a, b]

(H)
∫ b

a

f = (H)
∫

E

f +
∞∑

i=1

(H)
∫ di

ci

f.

In order to prove Theorem 2.2, we need the following lemmas and these notes, Let E0 =
E, E1 = (c1, d1), E2 = (c2, d2), · · · , Ei = (ci, di), · · · , Ei

⋂
Ej = φ(i 6= j), such that [a, b] =

∞⋃
i=0

Ei. Define function

fn(x) =





f(x), x ∈
n⋃

i=0

Ei

0, x ∈ [a, b] \
n⋃

i=0

Ei

(1)

Obviously, fn(x) → f(x), x ∈ [a, b].
Definition 2.1.[4] A family {fn} of Henstock integrable functions is said to be uniformly

Henstock integrable on [a, b] if for each ε > 0 there exists a gauge δ on [a, b] such that for any
δ−fine partition D = {I, ξ} of [a, b] and all n ∈ N we have

‖(D)
∑

fn(ξ)|I| − (H)
∫ b

a

fn‖ < ε.

Lemma 2.1.[4] Let fn : [a, b] → X are Henstock integrable on [a, b], n ∈ N and satisfies:
i) fn(x) → f(x), x ∈ [a, b];
ii) {fn} is uniformly Henstock integrable on [a, b].

Then f is Henstock integrable on [a, b] and

(H)
∫ b

a

f = lim
n→∞

(H)
∫ b

a

fn.

Definition 2.2. Let fn : [a, b] → X, n ∈ N, for any ε > 0, there is N ∈ N and positive
function δ(ξ), such that for any δ−fine partition D = {I, ξ} of [a, b] form,n ≥ N , we have

‖(D)
∑

fm(ξ)|I| − (D)
∑

fn(ξ)|I|‖ < ε,

then {fn} is a δ−Cauchy sequence.
Lemma 2.2. Let f : [a, b] → X is Henstock integrable on close set E and each interval

[ci, di], i = 1, 2, · · · , and
∞∑

i=1

(H)
∫ di

ci

f is unconditionally convergent, define the function {fn}

such as (1), then {fn} is a δ−Cauchy sequence.

Proof. Because
∞∑

i=1

(H)
∫ di

ci

f is unconditionally convergent, for any ε > 0, there is N ∈ N
such that

‖
∞∑

i=N

(H)
∫ di

ci

f‖ <
ε

2
, (2)
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because fχEn
is Henstock integrable on [a, b], for ε > 0 and each n there is δn(t) > 0, δn+1(t) <

δn(t), t ∈ [a, b] such that for any δn-fine partition Dn = {I, ξ} of [a, b], we have

‖(Dn)
∑

fχEn
(ξ)|I| − (H)

∫

En

f‖ <
ε

2n+2
. (3)

Define function δ : [a, b] → (0,+∞) as follows

δ(t) = δn(t), t ∈ [ci, di], n = 0, 1, 2, · · ·

Let D = {I, ξ} is δ− fine partition of [a, b], it must be δn−fine partition, when m,n ≥ N(m >

n), by (2) and (3), we have,

‖(D)
∑

fn(ξ)|I| − (D)
∑

fm(ξ)|I|‖

= ‖
n∑

i=0

(D)
∑

fχEi
(ξ)|I| −

m∑

i=0

(D)
∑

fχEi
(ξ)|I|‖

= ‖
m∑

i=n+1

(D)
∑

fχEi
(ξ)|I|‖

≤ ‖
m∑

i=n+1

[(D)
∑

fχEi(ξ)|I| − (H)
∫ di

ci

f ]‖+ ‖
m∑

i=n+1

(H)
∫ di

ci

f‖

<
m∑

i=n+1

· ε

2i+2
+ ‖

∞∑

i=N

(H)
∫ di

ci

f‖

<
ε

2N+1
+

ε

2
< ε,

then {fn} is a δ−Cauchy sequence.
Lemma 2.3. Let f : [a, b] → X is Henstock integrable on close set E and each interval

[ci, di], i = 1, 2, · · · , and
∞∑

i=1

(H)
∫ di

ci

f is unconditionally convergent, define the function {fn}

such as (1), then {fn} is uniformly Henstock integrable on [a, b].
Proof. By Lemma 2.2, {fn} is a δ−Cauchy sequence, then for any ε > 0 there is N0 ∈ N

and δ0(t) > 0 such as for any δ0 fine partition D0 = {I, ξ} of [a, b], and when m,n ≥ N0 we can
obtain

‖(D0)
∑

fn(ξ)|I| − (D0)
∑

fm(ξ)|I|‖ <
ε

3
. (4)

Since
∞∑

i=1

(H)
∫ di

ci

f is unconditionally convergent, there is N1 ∈ N such that

‖
∞∑

i=N1

(H)
∫ di

ci

f‖ <
ε

3
. (5)

Each fn is Henstock integrable on [a, b] and (H)
∫ b

a
fn =

n∑

i=0

(H)
∫

Ei

f , when m,n ≥

N1(m > n), according to (5) ,

‖(H)
∫ b

a

fn − (H)
∫ b

a

fm‖ = ‖
m∑

i=n+1

(H)
∫ di

ci

f‖ <
ε

3
, (6)



94 Fengling Jia and Wansheng He No. 4

and for each n ∈ N, there is gauge function δn(t) of [a, b], for any δn-fine partition Dn = {I, ξ}
of [a, b], the inequality

‖(Dn)
∑

fn(ξ)|I| −
n∑

i=0

(H)
∫

Ei

f‖ <
ε

3
(7)

holds. Choose N = max{N0, N1},and let HN =
N⋃

i=0

Ei and Hn = (cn, dn), n > N , because

(cn, dn) are disjoint, the sets HN and Hn(n > N) are also disjoint and HN

⋃
(

⋃

n>N

Hn) = [a, b].

Let us define δ : [a, b] → (0,+∞) such that

δ(t) = min{δ0(t), δ1(t), δ2(t), · · · , δN (t)}, t ∈ HN

and
δ(t) = min{δ0(t), δ1(t), δ2(t), · · · , δn(t)}, t ∈ Hn, n > N.

The following we will prove that for any δ− fine partition D = {I, ξ} of [a, b] and for all n ∈ N,
the following inequality holds

‖(D)
∑

fn(ξ)|I| − (H)
∫ b

a

fn‖ < ε.

Let D = {I, ξ} is a δ− fine partition of [a, b], then D is δn− fine partition, using (4), for 0 ≤
n ≤ N , we have

‖(D)
∑

fn(ξ)|I| − (H)
∫ b

a

fn‖ <
ε

3
< ε,

by (4),(7) and (6), for n > N we have

‖(D)
∑

fn(ξ)|I| − (H)
∫ b

a

fn‖

≤ ‖(D)
∑

fn(ξ)|I| − (D)
∑

fN (ξ)|I|‖+ ‖(D)
∑

fN (ξ)|I| − (H)
∫ b

a

fN‖

+‖(H)
∫ b

a

fN − (H)
∫ b

a

fn‖ <
ε

3
+

ε

3
+

ε

3
.

For any δ−fine partition D = {I, ξ}, ‖∑
D fn(ξ)|I| − (H)

∫ b

a
fn‖ < ε, that is, for all n ∈ N

this equality ‖(D)
∑

fn(ξ)|I| −
n∑

i=0

(H)
∫

Ei

f‖ < ε also holds, so {fn} is uniformly Henstock

integrable on [a, b].
Now we give Harnark extention principle of Henstock integral for Bnanch-valued function

as bellow.
Theorem 2.2. Let f : [a, b] → X is Henstock integrable on close set E ⊂ [a, b],

[a, b] \ E =
∞⋃

i=1

(ci, di). Let f(x) is Henstock integrable on each [ci, di], and
∞∑

i=1

ω(Fi, [ci, di]) is

unconditionally convergent, then The function f is Henstock integrable on [a, b]

(H)
∫ b

a

f = (H)
∫

E

f +
∞∑

i=1

(H)
∫ di

ci

f.
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Proof. Define function {fn} such as (1), then fn(x) → f(x), x ∈ [a, b], using above two
lemmas, {fn} is uniformly Henstock integrable on [a, b], and by Lemma 2.1 we have known
that f must be Henstock integrable on [a, b] and

(H)
∫ b

a

f = lim
n→∞

(H)
∫ b

a

fn = lim
n→∞

n∑

i=0

(H)
∫

Ei

f

=
∞∑

i=0

(H)
∫

Ei

f = (H)
∫

E

f +
∞∑

i=1

(H)
∫ di

ci

f.
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§1. Introduction

Resently, many authors studied various correlated aggregate claims models. In this model,
the two claim number processes are correlated. Ambagaspitiya(1998) considered a general
method of constructing a vector of p dependent claim numbers from a vector of independent
random variables, derived formulae to get the correlated claims distribution.

On the other hand, Erlang(2) distribution is also one of the mostly commonly used distribu-
tions in risk theory, for example, Diskson and Hipp(1998)considered the infinite time survival
probability as a compound geometric random variable under the Erlang(2) risk model. Sun
and Yang(2004) derived the integro-differential equation and Laplace transform of the joint
distributions of the surplus immediately before and after ruin for Erlang(2) risk processes.

In this paper we consider a correlated risk model. Under the assumed risk model the
claim number processed involve Poisson and Erlang(2) process. We derived the formulae for
the distribution of the surplus immediately before ruin, for the distribution after ruin and the
joint distribution of the surplus immediately before and after ruin. The asymptotic property of
these ruin functions is also studied.

§2. Model set-up and model transformation

We define the surplus process

U(t) = u + ct−
N1(t)∑

i=1

Xi −
N2(t)∑

i=1

Yi, t ≥ 0, (1)
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where u is the initial surplus, c > 0 is the premium rate. {Xi, i ≥ 1} and {Yi, i ≥ 1}are
independent random variables with distributions FX(x), FY (y), density functions fX(x), fY (y).





N1(t) = M1(t) + M2(t),

N2(t) = M(t) + M2(t),
(2)

here {M1(t), t ≥ 0}, {M2(t), t ≥ 0} are Poisson processes with parameters λ1 and λ2 respec-
tively. {M(t), t ≥ 0} is a Erlang(2) process with parameter β. We also assume {M1(t), t ≥
0}, {M2(t), t ≥ 0} and {M(t), t ≥ 0} are three independent renewal processes.

Let T denote the time of ruin, so that

T = inf{t ≥ 0 : U(t) < 0}.

Then the probability of ultimate ruin with initial surplus is defined as

ψ(u) = P (T < ∞|U(0) = u), u ≥ 0.

The probability that the surplus immediately prior to ruin is smaller than x > 0 with the
initial surplus u as

B(u, x) = P (T < ∞, U(T−) ≤ x|U(0) = u).

The probability that the deficit (negative surplus immediately after ruin) is smaller than
y > 0 with the initial surplus u as

G(u, y) = P (T < ∞, |U(T )| ≤ y|U(0) = u).

And the joint probability that the surplus immediately prior to ruin is smaller than x > 0
and the surplus after ruin is larger than −y with the initial surplus u as

J(u; x, y) = P (T < ∞, U(T−) ≤ x, |U(T )| ≤ y|U(0) = u).

We also define the following auxiliary probability distribution:

A(u; x, y) = P (T < ∞, |U(T )| ≥ x,U(T−) > y|U(0) = u).

It is easy to obtain that




ψ(u) = A(u; 0, 0)

B(u, x) = A(u; 0, 0)−A(u; 0, x)

G(u, y) = A(u; 0, 0)−A(u; y, 0)

J(u; x, y) = A(u; 0, 0)−A(u; 0, x)−A(u; y, 0) + A(u; y, x)

(3)

Hence all the four ruin functions can be get from A(u;x, y).
From (1) and (2), the model (1) can be rewritten as

Ũ(t) = u + ct−
Ñ1(t)∑

i=1

X
′
i −

M(t)∑

i=1

Yi, t ≥ 0,
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here Ñ1(t) = M1(t) + M2(t) + M2(t), is a Poisson process with parameter (λ1 + 2λ2). and its
distribution function is

FX′ =
λ1 + λ2

λ1 + 2λ2
FX(x) +

λ2

λ1 + 2λ2
FY (x).

Since Ũ(t) is transformed from U(t),the process U(t) can be examined via Ũ(t).
Let T1, T2, · · · be the inter-arrival times for {X ′

i , i ≥ 1}, then Ti are independent and
exponentially distributed with parameter (λ1 + 2λ2).

Let L1, L2, · · · be the inter-arrival times for {Yi, i ≥ 1}, then Li are independent and have
Erlang(2) distribution with parameter β ,by the define of Erlang(2, β)

Li = Li1 + Li2, i ≥ 1,

here Li1, i ≥ 1, j ≥ 1 are independent exponential random variables with β. In order to
derive the formulae for the above ruin functions, we consider a delayed renewal process M̃(t)
corresponding to Erlang(2, β), i.e

L1 = L12, Li = Li1 + Li2, i ≥ 2.

We denote the corresponding ruin functions by ϕ̃(u), A1(u;x, y), B1(u, x), J1(u; x, y), G1(u, y).

§3. Main results

Lemma 3.1. For any u > y > 0, u > x > 0,

A(u; x, y) =
λ1 + 2λ2

c

[∫ ∞

u+x

FX′ (z)dz +
∫ u

0

A(u− z;x, y)FX′ (z)dz

]

+
β

c

∫ ∞

u

(A1(z;x, y)−A(z;x, y)dz.

Proof. Consider the time V = min{T1, L11}, we obtain

A(u; x, y) =
∫ ∞

0

A(Ũ(t);x, y)dt =
∫ ∞

0

E
[
A(Ũ(t);x, y)|V

]
dt

=
∫ ∞

0

P (T1 > t, V = L11 = t)A1(u + ct;x, y)dt

+
∫ ∞

0

P (T1 ≤ t, V = T1 ≤ t)E
[
A(u + ct−X

′
1;x, y)

]
dt,

here





P (T1 > L11) = P (V = L11) =
β

λ
,

P (T1 < L11) = P (V = T1) =
λ1 + 2λ2

λ
,

P (V > t|V = T1) = P (V > t|V = L11) = e−λt,
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here λ = λ1 + 2λ2 + β.

E[A(u + ct−X
′
1;x, y)] =

∫ u+ct

0

A(u− z;x, y)dFX′ (z) +
∫ ∞

u+ct+x

I{u+ct>y}dFX′ (z),

then

A(u;x, y) =
β

λ

∫ ∞

0

λe−λtA1(u + ct;x, y)dt

+
λ1 + 2λ2

λ

∫ ∞

0

λe−λt

∫ u+ct

0

A(u + ct− z;x, y)dFX′ (z)dt

+
λ1 + 2λ2

λ

∫ ∞

0

λe−λt

∫ ∞

u+ct+x

I{u+ct>y}dFX′ (z)dt.

Putting s = u + ct yields

cA(u;x, y) = β

∫ ∞

u

e−
λ(s−u)

c tA1(s;x, y)dt

+(λ1 + 2λ2)
∫ ∞

u

e−
λ(s−u)

c t

∫ s

0

A(s− z;x, y)dFX′ (z)ds

+(λ1 + 2λ2)
∫ ∞

0

e−
λ(s−u)

c t

∫ ∞

s+x

I{s>y}dFX′ (z)dt.

Differentiating with respect to u

cA′(u;x, y)

= −βA1(u; x, y) +
λβ

c

∫ ∞

u

e−
λ(s−u)

c tA1(s;x, y)dt− (λ1 + 2λ2)
∫ u

0

A(u− z;x, y)dFX′ (z)

+
λ(λ1 + 2λ2)

c

∫ ∞

u

e−
λ(s−u)

c

∫ s

0

A(s− z;x, y)dFX′ (z)ds

−(λ1 + 2λ2)I{u>y}FX′ (u + x) +
λ(λ1 + 2λ2)

c

∫ ∞

u

e−
λ(s−u)

c I{s>y}FX′ (s + x)ds

= −βA1(u; x, y)− (λ1 + 2λ2)
∫ u

0

A(u− z;x, y)dFX′ (z)

−(λ1 + 2λ2)I{u>y}FX′ (u + x) + λA(u; x, y). (4)

Integrating (4) both sides from 0 to u gives

A(u; x, y) = A(0;x, y)− β

λ

∫ u

0

A1(;x, y)ds +
λ

c

∫ s

0

A(s;x, y)ds

+
λ1 + 2λ2

c

∫ u

0

∫ s

0

A(s− z;x, y)dFX′ (z)ds

−λ1 + 2λ2

c

∫ u

0

I{s>y}FX′ (s + x)ds.

By interchanging integral signs and performing integration ,we get

A(u; x, y) = A(0;x, y)− β

c

∫ u

0

(A1(s;x, y)−A(s;x, y))ds

+
λ1 + 2λ2

c

∫ u

0

A(u− z;x, y)FX′ (z)dz − λ1 + 2λ2

c

∫ u+x

y+x

FX′ (s)ds, (5)
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here u > y > 0.
Let u →∞, then

A(0;x, y) =
β

c

∫ ∞

0

(A1(s;x, y)−A(s;x, y))ds +
λ1 + 2λ2

c

∫ ∞

y+x

FX′ (s)ds, (6)

Putting (6) into (5), we get the following theorem.

Theorem 3.1. For any u > y > 0, u > x > 0, we have

ψ(u) =
λ1 + 2λ2

c

[∫ ∞

u

FX′ (z)dz +
∫ u

0

ψ(u− z)FX′ (z)dz

]
+

β

c

∫ ∞

u

(ψ1(z)− ψ(z))dz,

B(u; x) =
λ1 + 2λ2

c

∫ u

0

B(u− z;x)FX′ (z)dz +
β

c

∫ ∞

u

(B1(z;x)−B(z;x))dz

G(u; y) =
λ1 + 2λ2

c

[∫ u+y

u

FX′ (z)dz +
∫ u

0

G(u− z, y)FX′ (z)dz

]
+

β

c

∫ ∞

u

(G1(z, y)−G(z, y))dz

J(u; x, y) =
λ1 + 2λ2

c

∫ u

0

J(u− z;x, y)FX′ (z)dz +
β

c

∫ ∞

u

(J1(z;x, y)− J(z;x, y))dz

The above formulae can be derived by Lemma 3.1 and (3).

If we assume that there exists r1 > 0 and r2 > 0 such that

r → r1, h1(r) =
∫ ∞

0

erzdFX′ (z)− 1 →∞,

r → r2, h2(r) =
∫ ∞

0

erzdFY ′ (z)− 1 →∞.

We can get the result:

Theorem 3.2.





lim
u→∞

eRu(A(u;x, y) + A1(u; x, y)) ≤ 2ρ

1 + ρ

c

(λ1 + 2λ2)h′1(R) + 2−1βh′2(R)− c

lim
u→∞

eRu(ψ(u) + ψ1(u)) ≤ 2ρ

1 + ρ

c

(λ1 + 2λ2)h′1(R) + 2−1βh′2(R)− c

lim
u→∞

eRu(B(u, y) + B1(u, y)) ≤ 2ρ

1 + ρ

c

(λ1 + 2λ2)h′1(R) + 2−1βh′2(R)− c

lim
u→∞

eRu(G(u, y) + G1(u, y)) ≤ 2ρ

1 + ρ

c

(λ1 + 2λ2)h′1(R) + 2−1βh′2(R)− c

lim
u→∞

eRu(J(u; x, y) + J1(u; x, y)) ≤ 2ρ

1 + ρ

2c

(λ1 + 2λ2)h′1(R) + 2−1βh′2(R)− c

where

ρ =
c

(λ1 + 2λ2)µX′ + 2−1βµY
− 1

is the relative security loading, and R is the positive solution of the equation (λ1 +2λ2)h′1(R)+
2−1βh′2(R) = cr.
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Proof. We only prove the first inequality

A1(u;x, y) = β

∫ ∞

0

e−λt

∫ u+ct

0

A(u + ct− z;x, y)dFY (z)dt

+β

∫ ∞

0

e−λtI{u+ct>y}

∫ ∞

u+ct+x

A(u + ct− z;x, y)dFY (z)dt

+(λ1 + 2λ2)
∫ ∞

0

e−λt

∫ u+ct

0

A1(u + ct− z;x, y)dFX′ (z)dt

+(λ1 + 2λ2)
∫ ∞

0

e−λtI{u+ct>y}

∫ ∞

u+ct+x

dFX′ (z)dt.

Putting s = u + ct, differentiating with respect to u yields

cA′1(u; x, y) = −β

∫ u

0

A(u− z;x, y)dFY (z)− βI{u>y}

∫ ∞

x+u

dFY (z)

−(λ1 + 2λ2)
∫ u

0

A1(u− z;x, y)dFX′ (z)

−(λ1 + 2λ2)I{u>y}

∫ ∞

u+x

dFX′ (z) + λA1(u; x, y). (7)

Integrating (7) both sides from 0 to u gives

cA1(u; x, y) = cA1(0;x, y) + β

∫ u

0

A(u− z;x, y)FY (z)dz

+(λ1 + 2λ2)
∫ u

0

A1(u− z;x, y)FX′ (z)dz − β

∫ u+x

y+x

FY (z)dz

−(λ1 + 2λ2)
∫ u+x

x+y

FX′ (z)dz + β

∫ u

0

(A1(s;x, y)−A(s;x, y))ds (8)

where u > y > 0.
Let u →∞,we have

cA1(0;x, y) = (λ1 + 2λ2)
∫ ∞

x+y

FX′ (z)dz + β

∫ ∞

y+x

FY (z)dz

−β

∫ ∞

0

(A1(s;x, y)−A(s;x, y))ds. (9)

From (6)and (8), (9), we have

A(u; x, y) + A1(u; x, y)

≤
∫ ∞

x+u

(
2(λ1 + 2λ2)

c
FX′ (z) +

β

c
FY (z))dz

+
∫ u

0

(
λ1 + 2λ2

c
FX′ (z) +

β

2c
FY (z))(A1(u− z;x, y)−A(u− z;x, y))dz.

By the property of security loading, we have
∫ ∞

0

(
λ1 + 2λ2

c
FX′ (z) +

β

2c
FY (z))dz < 1.
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In view of the assumption, there exists R such that
∫ ∞

0

eRz(
λ1 + 2λ2

c
FX′ (z) +

β

2c
FY (z))dz = 1.

Therefore
1
2
eRu(A(u; x, y) + A1(u; x, y))

≤ eRu

∫ ∞

0

(
λ1 + 2λ2

c
FX′ (z) +

β

2c
FY (z))dz

+
1
2

∫ ∞

0

eRz(
λ1 + 2λ2

c
FX′ (z) +

β

2c
FY (z))

eR(u−z)(A1(u− z;x, y)−A(u− z;x, y))dz.

Denote
H(z) =

λ1 + 2λ2

c
FX′ (z) +

β

2c
FY (z).

Applying the renewal theorem to the right hand side of the above inequality, it follows that

lim
u→∞

eRu(A(u; x, y) + A1(u; x, y)) ≤ 2
∫∞
0

eRu
∫∞

u
H(z)dzdu∫∞

0
zeRzH(z)dz

,

and ∫ ∞

0

eRu

∫ ∞

u

FX′ (z)dzdu =
1
R

(
h1(R)

R
− µX′ ),

∫ ∞

0

zeRzFX′ (z)dz =
1
R

(−h1(R)
R

+ h′1(R)),

then
2

∫∞
0

eRu
∫∞

u
H(z)dzdu∫∞

0
zeRzH(z)dz

=
2ρ

1 + ρ

c

(λ1 + 2λ2)h′1(R) + 2−1βh′2(R)− c
,

where
ρ =

c

(λ1 + 2λ2)µX′ + 2−1βµY
− 1.
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synchronization of a simple system, then we realize the synchronization of Lu hyper-chaotic

system. Numerical simulations show the united synchronization method works well.
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§1. Introduction

Synchronization is a fundamental phenomenon that enables coherent behavior in coupled
systems. In 1990, pecora and carroll proposed a successful method to synchronize two identical
chaotic systems with different initial conditions [1]. Chaos synchronization has received a
significant attention in the last few years due to its potential applications [3-14]. There exist
many types of synchronization such as complete synchronization [2], anti-synchronization [4].
Mainieri and Rehacek [10] reported a new form of chaos synchronization, termed as projective
synchronization, that the drive and response systems could be synchronized up to a scaling
factor (a proportional relation), which is usually observable in a class of systems with partial
linearity. In this regard, this paper we put forward tracking control method to achieve the
projective synchronizaiton for chaotic systems. We prove the feasibility of the method from
theoretic analysis on the basis of two chaotic systems. Numerical simulation are used to verify
the effectiveness of the proposed scheme.

We organized this paper as follows. In section 2 we discuss the design of tracking controller.
In section 3, we present an application of this approach to control of the system and numerical
simulations demonstrate the effectiveness of the proposed synchronization scheme. Finally
concluding remark and references close the paper.

1This work is supported by the Gansu Provincial Education Department Foundation 0808-04 and Scientific

Research Foundations of Tianshui Normal University of China TSA0938.
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§2. Design of controller

Consider nonlinear chaotic system as follows:

ẋ(t) = f(x), (1)

to achieve projective synchronization, we assume that system (1) is the drive system and the
controlled system (2) is response system

ẏ(t) = f(y) + u, (2)

where u is united controller. The projective synchronization errors between system (1) and (2)
are defined as

e = (e1, e2, · · · , en)T = (y1 − x1α, y2 − x2α, · · · , yn − xnα)T

where a is scaling factor. Then the error dynamical system can be described as:

ė = f(x) + α[f(y) + u].

In order to make system (3) controllable, the feedback controller u will be appropriately
chosen. Let

u = [f(x) + e]α− f(y), (3)

Theorem 1. If we choose the controller as equation (3), this guarantees the asymptotic
stability of system (3).

Proof. Construct a Lyapunov function:

V =
1
2
(e2

1 + e2
2 + e2

3), (4)

The time derivative of V along the trajectory of the error dynamical system (2) is as follows

V̇ = −(e2
1 + e2

2 + e2
3), (5)

Since V is a positive definite function and V̇ is a negative definite function, according to the
Lyapunov’s direct method, the system (1) and system (2) achieve the projective synchronization
under the controller (3).

§3. Numerical simulation

In this section, an appropriate controller was designed to achieve projective synchronization
based on Lyapunov’s direct method. Lorenz chaotic system and hyper-chaotic Lu system are
chosen to illustrate the effectiveness of the projective synchronization behavior and to illustrate
the effectiveness of the proposed scheme.
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§3.1 Projective synchronization of Lorenz system

The Lorenz system can be described by




ẋ1 = a(x2 − x1)

ẋ2 = cx1 − x2 − x1x3

ẋ3 = x1x2 − bx3,

(6)

x = (x1, x2, x3)T is the state vector, and a, b, c are parameters of this system.
We define the response systems of (6) as follows





ẏ1 = a(y2 − y1) + u1

ẏ2 = cy1 − y2 − y1y3 + u2

ẏ3 = y1y2 − by3 + u3,

(7)

where u = (u1, u2, u3) is the nonlinear controller to be designed for projective synchronization
of the two Lorenz systems with the same parameters and the different initial conditions. Define
the synchronization errors signal between the drive and response systems as e(t) = y(t)−αx(t).
Thus, the error dynamical signal between the drive system (6) and the response system (7) is





e1 = y1 − α(x1)

e2 = y2 − α(x2)

e3 = y3 − α(x3),

(8)

then the error dynamical system between the drive system (6) and the response system (7) is





ė1 = a(y2 − y1) + u1 − α(a(x2 − x1))

ė2 = cy1 − y2 − y1y3 + u2 − α(cx1 − x2 − x1x3)

ė3 = y1y2 − by3 + u3 − α(x1x2 − bx3)

(9)

The goal of control is to find a controlleru = (u1, u2, u3)T for system (9) such that (6) and
(7) are in projective synchronization.

Let us now choose the control functions u1,u2 and u3 as follows




u1 = α(a(x2 − x1))− a(y2 − y1)− e1

u2 = α(cx1 − x2 − x1x3)− cy1 − y2 − y1y3 − e2

u3 = α(x1x2 − bx3)− y1y2 − by3 − e3,

(10)

If the Lyapunov function candidate is taken as:

V =
1
2
(e2

1 + e2
2 + e2

3), (11)

The time derivative of V along the trajectory of the error dynamical system (9) is as follows

V̇ = −(e2
1 + e2

2 + e2
3), (12)
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according to the Lyapunov’s direct method, the error variables become zero as time tends to
infinity.

This means that the two Lorenz chaotic systems realize the projective synchronization
under the controller (10).

For numerical simulations, the system parameters a = 10, b = 8/3, c = 28 are chosen to be
such that the two systems display chaotic behavior. We assume that the initial states of the drive
system and response system are (x1(0), x2(0), x3(0) = (1, 5, 2) and (y1(0), y2(0), y3(0) = (1, 5, 2)
respectively, we set the scaling factorsα = 2, the state errors is in shown in Fig. 1, and the
attractors between two chaotic systems is shown in Fig. 2.
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Fig. 1 The time evolution of the errors with the scaling factor α = 2
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Fig. 2 Two chaotic attractor in three-dimensional phase space with the scaling factor α = 2

§3.2 Projective synchronization of hyper chaotic Lu system

We choose hyper-chaotic Lu system as examples to illustrate our proposed synchroniza-
tion scheme. The hyper- chaotic Lu system can be described by following nonlinear ordinary
differential equation. The hyper-chaotic Lu system described as follows:





ẋ1 = a(x2 − x4) + x1

ẋ2 = bx2 − x1x3

ẋ3 = −cx3 + x1x2

ẋ4 = dx4 + x1x3,

(13)
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x = (x1, x2, x3, x4)T is the state vector, and a, b, c, d are system parameters.
We take (13) as the drive system and the response system is given by:





ẏ1 = a(y2 − y4) + y1 + u1

ẏ2 = by2 − y1y3 + u2

ẏ3 = −cy3 + y1y2 + u3

ẏ4 = dy4 + y1y3 + u4,

(14)

y = (y1, y2, y3, y4)T is the state vector, and u = u(x, y) = (u1(x, y), u2(x, y), u3(x, y), u4(x, y))T

is the controller to be determined for the purpose of projective synchronization. Let the vector
error state be e(t) = y(t)− αx(t). Thus, the error dynamical system between the drive system
(13) and the response system (14) is





ė1 = a(x2 − x1) + x4 − α(a(y2 − y1)y4 + u1)

ė2 = bx2 − x1x3 − α(by2 − y1y3 + u2)

ė3 = −cx3 + x1x2 − α(−cy3 + y1y2 + u3)

ė4 = dx4 + x1x3 − α(dy4 + y1y3 + u4),

(15)

The goal of control is to find a controller u = (u1, u2, u3, u4)T for system (12) such that
systems (9) and (10) are in projective synchronization. Let us now choose the control function
as follows :





u̇1 = ẋ1+e1
α − ẏ1

u̇2 = ẋ2+e2
α − ẏ2

u̇3 = ẋ3+e3
α − ẏ3

u̇4 = ẋ4+e4
α − ẏ4,

(16)

For the numerical simulations, fourth-order Runge-Kutta method is used to solve the sys-
tems of differential equations (13) and (14). The initial states of the drive system and response
system are (x1(0), x2(0), x3(0), x4(0) = (1, 5, 2, 2) and (y1(0), y2(0), y3(0), y4(0) = (11, 15, 12, 8)
The state errors between two hyper-chaotic Lu systems are shown in Fig. 3. Obviously, the
synchronization errors converge asymptotically to zero and two systems are indeed achieved
chaos synchronization.
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Fig. 3 The time evolution of the errors with the scaling factors α = 2
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§4. Conclusion and discussion

In this letter, we put forward tracking control method to realize the projective synchro-
nization of the chaotic and hyper-chaotic system. We prove the feasibility of the method from
theoretic analysis and numerical simulations are provide to further verify the effectiveness of
the proposed scheme. The proposed method is simple and flexible.
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Abstract The theorems of continuous dependence of bounded Φ−variation solutions on

parameters for Kurzweil equations are established through making use of the functions of

bounded Φ-variation were introduced by Musiclak and Orlicz in paper [2]. The results are

essential generalization of continuous dependence of bounded variation solutions on parameters

for Kurzweil equations in paper [6].
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§1. Introduction

Kurzweil generalized ordinary differential equation was introduced in 1957 by Kurzweil
[1], the functions of bounded Φ-variation were introduced by Musiclak and Orlicz in paper [2].
The functions of bounded Φ-variation and Kurzweil generalized ordinary differential equations
were connected originally in paper [3, 4], existence and uniqueness theorems of bounded Φ-
variation solutions for generalized ordinary differential equations were established. In this paper,
the theorems of continuous dependence of bounded Φ−variation solutions on parameters for
Kurzweil equations are established through making use of the functions of bounded Φ-variation.
The results are stronger than that in paper [5], meanwhile the results are essential generalization
of continuous dependence of bounded variation solutions on parameters for Kurzweil equations
in paper [6].

§2. Preliminaries and definitions

Definition 2.1.[3−7] A function U : [a, b]× [a, b] → Rn is called Kurzweil integrable over
[a, b], if there is a A ∈ Rn such that given ε > 0, there is a positive function δ(τ) such that
for any δ(τ)–fine partition D = {(τj , [αj−1, αj ]), j = 1, · · · , k} satisfying τj ∈ [αj−1, αj ] ⊂

1Foundation item: the National Natural Science Fund of China (10571078); the Department of Education

Research Fund of Gan su Province (0608− 04).
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[τj − δ(τj), τj + δ(τj)], we have

‖S(U,D)−A‖ = ‖
k∑

j=1

[U(τj , αj)− U(τj , αj−1)]−A‖ < ε,

A is called the Kurzweil integral of U over [a, b] and will be denoted by
∫ b

a
DU(τ, t), if

∫ b

a
DU(τ, t) ex-

ists then define
∫ a

b
DU(τ, t) = − ∫ b

a
DU(τ, t), set

∫ a

b
DU(τ, t) = 0 when a = b. We denote

by K([a, b]) the class of all functions U which are integrable over [a, b].
Let G ⊂ Rn+1 be an open set, assume that F : G → Rn is a given Rn–valued function

defined for (x, t) ∈ G, x ∈ Rn, t ∈ R.

Definition 2.2.[3−7] A function x : [a, b] → Rn is called a solution of the Kurzweil
equation

dx

dτ
= DF (x, t) (2.1)

on the interval [α, β] ⊂ R, if (x(t), t) ∈ G for all t ∈ [α, β], and if

x(s2)− x(s1) =
∫ s2

s1

DF (x(τ), t)

holds for every pair s1, s2 ∈ [α, β].
Let Φ(u) denote a continuous and increasing function defined for u ≥ 0 with Φ(0) = 0,

Φ(u) > 0 for u > 0, and satisfying the following conditions:
(∆2) There exist u0 ≥ 0 and a > 0 such that Φ(2u) ≤ aΦ(u) for 0 < u ≤ u0;
(c) Φ(u) is a convex function.

Let [a, b] ⊂ R,−∞ < a < b < +∞. We consider the function x : [a, b] → Rn, x(t) is of
bounded Φ–variation over [a, b] if for any partition π : a = t0 < t1 < · · · < tm = b, we have

VΦ(x; [a, b]) = sup
π

m∑

i=1

Φ(‖x(ti)− x(ti−1)‖) < +∞,

VΦ(x; [a, b]) is called Φ–variation of x(t) over [a, b]. We always assume Φ(u) satisfying (∆2) and
(c).

Lemma 2.1.[2,5](Helly’s extracting theorem) Every sequence xk ∈ BV ∗
Φ bounded

in variation includes converging to a function x = x(t) of the class BV ∗
Φ pointwise in [a, b].

Given c > 0, we denote Bc = {x ∈ Rn; ‖x‖ < c}. Let (a, b) ⊂ R be an interval with
−∞ < a < b < +∞, and set G = Bc × (a, b). Assume that h : [a, b] → R is a increasing
function and continuous from the left on the interval [a, b], ω : [0,+∞) → R is a continuous
and increasing function with ω(0) = 0.

Definition 2.3.[10] A function F : G → Rn belongs to the class FΦ(G,h, ω), if
(1) The inequality

‖ F (x, t2)− F (x, t1) ‖≤ Φ(|h(t2)− h(t1)|) (2.2)

holds for all (x, t1), (x, t2) ∈ G;
(2) The inequality

‖ F (y, t2)− F (y, t1)− F (x, t2) + F (x, t1) ‖≤ ω(‖ y − x ‖)Φ(|h(t2)− h(t1)|)
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holds for all (x, t1), (x, t2), (y, t1), (y, t2) ∈ G.
Lemma 2.2.[3−5,7] Assume that F : G → Rn satisfies the condition (2.2), if x : [α, β] →

Rn, [α, β] ⊂ (a, b) is such that (x(t), t) ∈ G for every t ∈ [α, β] and if the Kurzweil integral∫ β

α
DF (x(τ), t) exists, then for every pair s1, s2 ∈ [α, β] the inequality

‖
∫ β

α

DF (x(τ), t) ‖≤ VΦ(h; [s1, s2]) (2.3)

holds.
Corollary 2.1.[3−5,7] Assume that F : G → Rn satisfies the condition (2.2), if x : [α, β] →

Rn, [α, β] ⊂ (a, b) is a solution of (2.1) then x is of bounded Φ–variation and VΦ(x; [α, β]) ≤
Φ(VΦ(h; [α, β])) < +∞. Moreover every point in [α, β] at which the function h is continuous
from the left is a left continuity point of the solution x : [α, β] → Rn.

Theorem 2.1.[3,4] Let F : G → Rn belongs to the class FΦ(G,h, ω) and let (x̃, t0) ∈ G

be such that x̃+ = x̃ + F (x̃, t+0 )− F (x̃, t0) ∈ Bc is satisfied. Then there exist 4−,4+ > 0 such
that on the interval [t0 −4−, t0 +4+] there exist a bounded Φ–variation solution x(t) of the
Kurzweil equation (2.1) for which x(t0) = x̃.

§3. Prime results

Theorem 3.1. Assume that Fk : G → Rn belongs to the class FΦ(G,hk, ω) for k =
0, 1, 2, · · · where H, hk : (a, b) → R are nondecreasing functions which are continuous from the
left when k = 0, 1, 2, · · · . Assume further that

Φ(hk(t2)− hk(t1)) ≤ Φ(H(t2)−H(t1)) (3.1)

for every a ≤ t1 ≤ t2 ≤ b. Suppose that

lim
k→∞

Fk(x, t) = F0(x, t) (3.2)

for (x, t) ∈ G. Let x : [α, β] → Rn is a solution of the generalized differential equation

dx

dτ
= DF0(x, t) (3.3)

on [α, β] ⊂ (a, b) which has the following uniqueness property: if y : [α, γ] → Rn, [α, γ] ⊂ [α, β]
is a solution of (3.3) such that y(α) = x(α) then y(t) = x(t) for every t ∈ [α, γ].

Assume further that there is a ρ > 0 such that if s ∈ [α, β] and ‖ y − x(s) ‖< ρ then
(y, s) ∈ G, and let yk ∈ Rn, k = 1, 2, · · · satisfy lim

k→∞
yk = x(α). Then for sufficiently large

k ∈ N there exists a solution xk of the generalized differential equation

dx

dτ
= DFk(x, t) (3.4)

on [α, β] with xk(α) = yk and lim
k→∞

xk(s) = x(s), s ∈ [α, β].

Proof. By assumption we have (y, α) ∈ G provided

‖ y − x(α) ‖< ρ

2
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or
‖ y − x(α+) ‖=‖ y − x(α)− F0(x(α), α+) + F0(x(α), α) ‖< ρ

2
,

Assume that ε > 0. By continuity of the function ω : [0,+∞) → R, ω(0) = 0, there exist a
δ > 0 such that

ω(t) <
ε

VΦ(H; [s1, s2]) + 1
,

whenever 0 < t < δ and [s1, s2] ⊂ [α, β]. Since lim
k→∞

yk = x(α) then there exist k1 ∈ N such

that for k ≥ k1 we have ‖ yk − x(α) ‖< δ. So whenever k ≥ k1, we have

ω(‖ yk − x(α) ‖) <
ε

VΦ(H; [s1, s2]) + 1
,

for [s1, s2] ⊂ [α, β].
Because

‖ Fk(yk, α+)− Fk(yk, α)− Fk(x(α), α+) + Fk(x(α), α) ‖
≤ ω(‖ yk − x(α) ‖)VΦ(hk; [α+, α]) ≤ ω(‖ yk − x(α) ‖)VΦ(H; [α+, α])

< ε
VΦ(H;[α+,α])+1VΦ(H; [α+, α]) < ε. (3.5)

By (3.2) we have

Fk(x(α), α+)− Fk(x(α), α)− F0(x(α), α+) + F0(x(α), α) −→ 0, (3.6)

Since yk → x(α) for k →∞, we have by (3.5), (3.6) also

yk + Fk(yk, α+)− Fk(yk, α) −→ x(α) + F0(x(α), α+)− F0(x(α), α).

Hence (yk, α) ∈ G and ((yk + Fk(yk, α+)− Fk(yk, α)), α) ∈ G for k ≥ k1.

Since the set Bc is open there exists d > α such that if t ∈ [α, d] and

‖ x− (yk + Fk(yk, α+)− Fk(yk, α)) ‖≤ Φ(H(t)−H(α+))

then (x, t) ∈ G for k > k1. Using Theorem 2.1 we obtain that for k > k1 there exists a
solution xk : [α, d] → Rn of the generalized differential equation (3.4) on [α, d] such that
xk(α) = yk, k > k1. We claim that lim

k→∞
xk(t) = x(t) for t ∈ [α, d].

Let us mention that the solution xk of (3.4) exist on the interval [α, d] and that this
interval is the same for all k > k1. Indeed, looking at the proof of Theorem 2.1 it is easy to
check that the value d > α depends on the function H which is common for all right hand
sides Fk of (3.4).

By Lemma 2.1, if the sequence (xk) contains a pointwise convergent subsequence on [α, d]
then the limit of this subsequence is necessarily x(t) for t ∈ [α, d] by the uniqueness assumption
on the solution x of (3.2).

By Corollary 2.1 the sequence (xk), k > k1, of functions on [α, d] is equibounded and of
uniformly bounded variation on [α, d]. Therefore by Helly’s Choice theorem the sequence (xk)
contains a pointwise convergent subsequence and (xk) is therefore the only accumulation point
of the sequence(xk) for every t ∈ [α, d], i.e. lim

k→∞
xk(t) = x(t) for t ∈ [α, d].
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In this way we have shown that the theorem holds on [α, d], d > α. Let us assume that
the convergence result does not hold on the whole interval [α, β]. Then there exists d? ∈ (α, β)
such that for every d < d? there is a solution xk of (3.4) with xk(α) = yk on [α, d] provided
k ∈ N is sufficiently large and lim

k→∞
xk(t) = x(t) for t ∈ [α, d] but this does not hold on [α, d]

for d > d?. By Lemma 2.2 and Definition 2.2 we have

‖ xk(t2)− xk(t1) ‖≤ Φ(| hk(t2)− hk(t1) |) ≤ Φ(| H(t2)−H(t1) |), t1, t2 ∈ [α, d?),

for k ∈ N sufficiently large. Therefore the limits xk(d?−) exist and e also have

lim
k→∞

xk(d?−) = x(d?−) = x(d?).

since the solution x is continuous form the left. Defining xk(d?) = xk(d?−), we obtain lim
k→∞

xk

(d?) = x(d?) and this means that Theorem 3.1 holds on the closed interval [α, d?], too. Using
now d? < β as the starting point we can show in the same way as above that the theorem
holds also on the interval [d?, d? + ∆] with some ∆ > 0 and this contradicts our assumption.
Therefore the theorem holds also on the interval [α, β].

Corollary 3.1. Assume that Fk : G → Rn belongs to the class FΦ(G,h, ω) for k =
0, 1, 2, · · · where h : (a, b) → R is nondecreasing functions which is continuous from the left and
(3.2) holds. Let x : [α, β] → Rn, is a solution of (3.3) on [α, β] ⊂ (a, b) which has the uniqueness
property same as Theorem 3.1.

Assume further that there is a ρ > 0 such that if s ∈ [α, β] and ‖ y − x(s) ‖< ρ then
(y, s) ∈ G, and let yk ∈ Rn, k = 1, 2, · · · satisfy lim

k→∞
yk = x(α). Then for sufficiently large

k ∈ N there exists a solution xk of (3.4) on [α, β] with xk(α) = yk and lim
k→∞

xk(s) = x(s), s ∈
[α, β].

Remark 1. This corollary is only a reformulation of Theorem 3.1 for the case when hk = h

for k = 0, 1, 2, · · · .

Remark 2. The assumption of Theorem 3.1 and Corollary 3.1 implies that all the right
hand sides Fk of (3.4), k = 0, 1, 2, · · · have to belong to the same class FΦ(G,H, ω). In the
sequel we will aim at weakening this assumption in order to obtain the following continuous
dependence results that the right hand sides of (3.4) and the right hand sides of (3.3) do not
belong to the same class FΦ(G,H, ω).

Theorem 3.2. Assume that Fk : G → Rn belongs to the class FΦ(G,hk, ω) for k =
0, 1, 2, · · · where hk : (a, b) → R, are nondecreasing functions which are continuous from the
left when k = 1, 2, · · · , and h0 : (a, b) → R is nondecreasing functions which is continuous.
Assume further that

lim
k→∞

supΦ(hk(t2)− hk(t1)) ≤ Φ(h0(t2)− h0(t1)), (3.7)

for every a ≤ t1 ≤ t2 ≤ b. Suppose that (3.2) holds for (x, t) ∈ G.

Let x : [α, β] → Rn, is a solution of (3.3) on [α, β] ⊂ (a, b) which has the following
uniqueness property: if y : [α, γ] → Rn, [α, γ] ⊂ [α, β] is a solution of (3.3) such that y(α) = x(α)
then y(t) = x(t) for every t ∈ [α, γ].
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Assume further that there is a ρ > 0 such that if s ∈ [α, β] and ‖ y−x(s) ‖< ρ then (y, s) ∈
G, and let yk ∈ Rn, k = 1, 2, · · · satisfy lim

k→∞
yk = x(α). Then for sufficiently large k ∈ N there

exists a solution xk of (3.4) on [α, β] with xk(α) = yk and lim
k→∞

xk(s) = x(s), s ∈ [α, β].

Proof. A similar result can be shown in the same way as in Theorem 3.1 with minor
changes arising from the assumption (3.7).

Remark 3. Theorem 3.1 and Theorem 3.2 show that for a sufficiently close to the limit
equation (3.3) the solution are pointwise close to the given solution of (3.3). The following
theorem shows that for a sufficiently close to the limit equation (3.3) the solution are uniformly
close to the given solution of (3.3).

Theorem 3.3. Assume that Fk : G → Rn belongs to the class FΦ(G,hk, ω) for k =
0, 1, 2, · · · where hk : (a, b) → R, are nondecreasing functions which are continuous from the
left when k = 1, 2, · · · , and h0 : (a, b) → R is nondecreasing functions which is continuous.
Assume further that (3.7) holds for every a ≤ t1 ≤ t2 ≤ b and (3.2) holds for (x, t) ∈ G.

Let x : [α, β] → Rn is a solution of (3.3) on [α, β] ⊂ (a, b) which has the uniqueness
property same as Theorem 3.2.

Assume further that there is a ρ > 0 such that if s ∈ [α, β] and ‖ y − x(s) ‖< ρ then
(ys) ∈ G, and let yk ∈ Rn, k = 1, 2, · · · satisfy lim

k→∞
yk = x(α).

Then for every µ > 0 there exists a k? ∈ N such that for k ∈ N, k > k? there exists a
solution xk of (3.4) on [α, β] with xk(α) = yk and

‖ xk(s)− x(s) ‖< µ, s ∈ [α, β]. (3.8)

Proof. The existence of the solutions xk of the equation (3.4) for sufficiently large k ∈ N

and the pointwise convergence lim
k→∞

xk(s) = x(s), s ∈ [α, β]. can be shown in the same way

as in Theorem 3.2.

For showing (3.8) let us consider the difference xk(s)−x(s) for sufficiently large k ∈ N for
s ∈ [α, β]. By the definition of a solution we have

xk(s)− x(s) = yk − x(α) +
∫ s

α

D[Fk(xk(τ), t)− F0(x(τ), t)]. (3.9)

for every s ∈ [α, β].
Since Fk : G → Rn belongs to the class FΦ(G,hk, ω) for k = 0, 1, 2, · · · and x is a solution

of (3.3) on [α, β], therefore by Corollary 2.1 VΦ(x; [α, β]) ≤ Φ(VΦ(h0; [α, β])) < +∞, and by
Definition 2.2 and Lemma 2.2 ‖ x(t2)−x(t1) ‖≤ Φ(| h0(t2)−h0(t1) |), t1, t2 ∈ [α, β]. Therefore,
x : [α, β] → Rn is a function of bounded Φ-variation which is continuous on [α, β]. Then integral∫ β

α
D[Fk(x(τ), t) exists, and

‖
∫ s

α

D[Fk(xk(τ), t)− F0(x(τ), t)] ‖ ≤ ‖
∫ s

α

D[Fk(xk(τ), t)− Fk(x(τ), t)] ‖

+ ‖
∫ s

α

D[Fk(x(τ), t)− F0(x(τ), t)] ‖

for k = 1, 2, · · · and s ∈ [α, β].
Assume that ε > 0. By continuity of the function ω : [0,+∞) → R and ω(0) = 0, there

exists a δ > 0 such that
ω(t) <

ε

VΦ(h0; [α, s]) + 1
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whenever 0 < t < δ. Let δ(τ) be a positive function, since lim
k→∞

xk(τ) = x(τ) for every τ ∈ [α, β],

there is a k1 ∈ N such that for k ≥ k1 we have ‖ xk(τ) − x(τ) ‖< δ(τ). So whenever k ≥ k1,
we have

ω(‖ xk(τ)− x(τ) ‖) <
ε

VΦ(h0; [α, s]) + 1

for [α, s] ⊂ [α, β].
By the definition of Kurzweil integral, for any division D : α = t0 < t1 < · · · < tm = s and

any {τ1, τ2 · · · , τm} satisfying τi − δ(τi) < ti−1 < ti < τi + δ(τi), i = 1, 2, · · · ,m, we have

‖ ∫ s

α
D[Fk(xk(τ), t)− Fk(x(τ), t)] ‖

≤‖ ∫ s

α
D[Fk(xk(τ), t)− Fk(x(τ), t)]

−∑m
i=1[Fk(xk(τi), ti)− Fk(xk(τi), ti−1)− Fk(x(τi), ti) + Fk(x(τi), ti−1)] ‖

+
∑m

i=1 ‖ [Fk(xk(τi), ti)− Fk(xk(τi), ti−1)− Fk(x(τi), ti) + Fk(x(τi), ti−1)] ‖
≤ ε + max1≤i≤m ω(‖ xk(τ)− x(τ) ‖) ∑m

i=1 Φ(hk(ti)− hk(ti−1))

≤ ε + ε
VΦ(h0;[α,s])+1VΦ(hk; [α, s]) ≤ ε + ε

VΦ(h0;[α,s])+1Φ(hk(s)− hk(α))

≤ ε+ ε
VΦ(h0;[α,s])+1Φ(h0(s)−h0(α)) = ε+ ε

VΦ(h0;[α,s])+1VΦ(h0; [α, s]) < 2ε. (3.10)

and

‖ ∫ s

α
D[Fk(x(τ), t)− F0(x(τ), t)] ‖

≤‖ ∫ s

α
D[Fk(x(τ), t)− F0(x(τ), t)]

−∑m
i=1[Fk(x(τi), ti)− Fk(x(τi), ti−1)− F0(x(τi), ti) + F0(x(τi), ti−1)] ‖

+
∑m

i=1 ‖ [Fk(x(τi), ti)− Fk(x(τi), ti−1)− F0(x(τi), ti) + F0(x(τi), ti−1)] ‖
≤ ε+

∑m
i=1 ‖ [Fk(x(τi), ti)−Fk(x(τi), ti−1)−F0(x(τi), ti)+F0(x(τi), ti−1)] ‖, 3.11)

By the assumption (3.2), for every µ > 0 there is a k2 ∈ N, k2 > k1 such that

m∑

i=1

‖ Fk(x(τi), ti)− Fk(x(τi), ti−1)− F0(x(τi), ti) + F0(x(τi), ti−1) ‖≤ µ

4
. (3.12)

Since ε > 0 can be arbitrary, we choice it so that

ε <
µ

12
, (3.13)

By the inequality (3.10), (3.11), (3.12), (3.13) we then obtain for s ∈ [α, β]

‖
∫ s

α

D[Fk(xk(τ), t)− F0(x(τ), t)] ‖≤ 2ε + ε +
µ

4
≤ µ

2
.

Hence by (3.9) we have ‖ xk(s)− x(s) ‖≤‖ yk − x(α) ‖ +µ
2 for every s ∈ [α, β], finally, we take

k? ∈ N such that k? > k2 and ‖ yk−x(α) ‖< µ
2 for k > k?. Then we obtain ‖ xk(s)−x(s) ‖< µ

for every s ∈ [α, β], k > k? and the theorem is proved.
Remark 4. If the function Φ(u) was defined in last section such that 0 < Φ(u)

u < +∞ then
by Theorem 1.15 in paper [2], we have BVΦ[α, β] = BV [α, β] where BVΦ[α, β] and BV [α, β]
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denote the classes of the functions bounded Φ-variation and the functions bounded variation
on [α, β] respectively in usual sense. Hence, the prime results of this paper are equivalent to
the results of variational stability in paper [6].

If limu→0+
Φ(u)

u = 0 then by Theorem 1.15 in paper [2], we have BV [α, β] ⊂ BVΦ[α, β].
Such as if Φ(u) = up (1 < p < +∞) we have limu→0+

Φ(u)
u = up

u = 0. Therefore these results are
essential generalization of continuous dependence of bounded variation solutions on parameters
for Kurzweil Equations in paper [6].
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Abstract It is proved that a ring R in which for every x ∈ R there exists a (and hence the

smallest) natural number n(x) > 1 such that xn(x) = x is always a Smarandache Ring. Two

examples are provided for justification.

Keywords Ring, Smarandache ring, field, partially ordered set, idempotent elements.

§1. Introduction

In [14], it is stated that, in any human field, a Smarandache structure on a set A means a
weak structure W on A such that there exists a proper subset B ⊂ A which is embedded with
a stronger structure S. These types of structures occur in our every day’s life.

The study of Smarandache Algebraic structures was initiated in the year 1998 by Raul
Padilla following a paper written by Florentin Smarandache called “Special Algebraic Struc-
tures”. Padilla treated the Smarandache Algebraic Structures mainly with associative binary
operation.

In [11], [12], [13], [14], W. B. Vasantha Kandasamy has succeeded in defining around 243
Smarandache concepts by creating the Smarandache analogue of the various ring theoretic
concepts.

The Smarandache notions are an excellent means to study local properties in Rings. The
definitions of two levels of Smarandache rings, namely, S-rings of level I and S-rings of level II
are given. S-ring level I, which by default of notion, will be called S-ring.

In [3] a ring R in which for every x ∈ R there exists a (and hence the smallest) natural
number n(x) > 1 such that xn(x) = x is introduced. In the literature such rings exist naturally,
for instance, the rings Z6 (modulo integers), Z10 (modulo integers), Boolean ring.

In this paper we prove that “A ring R in which for every x ∈ R there exists a (and hence
the smallest) natural number n(x) > 1 such that xn(x) = x” is always a Smarandache ring.
Two examples are provided for justification.

In section 2 we recall some definitions, examples and propositions pertaining to Smaran-
dache Rings. In section 3 we prove our main theorem. In section 4, we give examples to justify
our theorem. For basic definitions and concepts please refer [3].
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§2. Preliminaries

Definition 2.1.([13]) A Smarandache ring (in short S-ring) is defined to be a ring A such
that a proper subset of A is a field with respect to the operations induced. By a proper subset
we understand a set included in A different from the empty set, from the unit element if any
and from A.

Example 2.2. Let F [x] be a polynomial ring over a field F. Then F [x] is an S-ring.
Example 2.3. Let Z12 = {0, 1, 2, . . . 11} be a ring. Then Z12 is an S-ring as A = {0, 4, 8}

is a field with 4 acting as the unit element.
It is interesting to note that we do not demand the unit of the ring to be the unit of the

field.
Definition 2.4. Let R be a ring. R is said to be a Smarandache ring of level II (S-ring

II) if R contains a proper subset A ( A 6= ∅ ) such that
(2.4.1) A is an additive abelian group;
(2.4.2) A is a semi group under multiplication;
(2.4.3) For a, b ∈ A, a · b = 0 if and only if a = 0 or b = 0.

Proposition 2.5.([13]) Let R be an S - ring I, then R is an S - ring II.
Proposition 2.6.([4]) Any finite domain is a division ring.

§3. Proof of the theorem

In this section we show that the ring R in which for every element x ∈ R there exists a
(and hence the smallest) natural number n(x) > 1 such that xn(x) = x is a Smarandache ring.
For completeness, we write some lemmas from [1].

In [3], it is well known that the ring R in which for every element x ∈ R there exists a (and
hence the smallest) natural number n(x) > 1 such that xn(x) = x is commutative and xn(x)−1

is an idempotent element of R, i.e, for every x ∈ R,

(xn(x)−1)2 = xn(x)−1, (i)

which implies that R has no nonzero nilpotent elements i.e., for every x ∈ R and every natural
number k > 1

xk = 0 ⇒ x = 0. (ii)

Lemma 3.1. Let R be a ring in which for every element x ∈ R there exists a ( and hence
the smallest ) natural number n(x) > 1 such that xn(x) = x . The ring R is partially ordered
by ≤ where for all elements x and y of R

x ≤ y ⇐⇒ xy = x2. (iii)

Proof. It is immediate that ≤ is reflexive as xx = x2. Next , let x ≤ y and y ≤ x then
xy = x2 and yx = y2.
Now

(x2 − xy)− (yx− y2) = 0
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⇒ x2 − xy − yx + y2 = 0

⇒ x2 − xy − xy + y2 = 0

as R is commutative. This implies that

x2 − 2xy + y2 = 0

⇒ (x− y)2 = 0.

In view of (ii), we get
x− y = 0

or
x = y.

Hence, ≤ is anti-symmetric. Finally, let x ≤ y and y ≤ z i.e.,

xy = x2

and
yz = y2.

Now,
x2z = xyz = xy2 = x2y = x3.

So
x2z = x3 => x2z2 = x3z

and
x3z = x4.

But, then
(x2z2 − x3z)− (x3z − x4) = 0

⇒ x2z2 − 2x3z + x4 = 0.

⇒ (xz − x2)2 = 0.

In view of (ii), we get
xz = x2

⇒ x ≤ z.

Therefore, ≤ is transitive. Hence, (R,≤) is a partially ordered set.
Lemma 3.2. Let R be a ring in which for every element x ∈ R there exists a ( and hence

the smallest ) natural number n(x) > 1 such that xn(x) = x. Then for all elements x, y, z of R

y ≤ z => xy ≤ xz (iv)

and
xn(x)−1y ≤ y. (v)
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Proof. Let x, y, z be any three elements of R. In view of (iii)

y ≤ z => yz = y2

⇒ x2(yz) = x2y2

⇒ (xy)(xz) = (xy)2

⇒ xy ≤ xz.

Further, in view of (i) we have

xn(x)−1y2 = (xn(x)−1y)2

⇒ xn(x)−1y ≤ y.

Definition 3.3. Let R be a ring in which for every element x ∈ R there exists a ( and
hence the smallest ) natural number n(x) > 1 such that xn(x) = x. A nonzero element a of R

is called an atom of R provided for every x ∈ R,

x ≤ a implies x = a or x = 0. (vi)

More over, R is called atomic provided for every nonzero element r of R there exists an atom
a of R such that

a ≤ r.

Lemma 3.4. Let R be a ring in which for every element x ∈ R there exists a ( and hence
the smallest ) natural number n(x) > 1 such that xn(x) = x, and let a be an atom of R. Then

rn(r)−1a = a or ra = 0,

for every element r of R.

Proof. By (v), we have
rn(r)−1a ≤ a

and since a is an atom by (vi) we have

rn(r)−1a = a or rn(r)−1a = 0.

⇒ rn(r)−1a = a or ra = 0, ( since rn(r) = r).

Definition 3.5. Let R be a ring in which for every element x ∈ R there exists a ( and
hence the smallest ) natural number n(x) > 1 such that xn(x) = x. A subset S of R is called
orthogonal provided

xy = 0

for distinct elements x and y of S.

Lemma 3.6. Let R be a ring in which for every element x ∈ R there exists a ( and
hence the smallest ) natural number n(x) > 1 such that xn(x) = x. Then the set (ei)i∈I of all
idempotent atoms of R is an orthogonal set.
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Proof. Since for each i ∈ I, ei is both an atom and an idempotent, from Lemma (3.4) it
follows that eiej = ej = ei or eiej = 0.

Lemma 3.7. Let R be a ring in which for every element x ∈ R there exists a ( and hence
the smallest ) natural number n(x) > 1 such that xn(x) = x, and let a be an atom of R. Then
an(a)−1 is an idempotent atom of R.

Proof. From (i) it follows that an(a)−1 is idempotent. Now, let x ≤ an(a)−1. But by (iv)
we get ax ≤ an(a) = a i.e., ax ≤ a. Since a is an atom by (vi) it follows that ax = a or ax = 0.

If ax = a then an(a)−1x = an(a)−1. By (iii) we get an(a)−1 ≤ x. Hence, x = an(a)−1.

If ax = 0 then an(a)−1x = 0, but an(a)−1x = x2. Therefore x2 = 0. By (ii) we get x = 0.

Lemma 3.8. Let R be a ring in which for every element x ∈ R there exists a ( and hence
the smallest ) natural number n(x) > 1 such that xn(x) = x and let (ei)i∈I be the set of all
idempotent atoms of R, then for every i ∈ I the ideal Fi of R given by

Fi = {rei/r ∈ R} (vii)

is a subfield of R.

Proof. Since e2
i = ei, it follows that ei is an element of Fi and also the unit of Fi.

Now let rei be a non zero element of Fi. We show that rei has an inverse in Fi. If n(r) > 2
then by Lemma (3.4) we have (rei)(rn(r)−2ei) = ei. It follows that rn(r)−2ei is the inverse of
rei in Fi. If n(r) = 2 then by Lemma (3.4) we have (rei)(rei) = r2e2

i = rei = ei. It shows that
rei has its own inverse in Fi.

Now, we are ready to prove the main theorem.
Theorem 3.9. The ring R in which for every element x ∈ R there exists a ( and hence

the smallest ) natural number n(x) > 1 such that xn(x) = x is always a Smarandache ring.
Proof. Let (ei)i∈I be the set of all idempotent atoms of R. In view of the Lemma (3.8),

for every i ∈ I, the ideal Fi of R given by Fi = {rei/r ∈ R} is a field of R. Hence, the ring R

is a Smarandache ring.

§4. Examples

In this section we give examples to justify our Theorem 3.9. Further, we show by an
example that the condition ‘ for every element x ∈ R there exists a (and hence the smallest)
natural number n(x) > 1 such that xn(x) = x’ satisfied by the ring R in our results is a sufficient
condition but not a necessary condition.

Example 4.1. Consider the ring Z10 = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} (modulo integers). It is
obvious that 02 = 0; 12 = 1; 25 = 2; 35 = 3; 43 = 4; 52 = 5; 62 = 6; 75 = 7; 85 = 8; 93 = 9.

Therefore the ring

R = Z10

satisfies the condition ‘ for every element x ∈ R there exists a ( and hence the smallest ) natural
number n(x) > 1 such that xn(x) = x’. Further, in view of the relation table (see table I), and
Lemma (3.1), (Z10,≤) is a partially ordered set. The Hasse diagram (see [9]) of the p.o. set
(Z10,≤) is given (see fig. 1) for our use. From the Hasse diagram it is obvious that the elements
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2, 4, 5, 6, 8 are atoms and the elements 5, 6 are idempotent atoms in (Z10,≤). In view of Lemma
(3.8), the ideals

F1 = {r · 5/r ∈ Z10} = {0, 5}
and

F2 = {r · 6/r ∈ Z10} = {0, 2, 4, 6, 8}
are fields. Hence the ring Z10 (modulo integers) is a Smarandache ring.

≤ 0 1 2 3 4 5 6 7 8 9

0 X X X X X X X X X X
1 X
2 X X
3 X
4 X X
5 X X X X X
6 X X
7 X
8 X X
9 X

Table 1

Figure 1:
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Example 4.2. Consider the ring

Z6 = {0, 1, 2, 3, 4, 5}

(modulo integers). It is obvious that 02 = 0; 12 = 1; 23 = 2; 32 = 3; 42 = 4; 53 = 5. Therefore,
the ring R = Z6 satisfies the condition ‘ for every element x ∈ R there exists a ( and hence
the smallest ) natural number n(x) > 1 such that xn(x) = x’. In view of the relation table (see
table II), and Lemma (3.1), (Z6,≤) is a partially ordered set. The Hasse diagram (see [9]) of
the p.o. set (Z6,≤) is given (see fig. 2) for our use. From the Hasse diagram, it is obvious that
the elements 2, 3, 4, are atoms and the elements 3, 4 are idempotent atoms in (Z6,≤). In view
of Lemma (3.8), the ideals F1 = {r · 3/r ∈ Z6} = {0, 3} and F2 = {r · 4/r ∈ Z6} = {0, 2, 4,} are
fields. Hence Z6 (modulo integers) is a Smarandache ring.

≤ 0 1 2 3 4 5

0 X X X X X X
1 X
2 X X
3 X X X
4 X X
5 X

Table 2

Figure 2:
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Finally, we show by an example that the condition ‘ for every element x ∈ R there exists
a ( and hence the smallest ) natural number n(x) > 1 such that xn(x) = x’ satisfied by the ring
R in our results is a sufficient condition but not a necessary condition.

Example 4.3. In [13] Vasantha Kandasamy W. B. quoted the Example (2.3) for Smaran-
dache ring. This ring Z12 = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11} (modulo integers) is a Smarandache
ring but the condition ‘ for every element x ∈ R there exists a ( and hence the smallest )
natural number n(x) > 1 such that xn(x) = x’ fails in the ring Z12 as there does not exist an
integer n(2) > 1 for the integer 2 in Z12 such that 2n(2) = 2. Hence, the condition is a sufficient
condition but not a necessary condition.
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