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Abstract: In recent years, there has been a growing interest in neutrosophic theory, and there are 

several methods for solving various problems under neutrosophic environment. However, a few 

papers have discussed the Data envelopment analysis (DEA) with neutrosophic sets. So, in this 

paper, we propose an input-oriented DEA model with simplified neutrosophic numbers and 

present a new strategy to solve it. The proposed method is based on the weighted arithmetic 

average operator and has a simple structure. Finally, the new approach is illustrated with the help 

of a numerical example. 

Keywords: Data envelopment analysis; Neutrosophic set; Simplified neutrosophic sets (SNSs); 
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1. Introduction 

With the advent of technology and the complexity and volume of information, senior 

executives have required themselves to apply scientific methods to determine and increase the 

productivity of the organization under their jurisdiction. Data envelopment analysis (DEA) is a 

mathematical technique to evaluate the relative efficiency of a set of some homogeneous units called 

decision-making units (DMUs) that use multiple inputs to produce multiple outputs. DMUs are 

called homogeneous because they all employ the same inputs to produce the same outputs. DEA by 

constructing an efficiency frontier measures the relative efficiency of decision making units (DMUs). 

Charnes et al. [1] developed a DEA model (CCR) based on the seminal work of Farrell [2] under the 

assumption of constant returns to scale (CRS). Banker et al. [3] extended the pioneering work 

Charnes et al. [1] and proposed a model conventionally called BCC to measure the relative efficiency 

under the assumption of variable returns to scale (VRS). DEA technique has just been effectively 

connected in various cases such as broadcasting companies [4], banking institutions [5-8], R&D 

organizations [9-10], health care services [11-12], manufacturing [13-14], telecommunication [15], 

and supply chain management [16-19]. However, data in the standard models are certain, but there 

are numerous circumstances in real life where we have to face uncertain parameters. Zadeh [20] first 

proposed the theory of fuzzy sets (FSs) against certain logic where the membership degree is a real 

number between zero and one. After this work, many researchers studied on this topic; details of 

some researches can be observed in [21-30]. Several researchers also proposed some models of DEA 

under fuzzy environment [31-42]. However, Zadeh’s fuzzy sets cannot deal with certain cases in 

which it is difficult to define the membership degree using one specific value. To overcome this lack 

of knowledge, Atanassov [43] introduced an extension of the FSs that called the intuitionistic fuzzy 

sets (IFSs). Although the theory of IFSs can handle incomplete information in various real-world 

issues, it cannot address all types of uncertainty such as indeterminate and inconsistent information. 
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Therefore, Smarandache [44-45], proposed the neutrosophic set (NS) as a strong general 

framework that generalizes the classical set concept, fuzzy set [20], interval-valued fuzzy set [46], 

intuitionistic fuzzy set [43], and interval-valued intuitionistic fuzzy set [47]. Neutrosophic set (NS) 

can deal with uncertain, indeterminate and incongruous information where the indeterminacy is 

quantified explicitly and truth membership, indeterminacy membership and falsity membership are 

completely independent. It can effectively describe uncertain, incomplete and inconsistent 

information and overcomes some limitations of the existing methods in depicting uncertain decision 

information. Moreover, some extensions of NSs, including interval neutrosophic set [48-51], bipolar 

neutrosophic set [52-54], single-valued neutrosophic set [55-59], simplified neutrosophic sets [60-64], 

multi-valued neutrosophic set [65-67], and neutrosophic linguistic set [68-70] have been presented 

and applied to solve various problems; see [71-80]. 

Although there are several approaches to solving various problems under neutrosophic 

environment, to the best of our knowledge, there are few investigations regarding DEA with 

neutrosophic sets. The first attempt has been proposed by Edalatpanah in [81] and further research 

has been presented in [82]. So, in this paper, we design a model of DEA with simplified neutrosophic 

numbers (SNNs) and establish a new strategy to solve it. The proposed method is based on the 

weighted arithmetic average operator and has a simple structure. 

This paper organized as follows: some basic knowledge, concepts and arithmetic operations on 

SNNs are introduced in Section 2. In Section 3, we review some concepts of DEA and the 

input-oriented BCC model. In Section 4, we introduce the mentioned model of DEA under the 

simplified neutrosophic environment and propose a method to solve it.  In Section 5, an example 

demonstrates the application of the proposed model. Finally, some conclusions and future research 

are offered in Section 6. 

2. Simplified neutrosophic sets  

Smarandache [44-45] has provided a variety of real-life examples for possible applications of his 

neutrosophic sets; however, it is difficult to apply neutrosophic sets to practical problems. Therefore, 

Ye [60] reduced neutrosophic sets of non-standard intervals into a kind of simplified neutrosophic 

sets (SNSs) of standard intervals that will preserve the operations of the neutrosophic sets. In this 

section, we will review the concept of SNSs, which are a subclass of neutrosophic sets briefly. 

Definition 1 [60].  Let X be a space of points (objects), with a generic element in X denoted by x. A 

neutrosophic set A in X is characterized by a truth-membership function TA(x), an indeterminacy 

membership function IA(x) and a falsity-membership function FA(x). If the functions TA(x), IA(x) and 

FA(x) are singleton subintervals/subsets in the real standard [0, 1], that is TA(x): [0,1],X →  IA(x): 

[0,1],X → and FA(x): [0,1].X → Then, a simplification of the neutrosophic set A is denoted by  

{( ( ) ( ) ( )) | },,  ,  , A A AA x T x I x F x x X=  which is called a SNS. Also, SNS satisfies the condition 

.0 ( ) ( ) ( ) 3A A AT x I x F x+  +  

Definition 2 [60].   For SNSs A and B, A ⊆B if and only if ,( ) ( )A BT x T x ( ) ( ),A BI x I x  and 

)  ( ) (A BF x F x for every x in X. 

Definition 3 [63].  Let A, B be two SNSs. Then the arithmetic relations are defined as: 

( ) ( ) ( ) ( ) ( ) ( ), ( ) ( ) ,( ) ,A A A AB B B Bi A B T x T x T x T x I x I x F x F x = + −                                     (1)                                     

( ) ( ) ( ) ( ) ( ). ( ), ( ) ( ) ( ). ( ) ,( ) ,A A AB B B B A BAii A B T x T x I x I x I x I x F x F x F x F x+ − + −=                      (2)                      

.( ( )) ( )) ,( ( ))) 1 ( , 0(1 ,A A Aiii A T x I x F x    = −  −                                                (3) 

.( )) , )1( ) ( ,1 (1 ( )) ,1 0(
A A Aiv A T x I x F x   − − = − −                                             (4) 

Definition 4 [60]. Let Aj (j = 1, 2, ... , n) be a SNS. The simplified neutrosophic weighted arithmetic 

average operator is defined as: 

                 
1

1

( , , )
n

n j j

j

F A A A 
=

=                                                        (5) 
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where 
1 2( , , , )nW   =  is the weight vector of Aj, [0,1]j   and 

1

1.
n

j

j


=

=  

Theorem 1 [63]. For the simplified neutrosophic weighted arithmetic average operator, the 

aggregated result is as follows:   

                   
1

1 1 1

( , , ) 1 (1 ) , ( ) , ( ) .( ) ( ) ( )j j j

j j j

n n n

n A A A

j j j

F A A T x I x F x
  



= = =

= − −                        (6) 

3. The input-oriented BCC model of DEA  

Data envelopment analysis (DEA) is a linear programming method for assessing the efficiency 

and productivity of decision-making units (DMUs). In the traditional DEA literature, various 

well-known DEA approaches can be found such as CCR and BCC models [1, 3]. The efficiency of a 

DMU is established as the ratio of sum weighted output to sum weighted input, subjected to happen 

between one and zero.  Let DMUO is under consideration, then input-oriented BCC model for the 

relative efficiency is as follows [3]: 

       1
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
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 =







                                           (7) 

       In this model, each DMU (suppose that we have n  DMUs) uses m  inputs ijx  

( 1,2,..., ),i m= to obtains s  outputs rjy ( 1,2,..., ).r s= Here ( 1,2,...., )ru r s=  and ( 1,2,...., ),iv i m=  

are the weights of the i th input and r th output. This model is calculated for every DMU to find 

out its best input and output weights. If * 1o = , we say that the DMUo is efficient otherwise it is 

inefficient. 

4. Simplified Neutrosophic Data Envelopment Analysis 

In this section, we establish DEA under simplified neutrosophic environment. Consider the 

input and output for the j th DMU as ( , , )
ij ij ij ijx x xx T I F = , ( , , )

rj rj rj rjy y yy T I F = which are the 

simplified neutrosophic numbers (SNN). Then the simplified neutrosophic BCC model that called 

SNBCC is defined as follows: 
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                             (8) 

Next, to solve the model (8) we propose the following algorithm: 

Algorithm 1. 

Step 1. Consider the DEA model (8) that the inputs and outputs of each DMU are SNN. 



Neutrosophic Sets and Systems, Vol. 29, 2019     218  

 

 

Edalatpanah and Smarandache, Data envelopment analysis for simplified neutrosophic sets 

Step 2. Using the Definition 3 and Theorem 1, the SNBCC model of Step 1 can be transformed 

into the following model: 

      oMin   

       .s t  

( )

( )

1 1 1

1 1 1

1

1 (1 ) , ( ) , ( ) 1 (1 ) , ( ) , ( )
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j j j
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                    (9) 

Step 3. Using Definition 2, the SNBCC model of Step 2 can be transformed into the following 

model: 
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Step 4. Using the natural logarithm, transform the nonlinear model of (10) into the following linear 

model:    

    oMin                                                                      (11) 

     .s t      
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ij io

n

j x o x

j

T T i m 
=

−  − =                           (12) 

     
1

ln( ) ln( ), 1,2,...,
ij io

n

j x o x

j

I I i m 
=

 =                             (13) 

     
1

ln( ) ln( ), 1,2,...,
ij io

n

j x o x

j

F F i m 
=

 =                             (14) 

     
1

ln(1 ) ln(1 ), 1,2,...,
rj ro

n

j y y

j

T T r s
=

−  − =                              (15) 

    
1

ln( ) ln( ), 1,2,...,
rj ro

n

j y y

j

I I r s
=

 =                             (16) 



Neutrosophic Sets and Systems, Vol. 29, 2019     219  

 

 

Edalatpanah and Smarandache, Data envelopment analysis for simplified neutrosophic sets 

    
1
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n

j y y

j
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 =                            (17) 

    
1

1,
n

j

j


=
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0, 1,2,..., .j j n  =  

Step 5. Run model (11) and obtain the optimal solution. 

 

5. Numerical example 

In this section, an example of DEA problem under simplified neutrosophic environment is used 

to demonstrate the validity and effectiveness of the proposed model. 

Example 5.1. Consider 10 DMUs with three inputs and outputs where all the input and output data 

are designed as SNN (see tables 1 and 2). 

Table 1. DMUs with three SNN inputs 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2. DMUs with three SNN outputs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Next, we use Algorithm.1 to solve the mentioned performance assessment problem. For example, 

The Algorithm.1 for DMU1 can be used as follows: 

Step 1. Obtain the SNBCC model (8): 

DMUS Inputs 1 Inputs 2 Inputs 3 

DMU1 <0.75, 0.1, 0.15> <0.75,0.1, 0.15> <0.8, 0.05, 0.1> 

DMU2 <0.85, 0.2,0.15> <0.6, 0.05,0.05> <0.9, 0.1, 0.2> 

DMU3 <0.9, 0.01, 0.05> <0.95, 0.01, 0.01> <0.98, 0.01, 0.01> 

DMU4 <0.7,0.2, 0.1> <0.65, 0.2, 0.15> <0.8, 0.05, 0.2> 

DMU5 <0.9, 0.05, 0.1> <0.95, 0.05, 0.05> <0.7, 0.2, 0.4> 

DMU6 <0.85, 0.2, 0.1> <0.7, 0.05, 0.1> <0.6, 0.2, 0.3> 

DMU7 <0.8, 0.3, 0.1> <0.9, 0.5, 0.1> <0.8, 0.1, 0.3> 

DMU8 <0.55, 0.3, 0.35> <0.65, 0.2, 0.25> <0.5, 0.35, 0.4> 

DMU9 <0.8, 0.05, 0.1> <0.9, 0.01, 0.05> <0.8, 0.05, 0.1> 

DMU10 <0.6, 0.1, 0.3> <0.8. 0.3. 0.1> <0.65, 0.2, 0.1> 

DMUS Outputs 1 Outputs  2 Outputs  3 

DMU1 <0.7, 0.15, 0.2> <0.7,0.15, 0.2> <0.65, 0.2, 0.25> 

DMU2 <0.15, 0.2,0.25> <0.15, 0.2,0.25> <0.25, 0.15, 0.05> 

DMU3 <0.75, 0.1, 0.15> <0.7, 0.15, 0.2> <0.8, 0.05, 0.1> 

DMU4 <0.5,0.35, 0.4> <0.6, 0.25, 0.3> <0.55, 0.3, 0.35> 

DMU5 <0.6, 0.2, 0.25> <0.6, 0.15, 0.4> <0.3, 0.5, 0.5> 

DMU6 <0.55, 0.3, 0.35> <0.5, 0.5, 0.5> <0.6, 0.25, 0.3> 

DMU7 <0.8, 0.1, 0.2> <0.3, 0.01, 0.05> <0.9, 0.05, 0.05> 

DMU8 <0.8, 0.1, 0.3> <0.8, 0.25, 0.3> <0.85, 0.2, 0.2> 

DMU9 <0.65, 0.2, 0.25> <0.7, 0.15, 0.2> <0.75, 0.1, 0.15> 

DMU10 <0.6, 0.1, 0.5> <0.75. 0.1. 0.3> <0.8, 0.3, 0.5> 
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1 2 3 4 4 6 7 8 9 10 1,

0, 1,2,...,10.j j

         



+ + + + + + + + + =

 =
 

 

Step 2. Using the Step 4 of Algorithm 1, we have: 

   1

.

Min

s t


 

(Using Eq. (12)) 

    
1 2 3 4 5

6 7 8 9 10 1

ln(0.25) ln(0.15) ln(0.1) ln(0.3) ln(0.1)

ln(0.15) ln(0.2) ln(0.2) ln(0.4) ln(0.4) ln(0.25),

    

     

+ + + + +

+ + + + 
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1 2 3 4 5

6 7 8 9 10 1

ln(0.3) ln(0.4) ln(0.05) ln(0.35) ln(0.05)

ln(0.3) ln(0.1) ln(0.35) ln(0.1) ln(0.2) ln(0.3)

    

     

+ + + + +

+ + + + 
 

    
1 2 3 4 5

6 7 8 9 10 1

ln(0.2) ln(0.1) ln(0.02) ln(0.2) ln(0.3)

ln(0.4) ln(0.2) ln(0.5) ln(0.3) ln(0.35) ln(0.2)

    

     

+ + + + +

+ + + + 
 

(Using Eq. (13)) 

   
1 2 3 4 5

6 7 8 9 10 1

ln(0.1) ln(0.2) ln(0.01) ln(0.2) ln(0.05)

ln(0.2) ln(0.3) ln(0.05) ln(0.1) ln(0.1) ln(0.1)

    

     

+ + + + +

+ + + + 
 

   
1 2 3 4 5

6 7 8 9 10 1

ln(0.1) ln(0.05) ln(0.01) ln(0.2) ln(0.05)

ln(0.05) ln(0.5) ln(0.2) ln(0.01) ln(0.3) ln(0.1)

    

     

+ + + + +

+ + + + 
 

  
1 2 3 4 5

6 7 8 9 10 1

ln(0.05) ln(0.05) ln(0.01) ln(0.05) ln(0.2)

ln(0.2) ln(0.1) ln(0.35) ln(0.05) ln(0.2) ln(0.05)

    

     

+ + + + +

+ + + + 
 

(Using Eq. (14)) 

  
1 2 3 4 5

6 7 8 9 10 1

ln(0.15) ln(0.15) ln(0.05) ln(0.1) ln(0.1)

ln(0.1) ln(0.35) ln(0.1) ln(0.3) ln(0.3) ln(0.15)

    

     

+ + + + +

+ + + + 
 

  
1 2 3 4 5

6 7 8 9 10 1

ln(0.2) ln(0.05) ln(0.01) ln(0.15) ln(0.05)

ln(0.1) ln(0.1) ln(0.25) ln(0.05) ln(0.1) ln(0.2)

    

     

+ + + + +

+ + + + 
 

  
1 2 3 4 5

6 7 8 9 10 1

ln(0.1) ln(0.2) ln(0.01) ln(0.2) ln(0.4)

ln(0.3) ln(0.3) ln(0.4) ln(0.1) ln(0.1) ln(0.1)

    

     

+ + + + +

+ + + + 
 

(Using Eq. (15)) 

  
1 2 3 4 5

6 7 8 9 10

ln(0.3) ln(0.85) ln(0.25) ln(0.5) ln(0.4)

ln(0.45) ln(0.2) ln(0.2) ln(0.35) ln(0.4) ln(0.3),

    

    

+ + + + +

+ + + + 
 

  
1 2 3 4 5

6 7 8 9 10

ln(0.4) ln(0.8) ln(0.3) ln(0.4) ln(0.4)

ln(0.5) ln(0.7) ln(0.2) ln(0.3) ln(0.25) ln(0.4),

    

    

+ + + + +

+ + + + 
 

  
1 2 3 4 5

6 7 8 9 10

ln(0.35) ln(0.75) ln(0.2) ln(0.45) ln(0.7)

ln(0.4) ln(0.1) ln(0.15) ln(0.25) ln(0.2) ln(0.35),

    

    

+ + + + +

+ + + + 
 

(Using Eq. (16)) 

  
1 2 3 4 5

6 7 8 9 10

ln(0.15) ln(0.2) ln(0.1) ln(0.35) ln(0.2)

ln(0.3) ln(0.1) ln(0.1) ln(0.2) ln(0.1) ln(0.15),

    

    

+ + + + +

+ + + + 
 

  
1 2 3 4 5

6 7 8 9 10

ln(0.1) ln(0.1) ln(0.15) ln(0.25) ln(0.15)

ln(0.5) ln(0.01) ln(0.25) ln(0.15) ln(0.1) ln(0.1),

    

    

+ + + + +

+ + + + 
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1 2 3 4 5

6 7 8 9 10

ln(0.2) ln(0.15) ln(0.05) ln(0.3) ln(0.5)

ln(0.25) ln(0.05) ln(0.2) ln(0.1) ln(0.3) ln(0.2),

    

    

+ + + + +

+ + + + 
 

(Using Eq. (17)) 

  
1 2 3 4 5

6 7 8 9 10

ln(0.2) ln(0.25) ln(0.15) ln(0.4) ln(0.25)

ln(0.35) ln(0.2) ln(0.3) ln(0.25) ln(0.5) ln(0.2),

    

    

+ + + + +

+ + + + 
 

  
1 2 3 4 5

6 7 8 9 10

ln(0.3) ln(0.3) ln(0.2) ln(0.3) ln(0.4)

ln(0.5) ln(0.05) ln(0.3) ln(0.2) ln(0.3) ln(0.3),

    

    

+ + + + +

+ + + + 
 

  
1 2 3 4 5

6 7 8 9 10

ln(0.25) ln(0.05) ln(0.1) ln(0.35) ln(0.5)

ln(0.3) ln(0.05) ln(0.2) ln(0.15) ln(0.5) ln(0.25),

    

    

+ + + + +

+ + + + 
 

(Using Eq. (18)) 

  
1 2 3 4 4 6 7 8 9 10 1,

0, 1,2,...,10.j j

         



+ + + + + + + + + =

 =
 

Step 3. After computations with Lingo, we obtain 
*

1 0.9068 =  for DMU1. 

Similarly, for the other DMUs, we report the results in Table 3. 

Table 3. The efficiencies of the other DMUs 

DMUs 1 2 3 4 5 6 7 8 9 10 
*  0.9068 0.9993 0.5153 0.9973 0.6382 0.6116 1 1 0.6325 1 

Rank 4 2 8 3 5 7 1 1 6 1 

By these results, we can see that DMUs 7, 8, and 10 are efficient and others are inefficient. 

6. Conclusions and future work 

There are several approaches to solving various problems under neutrosophic environment.  

However, to the best of our knowledge, the Data Envelopment Analysis (DEA) has not been 

discussed with neutrosophic sets until now. This paper, therefore, plans to fill this gap and a new 

method has been designed to solve an input-oriented DEA model with simplified neutrosophic 

numbers. A numerical example has been illustrated to show the efficiency of the proposed method. 

The proposed approach has produced promising results from computing efficiency and 

performance aspects. Moreover, although the model, arithmetic operations and results presented 

here demonstrate the effectiveness of our approach, it could also be considered in other DEA models 

and their applications to banks, police stations, hospitals, tax offices, prisons, schools and 

universities. As future researches, we intend to study these problems.  

 

Acknowledgments: The authors would like to thank the editor and anonymous reviewers to improve the 

quality of this manuscript. 

Conflicts of Interest: The authors declare no conflict of interest. 

References 

1.  Charnes, A., Cooper, W. W., & Rhodes, E. (1978). Measuring the efficiency of decision making units. 

European journal of operational research, 2(6), 429-444. 



Neutrosophic Sets and Systems, Vol. 29, 2019     223  

 

 

Edalatpanah and Smarandache, Data envelopment analysis for simplified neutrosophic sets 

2. Farrell, M. J. (1957). The measurement of productive efficiency. Journal of the Royal Statistical Society: 

Series A (General), 120(3), 253-281. 

3. Banker, R. D., Charnes, A., & Cooper, W. W. (1984). Some models for estimating technical and scale 

inefficiencies in data envelopment analysis. Management science, 30(9), 1078-1092. 

4. Zhu, J. (2014). Quantitative models for performance evaluation and benchmarking: data envelopment analysis 

with spreadsheets (Vol. 213). Springer. 

5. Sahoo, B. K., & Tone, K. (2009). Decomposing capacity utilization in data envelopment analysis: An 

application to banks in India. European Journal of Operational Research, 195(2), 575-594. 

6. Roodposhti, F. R., Lotfi, F. H., & Ghasemi, M. V. (2010). Acquiring targets in balanced scorecard 

method by data envelopment analysis technique and its application in commercial banks. Applied 

Mathematical Sciences, 4(72), 3549-3563. 

7. Lee, Y. J., Joo, S. J., & Park, H. G. (2017). An application of data envelopment analysis for Korean 

banks with negative data. Benchmarking: An International Journal, 24(4), 1052-1064. 

8. Jiang, H., & He, Y. (2018). Applying Data Envelopment Analysis in Measuring the Efficiency of 

Chinese Listed Banks in the Context of Macroprudential Framework. Mathematics, 6(10), 184. 

9. Lee, S. K., Mogi, G., & Hui, K. S. (2013). A fuzzy analytic hierarchy process (AHP)/data envelopment 

analysis (DEA) hybrid model for efficiently allocating energy R&D resources: In the case of energy 

technologies against high oil prices. Renewable and Sustainable Energy Reviews, 21, 347-355. 

10. Karasakal, E., & Aker, P. (2017). A multicriteria sorting approach based on data envelopment analysis 

for R&D project selection problem. Omega, 73, 79-92. 

11. Bahari, A. R., & Emrouznejad, A. (2014). Influential DMUs and outlier detection in data envelopment 

analysis with an application to health care. Annals of Operations Research, 223(1), 95-108. 

12. Lacko, R., Hajduová, Z., & Gábor, V. (2017). Data Envelopment Analysis of Selected Specialized 

Health Centres and Possibilities of its Application in the Terms of Slovak Republic Health Care 

System. Journal of Health Management, 19(1), 144-158. 

13. Ertay, T., Ruan, D., & Tuzkaya, U. R. (2006). Integrating data envelopment analysis and analytic 

hierarchy for the facility layout design in manufacturing systems. Information Sciences, 176(3), 237-262. 

14. Düzakın, E., & Düzakın, H. (2007). Measuring the performance of manufacturing firms with super 

slacks based model of data envelopment analysis: An application of 500 major industrial enterprises 

in Turkey. European journal of operational research, 182(3), 1412-1432. 

15. Lotfi, F. H., & Ghasemi, M. V. (2007). Malmquist productivity index on interval data in 

telecommunication firms, application of data envelopment analysis. Applied Mathematical Sciences, 

1(15), 711-722. 

16. Shafiee, M., Lotfi, F. H., & Saleh, H. (2014). Supply chain performance evaluation with data 

envelopment analysis and balanced scorecard approach. Applied Mathematical Modelling, 38(21-22), 

5092-5112. 

17. Soheilirad, S., Govindan, K., Mardani, A., Zavadskas, E. K., Nilashi, M., & Zakuan, N. (2017). 

Application of data envelopment analysis models in supply chain management: A systematic review 

and meta-analysis. Annals of Operations Research, 1-55. 

18. Dobos, I., & Vörösmarty, G. (2018). Inventory-related costs in green supplier selection problems with 

Data Envelopment Analysis (DEA). International Journal of Production Economics. 

19. Huang, C. W. (2018). Assessing the performance of tourism supply chains by using the hybrid 

network data envelopment analysis model. Tourism Management, 65, 303-316. 

20. Zadeh, L. A. (1965). Fuzzy sets. Information and control, 8(3), 338-353. 

21. Hsu, T. K., Tsai, Y. F., & Wu, H. H. (2009). The preference analysis for tourist choice of destination: A 

case study of Taiwan. Tourism management, 30(2), 288-297. 

22. Zadeh, L. A. (1977). Fuzzy sets and their application to pattern classification and clustering analysis. 

In Classification and clustering (pp. 251-299). 

23. Finol, J., Guo, Y. K., & Jing, X. D. (2001). A rule based fuzzy model for the prediction of petrophysical 

rock parameters. Journal of Petroleum Science and Engineering, 29(2), 97-113. 

24. Jain, R., & Haynes, S. (1983). Imprecision in computer vision. In Advances in Fuzzy Sets, Possibility 

Theory, and Applications (pp. 217-236). Springer, Boston, MA. 

25. Najafi, H. S., & Edalatpanah, S. A. (2013). An improved model for iterative algorithms in fuzzy linear 

systems. Computational Mathematics and Modeling, 24(3), 443-451 . 



Neutrosophic Sets and Systems, Vol. 29, 2019     224  

 

 

Edalatpanah and Smarandache, Data envelopment analysis for simplified neutrosophic sets 

26. Najafi, H. S., & Edalatpanah, S. A. (2013). A note on “A new method for solving fully fuzzy linear 

programming problems”. Applied Mathematical Modelling, 37(14), 7865-7867 . 

27. Wang, W. K., Lu, W. M., & Liu, P. Y. (2014). A fuzzy multi-objective two-stage DEA model for 

evaluating the performance of US bank holding companies. Expert Systems with Applications, 41(9), 

4290-4297. 

28. Das, S. K., Mandal, T., & Edalatpanah, S. A. (2017). A mathematical model for solving fully fuzzy 

linear programming problem with trapezoidal fuzzy numbers. Applied Intelligence, 46(3), 509-519 . 

29. Najafi, H. S., Edalatpanah, S. A., & Dutta, H. (2016). A nonlinear model for fully fuzzy linear 

programming with fully unrestricted variables and parameters. Alexandria Engineering Journal, 

55(3), 2589-2595 . 

30. Das, S. K., Mandal, T., & Edalatpanah, S. A. (2017). A new approach for solving fully fuzzy linear 

fractional programming problems using the multi-objective linear programming. RAIRO-Operations 

Research, 51(1), 285-297. 

31. Sengupta, J. K. (1992). A fuzzy systems approach in data envelopment analysis. Computers & 

Mathematics with Applications, 24(8-9), 259-266. 

32. Kao, C., & Liu, S. T. (2000). Fuzzy efficiency measures in data envelopment analysis. Fuzzy sets and 

systems, 113(3), 427-437. 

33. Lertworasirikul, S., Fang, S. C., Joines, J. A., & Nuttle, H. L. (2003). Fuzzy data envelopment analysis 

(DEA): a possibility approach. Fuzzy sets and Systems, 139(2), 379-394. 

34. Wu, D. D., Yang, Z., & Liang, L. (2006). Efficiency analysis of cross-region bank branches using fuzzy 

data envelopment analysis. Applied Mathematics and Computation, 181(1), 271-281. 

35. Wen, M., & Li, H. (2009). Fuzzy data envelopment analysis (DEA): Model and ranking method. 

Journal of Computational and Applied Mathematics, 223(2), 872-878. 

36. Wang, Y. M., Luo, Y., & Liang, L. (2009). Fuzzy data envelopment analysis based upon fuzzy 

arithmetic with an application to performance assessment of manufacturing enterprises. Expert 

systems with applications, 36(3), 5205-5211. 

37. Hatami-Marbini, A., Emrouznejad, A., & Tavana, M. (2011). A taxonomy and review of the fuzzy data 

envelopment analysis literature: two decades in the making. European journal of operational research, 

214(3), 457-472. 

38. Emrouznejad, A., Tavana, M., & Hatami-Marbini, A. (2014). The state of the art in fuzzy data 

envelopment analysis. In Performance measurement with fuzzy data envelopment analysis (pp. 1-45). 

Springer, Berlin, Heidelberg. 

39. Dotoli, M., Epicoco, N., Falagario, M., & Sciancalepore, F. (2015). A cross-efficiency fuzzy data 

envelopment analysis technique for performance evaluation of decision making units under 

uncertainty. Computers & Industrial Engineering, 79, 103-114. 

40. Egilmez, G., Gumus, S., Kucukvar, M., & Tatari, O. (2016). A fuzzy data envelopment analysis 

framework for dealing with uncertainty impacts of input–output life cycle assessment models on 

eco-efficiency assessment. Journal of cleaner production, 129, 622-636. 

41. Hatami-Marbini, A., Agrell, P. J., Tavana, M., & Khoshnevis, P. (2017). A flexible cross-efficiency 

fuzzy data envelopment analysis model for sustainable sourcing. Journal of cleaner production, 142, 

2761-2779. 

42. Wang, S., Yu, H., & Song, M. (2018). Assessing the efficiency of environmental regulations of 

large-scale enterprises based on extended fuzzy data envelopment analysis. Industrial Management & 

Data Systems, 118(2), 463-479. 

43. Atanassov, K. T. (1986). Intuitionistic fuzzy sets. Fuzzy sets and Systems, 20(1), 87-96. 

44. Smarandache. F, A unifying field in logics. Neutrosophy: Neutrosophic probability, set and logic, American 

Research Press, Rehoboth 1999. 

45. Smarandache. F, A unifying field in logics: neutrosophic logic. Neutrosophy, neutrosophic set, neutrosophic 

probability and statistics, third ed., Xiquan, Phoenix, 2003. 

46. Turksen, I. B. (1986). Interval valued fuzzy sets based on normal forms. Fuzzy sets and systems, 20(2), 

191-210. 

47. Atanassov, K., & Gargov, G. (1989). Interval valued intuitionistic fuzzy sets. Fuzzy sets and systems, 

31(3), 343-349. 

48. Gallego Lupiáñez, F. (2009). Interval neutrosophic sets and topology. Kybernetes, 38(3/4), 621-624. 



Neutrosophic Sets and Systems, Vol. 29, 2019     225  

 

 

Edalatpanah and Smarandache, Data envelopment analysis for simplified neutrosophic sets 

49. Broumi, S., & Smarandache, F. (2013). Correlation coefficient of interval neutrosophic set. In Applied 

Mechanics and Materials (Vol. 436, pp. 511-517). Trans Tech Publications. 

50. Ye, J. (2014). Similarity measures between interval neutrosophic sets and their applications in 

multicriteria decision-making. Journal of Intelligent & Fuzzy Systems, 26(1), 165-172. 

51. Liu, P., & Shi, L. (2015). The generalized hybrid weighted average operator based on interval 

neutrosophic hesitant set and its application to multiple attribute decision making. Neural Computing 

and Applications, 26(2), 457-471. 

52. Broumi, S., Smarandache, F., Talea, M., & Bakali, A. (2016). An introduction to bipolar single valued 

neutrosophic graph theory. In Applied Mechanics and Materials (Vol. 841, pp. 184-191). Trans Tech 

Publications. 

53. Uluçay, V., Deli, I., & Şahin, M. (2018). Similarity measures of bipolar neutrosophic sets and their 

application to multiple criteria decision making. Neural Computing and Applications, 29(3), 739-748. 

54. Deli, I., Yusuf, S., Smarandache, F., & Ali, M. (2016). Interval valued bipolar neutrosophic sets and 

their application in pattern recognition. In IEEE World Congress on Computational Intelligence. 

55. Ye, J. (2013). Multicriteria decision-making method using the correlation coefficient under 

single-valued neutrosophic environment. International Journal of General Systems, 42(4), 386-394. 

56. Ye, J. (2014). Single valued neutrosophic cross-entropy for multicriteria decision making problems. 

Applied Mathematical Modelling, 38(3), 1170-1175. 

57. Liu, P., & Wang, Y. (2014). Multiple attribute decision-making method based on single-valued 

neutrosophic normalized weighted Bonferroni mean. Neural Computing and Applications, 25(7-8), 

2001-2010. 

58. Biswas, P., Pramanik, S., & Giri, B. C. (2016). TOPSIS method for multi-attribute group 

decision-making under single-valued neutrosophic environment. Neural computing and Applications, 

27(3), 727-737. 

59. Şahin, R., & Küçük, A. (2015). Subsethood measure for single valued neutrosophic sets. Journal of 

Intelligent & Fuzzy Systems, 29(2), 525-530. 

60. Ye, J. (2014). A multicriteria decision-making method using aggregation operators for simplified 

neutrosophic sets. Journal of Intelligent & Fuzzy Systems, 26(5), 2459-2466. 

61. Peng, J. J., Wang, J. Q., Zhang, H. Y., & Chen, X. H. (2014). An outranking approach for multi-criteria 

decision-making problems with simplified neutrosophic sets. Applied Soft Computing, 25, 336-346. 

62. Ye, J. (2015). Improved cosine similarity measures of simplified neutrosophic sets for medical 

diagnoses. Artificial intelligence in medicine, 63(3), 171-179. 

63. Peng, J. J., Wang, J. Q., Wang, J., Zhang, H. Y., & Chen, X. H. (2016). Simplified neutrosophic sets and 

their applications in multi-criteria group decision-making problems. International journal of systems 

science, 47(10), 2342-2358. 

64. Wu, X. H., Wang, J. Q., Peng, J. J., & Chen, X. H. (2016). Cross-entropy and prioritized aggregation 

operator with simplified neutrosophic sets and their application in multi-criteria decision-making 

problems. International Journal of Fuzzy Systems, 18(6), 1104-1116. 

65. Peng, J. J., Wang, J. Q., Wu, X. H., Wang, J., & Chen, X. H. (2015). Multi-valued neutrosophic sets and 

power aggregation operators with their applications in multi-criteria group decision-making 

problems. International Journal of Computational Intelligence Systems, 8(2), 345-363. 

66. Ji, P., Zhang, H. Y., & Wang, J. Q. (2018). A projection-based TODIM method under multi-valued 

neutrosophic environments and its application in personnel selection. Neural Computing and 

Applications, 29(1), 221-234. 

67. Peng, J. J., Wang, J. Q., & Yang, W. E. (2017). A multi-valued neutrosophic qualitative flexible 

approach based on likelihood for multi-criteria decision-making problems. International Journal of 

Systems Science, 48(2), 425-435. 

68. Ye, J. (2015). An extended TOPSIS method for multiple attribute group decision making based on 

single valued neutrosophic linguistic numbers. Journal of Intelligent & Fuzzy Systems, 28(1), 247-255. 

69. Tian, Z. P., Wang, J., Wang, J. Q., & Zhang, H. Y. (2017). Simplified neutrosophic linguistic 

multi-criteria group decision-making approach to green product development. Group Decision and 

Negotiation, 26(3), 597-627. 



Neutrosophic Sets and Systems, Vol. 29, 2019     226  

 

 

Edalatpanah and Smarandache, Data envelopment analysis for simplified neutrosophic sets 

70. Wang, J. Q., Yang, Y., & Li, L. (2018). Multi-criteria decision-making method based on single-valued 

neutrosophic linguistic Maclaurin symmetric mean operators. Neural Computing and Applications, 

30(5), 1529-1547. 

71. Guo, Y., & Cheng, H. D. (2009). New neutrosophic approach to image segmentation. Pattern 

Recognition, 42(5), 587-595. 

72. Zhang, M., Zhang, L., & Cheng, H. D. (2010). A neutrosophic approach to image segmentation based 

on watershed method. Signal Processing, 90(5), 1510-1517. 

73. Rivieccio, U. (2008). Neutrosophic logics: Prospects and problems. Fuzzy sets and systems, 159(14), 

1860-1868. 

74. Abdel-Basset, M., & Mohamed, M. (2018). The role of single valued neutrosophic sets and rough sets 

in smart city: imperfect and incomplete information systems. Measurement, 124, 47-55. 

75. Abdel-Basset, M., Mohamed, M., Smarandache, F., & Chang, V. (2018). Neutrosophic Association 

Rule Mining Algorithm for Big Data Analysis. Symmetry, 10(4), 106. 

76. Abdel-Basset, M., Mohamed, M., & Sangaiah, A. K. (2018). Neutrosophic AHP-Delphi Group decision 

making model based on trapezoidal neutrosophic numbers. Journal of Ambient Intelligence and 

Humanized Computing, 9(5), 1427-1443. 

77. Basset, Mohamed Abdel, Mai Mohamed, Arun Kumar Sangaiah, and Vipul Jain. "An integrated 

neutrosophic AHP and SWOT method for strategic planning methodology selection." Benchmarking: 

An International Journal 25, no. 7 (2018): 2546-2564. 

78. Abdel-Basset, M., Gunasekaran, M., Mohamed, M., & Chilamkurti, N. (2019). A framework for risk 

assessment, management and evaluation: Economic tool for quantifying risks in supply chain. Future 

Generation Computer Systems, 90, 489-502. 

79. Kumar, R., Edalatpanah, S.A., Jha, S., Broumi,S., Dey, A. (2018) Neutrosophic shortest path problem, 

Neutrosophic Sets and Systems, 23, 5-15. 

80. Ma, Y. X., Wang, J. Q., Wang, J., & Wu, X. H. (2017). An interval neutrosophic linguistic multi-criteria 

group decision-making method and its application in selecting medical treatment options. Neural 

Computing and Applications, 28(9), 2745-2765. 

81. Edalatpanah, S. A. (2018). Neutrosophic perspective on DEA. Journal of Applied Research on Industrial 

Engineering, 5(4), 339-345.  

82. Abdelfattah, W. (2019). Data envelopment analysis with neutrosophic inputs and outputs. Expert 

Systems, DOI: 10.1111/exsy.12453. 

 

Received: June 10, 2019.  Accepted: October 18, 2019 

 


