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Abstract:  Breast cancer is among the most prevalent cancers, and early detection is crucial to 

successful treatment. One of the most crucial phases of breast cancer treatment is a correct diagnosis. 

Numerous studies exist about breast cancer classification in the literature. However, analyzing the 

cancer dataset in the context of clusterability for unsupervised modeling is rare. This work analyzes 

pointedly the breast cancer dataset clusterability via applying the widely used c-means clustering 

algorithm and its evolved versions fuzzy and neutrosophic ones. An in-depth comparative study is 

conducted utilizing a set of quantitative and qualitative clustering efficiency metrics. The study's 

outcomes divulge the presented neutrosophic c-means clustering superiority in segregating similar 

breast cancer instances into clusters. 

Keywords: Breast cancer dataset clusterability; Fuzzy c-means clustering; Neutrosophic c-means 

clustering; t-SNE; Silhouette coefficient. 

________________________________________________________________________________ 

1. Introduction 

  

One of the biggest problems in the healthcare system is cancer-related death. It ranks among the 

major causes of death among women [1]. More people have died from breast cancer than from any 

other disease, including tuberculosis and malaria. 

Initial analysis of this condition can reduce the rate of mortality, which is on the rise [2]. Breast 

cancer is the sixth foremost reason of mortality globally, according to the Globocan 2020 data, and it 

is diagnosed in one out of every four women worldwide [3]. 

Making a precise diagnosis of malignancies is crucial. Most breast tumors are caused by benign 

(non-cancerous) alterations, however, if a benign tumor is assumed as a malignant one, it might 

have disastrous consequences. The most crucial actions to lowering breast cancer mortality are early 

detection and receiving state-of-the-art cancer therapy. Early-stage, mild breast cancer that hasn't 

spread can be treated successfully and quickly. Routine screening tests represent the most 
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dependable method for identifying breast cancer in its earliest stages [4]. In an extraordinarily rich 

information environment, healthcare has extraordinarily little knowledge. Healthcare systems 

contain a vast amount of data, and it is crucial to find and establish connections with hidden data. 

The International Classification of Diseases (ICD) divided the foremost origins of death into five 

categories, with breast cancer being part of two of them [5]. According to a McKinsey report, the 

amount of data is increasing at a pace of 50% annually. Data science has now formally emerged as an 

especially important field. According to research, the phrase "data science" describes a systematic 

examination of the structure, properties, and evaluation of information along with the role that data 

play in society [6]. Statistics knowledge can be exploited from a diversity of areas, even though 

machine learning procedures are the most frequently used healthcare datasets. 

A data analysis method called machine learning teaches a computer what results from various 

methods. The most popular machine learning algorithms are decision trees, k-means clustering, and 

neural networks [7].  

The incidence of breast cancer among women, particularly those between the ages of 35 and 55, is 

rising because of the inhabitants of industrialized and developing nations changing their lifestyles 

from traditional to modern. By identifying breast tumors in their initial stages, it is possible to keep 

track of the prevalence of the illness [8]. Breast cancer screening methods include self- and 

professional breast exams, Magnetic Resonance Imaging (MRI), ultrasound, and mammography [9]. 

The mammogram, which includes the backdrop, the breast region, adipose tissue, breast masses, 

and microcalcifications with high intensities, is the result of the mammography procedure [10]. 

Radiologists may make mistakes or overlook crucial signs as the need for mammography processing 

increases because of weariness [11]. 

In [12]. The DCE-MRI enables a highly accurate follow-up for breast tumors. Fuzzy spatial clustering 

was used by Militello et al. To segment masses on DCE-MRI breast scans, and the results were 

superior to those of other traditional methods. 

The Wisconsin Diagnostic Breast Cancer (WDBC) dataset, a highly well-known cancer dataset, was 

used as the basis for another cluster analysis work [13]. which incorporated a multidimensional data 

analysis. Because the multidimensionality of data has long been a barrier to data analysis this study 

hypothesized that a multidimensional data set must be projected into a lower dimensional space 

where it will inevitably lose some of its features to be displayed due to the limits of handling more 

than three spatial dimensions.  

In [14], a new training dataset of breast cancer is produced using the modified k-means technique, 

which enhances the performance of the support vector machine model. A prediction model for 

breast cancer was developed using k-means and support vector machine. Using the updated 

k-means, a training dataset of the highest caliber was produced. Then, to group the cancerous 

instances of unidentified photographs, classification and accuracy were improved. 

In [15], The R programming language, R visual studio, and Weka machine learning software have all 

been tried on the breast cancer dataset. Using various clustering algorithms were employed to 
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examine the proper correlation in the Breast cancer dataset. In this unsupervised learning strategy, a 

pretrained model or label is not necessary. 

 The key contribution of this proposed methodology is as follows: 

• Through the application of the widely known c-means clustering technique and its advanced 

versions fuzzy and neutrosophic ones, this work specifically investigates the clusterability of the 

breast cancer dataset. 

• Using a collection of quantitative and qualitative clustering efficiency metrics, extensive 

comparative research is carried out. In terms of silhouette score, precision, and rand index, the 

suggested neutrosophic c-means clustering gets the best clustering performance.  

Following are the last five portions of this study: Section 2 gives a review of materials and methods, 

Section 3 presents the metrics and results, and Section 4 presents the overall research conclusion. 

2. Materials and methods 

 

2.1 Dataset 

The efficiency of the suggested model was evaluated using the WDBC datasets, which are breast 

cancer datasets [16]. Data from the University of Wisconsin Hospitals have previously been 

gathered. Each example was assigned a benign or malignant classification. The WDBC has 569 

occurrences (about 62.7% benign and 37.3% malignant) and 32 significant patient features. A patient 

ID, 30 tumor-specific traits, and one class indicator are among these characteristics. The 

distinguishing features of the tumors of the patients were gathered using ten different elements, 

including texture, radius, area, perimeter, smoothness, concavity, compactness, concave spots, 

fractal dimension, and symmetry. These traits were generated from a breast lumps fine needle 

aspirate (FNA) picture. A set of 30 features was created by deciding the key, recognizing data for 

each image, such as mean, standard error, and the least or biggest standards of these features.  

The dataset from Kaggle that included information about breast cancer. Thirty-two parameters make 

up the dataset. All the indicators can be used to categorize cancer, and if they have significantly high 

values, that could indicate the presence of malignant tissue. A number called ID serves as the first 

argument and is used for identification. The second factor is the diagnosis of membranes, which can 

be either malignant or benign depending on the tissue. The correct tissue diagnosis must be 

established for various cancer kinds if both membranes require various therapies. Following these 

two, a range between the center and a point on the perimeter is shown by estimated means, standard 

errors, and radius means. The estimated standard error is shown by radius se. The center of the 

projected range has the highest value of the radius worst. Knowing the distance between the center 

and the point is crucial since the size affects operation. With large tumors, surgery is not an option. 

The gray-scale values' standard deviation is represented by the texture mean. The estimated 

standard deviation of gray-scale values is represented by the texture se. Gray-scale values with the 

largest mean standard deviation are characterized as having the worst texture. Grayscale is 

frequently used to locate tumors, and the standard deviation is crucial to identifying data variation 

and explaining how to disperse the values. While the standard error of the mean indicates the core 
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tumor expressed as perimeter se, the perimeter mean represents the mean value for the core tumor. 

The perimeter worst column displays the core tumor's maximum value. Area means, area se, and 

area worst point are identical to the previously mentioned mean of the cancer cell areas. Regional 

variations in the radius range are represented by smoothness mean, local variations in radius length 

are represented by smoothness se, and the biggest mean value is displayed as smoothness worst. 

The greatest mean value of the calculation is referred to as compactness worst. Compactness mean is 

a mean value of estimation of the perimeter and area. Compactness se is used to calculate the 

standard error of the mean. The severity of the concave regions of the shape is shown by the 

concavity mean, and the number of concave points in the shape is indicated by the concave points 

mean. Concavity se denotes the standard deviation of concave areas, whereas concave points se 

denotes the standard deviation of the shape's concave areas. The worst concavity and worst concave 

points represent the highest mean value. The fractal dimension means the calculated mean value for 

the coastline approximation, the fractal dimension se represents the standard error of the coastline 

approximation, and the fractal dimension worst represents the highest mean value [16]. 

Figure 1. Shows the distribution of thirty-one features for all 569 lesions using the Weka tool. 

Through the malignant and benign lesions, each feature was visualized to show how much affect 

the detection of diagnosis. 

 

Figure 1 Distribution of dataset features. 

The data is available for download in.csv format.  Then, the CSV extension was updated to the 

Weka-compatible Attribute Relation Data Format (ARFF) extension. The data was then subjected to 

extensive preprocessing. There are 569 instances in the collection. The dataset is then further 

normalized using the min-max normalization approach in Weka software so that all feature values 

fall within the range [0, 1]. Being an unsupervised learning technique, clustering solely uses feature 

values. This indicates that the dataset's final column, the category label, is not normalized. We first 
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eliminate the ID number. The Hopkins Statistic Index is then used to analyze the dataset to 

determine whether there is a strong propensity for clustering among the data points. Then, using 

Python programming language and Weka software tools, we apply several clustering techniques. 

Hopkins Statistic Index = 0.6809 shows the dataset is heavily clustered, according to our results. 

2.2 K-means clustering 

K-means is a clustering method that can group enormous volumes of data with a processing time 

that is both quicker and more efficient. The k-means algorithm, in contrast, has a flaw that is 

dependent on the initial value cluster that establishes the center. K-means clustering provides 

superior topical remedies as trial outcomes. However, the testing procedure calls for the data to be 

close together. In order to get a high degree of similarity among the cluster points, this can be 

divided into a number of clusters. The k-means algorithm is also multisided, according to (celebi et 

al. 2013) K-means are too straightforward to modify at each stage of the process because they are 

predicated on the conditions for iteration termination. They are also easy to measure in terms of 

distance. The first data point collection from each cluster's midway is crucial since the k-mean 

cluster is a local optimization [17]. The objectives of these adjustments are the best precision and the 

fastest convergence. If the initial point is selected from the cluster's midway, the k-mean cluster 

algorithm will also be limited to the optimum site. Additionally, a starting point for the k-mean 

clustering method will be chosen at random from the middle, up to style k. The initial centroid 

cluster, which is chosen at random, will have an impact on the total number of centroid cluster 

iterations. Therefore, by locating the centroid cluster in the high starting data points, it can be fixed 

to achieve higher execution. 

Two familiar features of the K-means clustering technique. The first is that as a precondition 

parameter for clustering, it requires the usage of a specified cluster starting value, or "k centroid." 

However, in most cases, without prior knowledge, we are unable to determine the optimal initial 

number of clustering that a given data set can produce. Connecting each point to the closest cluster is 

the other feature. 

2.3 The Fuzzy C-Means Clustering (FCM) 

In their work, Dunn and Bezdek devised the fuzzy c-means method (FCM). Finding the optimal 

participation and clustering center to minimize the optimal solution is the main notion. 

To set up the membership vector, the method must first decide on the number of clusters to create. 

After then, both the Center of Clustering and the Membership vector are regularly revised. Centers 

of various clusters and levels of membership may be produced when the optimal solution is smaller 

than some threshold. 

These are some of the algorithm's drawbacks: Having a high degree of, sensitivity to, and depending 

on, the initial grouping. It is simple for the algorithm to become wedged in a local least if the starting 

cluster center is distant from the global optimum clustering center. 

2.4 The Neutrosophic Sets 
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Smarandache introduced the neutrosophic concept, a generalization of previously expanded 

concepts, to overcome the shortcomings of conventional fuzzy clustering and enhance its capacity to 

manage and communicate unclear knowledge. When applied to fuzzy clustering, the neutrosophic 

theory is able not just to portray non-deterministic difficulties more accurately, but as well as 

provide solutions to those problems that remain open. 

The central tenet of neutrosophic thought is the premise that every vantage point has some element 

of veracity, doubt, and fallacy. For this reason, the concepts of and were proposed as neutrosophic 

elements to signify the seriousness, ambiguity, and humorlessness of occurrences. True, 

indeterminate, and false outcomes are the names given to these agnostic components. 

 

2.5 The Neutrosophic C-Means Clustering (NCM) 

Conventional fuzzy clustering approaches in clustering algorithms can only explain the degree to 

which each group exists. It is challenging to distinguish which category a given sample belongs to 

and which divisions it joins, especially for the samples located in the border area among distinct 

groups. The neutrosophic c-means clustering method was introduced by Guo et al. To address these 

issues, which is an improvement on the FCM based on neutrosophic theory (NCM). 

 

We propose a fresh special combination, A, which unites the determinant and indeterminate 

clusters. Let 𝐴 = 𝐶𝑗⋃𝐵⋃𝑅, 𝑗 = 1, 2, . . . , 𝑐, 𝑤ℎ𝑒𝑟𝑒 𝐶𝑗  Is an indeterminate cluster, B refers to clusters 

near the edges, R relates to erratically sampled data, and is the union process. Clusters B and R both 

fall within the category of being agnostic. T indicates membership in the determinant cluster, I in the 

perimeter cluster, and F in the noisy set of data. With uncertainty in clustering in mind, we construct 

a new goal function and class membership as follows: 

𝐽(𝑇, 𝐼, 𝐹, 𝐶) = 〈

∑ ∑(𝑤1𝑇𝑖𝑘)𝑚

𝑐

𝑘=1

𝑛

𝑖=1

∥ 𝑥𝑖 − 𝑣𝑘 ∥2

+ ∑ ∑(𝑤2𝐼2𝑖𝑘)𝑚

(𝑐
2)

𝑘=1

𝑛

𝑖=1

∥ 𝑥𝑖 − 𝑣2𝑘̅̅ ̅̅ ∥2

+ ∑ ∑(𝑤3𝐼3𝑖𝑘)𝑚

(𝑐
3)

𝑘=1

𝑛

𝑖=1

∥ 𝑥𝑖 − 𝑣3𝑘̅̅ ̅̅ ∥2

+ ∑ ∑(𝑤4𝐼4𝑖𝑘)𝑚

(𝑐
4)

𝑘=1

𝑛

𝑖=1

∥ 𝑥𝑖 − 𝑣4𝑘̅̅ ̅̅ ∥2

+ ∑ ∑(𝑤5𝐼5𝑖𝑘)𝑚

(𝑐
5)

𝑘=1

𝑛

𝑖=1

∥ 𝑥𝑖 − 𝑣5𝑘̅̅ ̅̅ ∥2

+ ∑ ∑(𝑤𝑐𝐼𝑐𝑖𝑘)𝑚

(𝑐
𝑐)

𝑘=1

𝑛

𝑖=1

∥ 𝑥𝑖 − 𝑣𝑐𝑘̅̅ ̅̅ ∥2

+ ∑(𝑤𝑐+1̅̅ ̅̅ ̅̅ 𝐹𝑖)
𝑚

𝑛

𝑖=1

〉 (1) 
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2.6 Hopkins statistic 

The Hopkins statistic (Lawson and Jurs 1990) calculates the likelihood that a particular data set was 

produced by a uniform data distribution to evaluate the tendency of a data set to cluster [18]. In 

other words, it evaluates the data's spatial randomness. 

Use the Hopkins score from clustered to estimate the likelihood of cluster formation before doing 

clustering. The outcome was two clusters, indicating the data is eligible for clustering. Unsupervised 

data has no notion of how many supposed clusters there are, therefore, assumptions range from two 

to six. Figure 2. Shows the Silhouette values vs. the number of clusters.  

However, after clustering, the silhouette score used to measure cluster quality varied for each 

cluster. The formula is defined as follows: 

𝐇 =
∑ 𝒚𝒊

𝒏
𝒊=𝟏

∑ 𝒙𝒊
𝒏
𝒊=𝟏 + ∑ 𝒚𝒊

𝒏
𝒊=𝟏

 (2) 

How should I interpret the Hopkins data? 

In the case of a uniform distribution of D, ∑ 𝒚𝒊
𝒏
𝒊=𝟏  and ∑ 𝒙𝒊

𝒏
𝒊=𝟏 , would be close to one another, and H 

would therefore be about 0.5. However, if clusters are present in D, the distances between 

manufactured points (∑ 𝒚𝒊
𝒏
𝒊=𝟏 ) would be expected to be much greater than those between genuine 

points (∑ 𝒙𝒊
𝒏
𝒊=𝟏 ), increasing the value of H. 

Noting from figure 2. Through cluster numbers from two to six, we pick up the highest silhouette 

coefficient, which is determined by the number of two clusters, which suggests that two clusters are 

the optimum choice for data clustering. The average Silhouette Score plot of the number of clusters 

fluctuates between two and six and the highest silhouette value is 0.58, demonstrating that the breast 

cancer dataset is well matched to the given cluster when the cluster size is two. 
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Figure 2. Silhouette values vs. the number of clusters. 

 

2.7 Silhouette Score Analysis 

Researchers may determine how closely related each observation is to the cluster to which it has 

been assigned about other clusters using silhouette analysis. For each observation in the data, this 

metric (silhouette width) runs from -1 to 1, and it can be interpreted as follows [19]: 

I) Values that are near 1 indicate that the allocated cluster is a good fit for the observation. 

II) Values near 0 point to a possible borderline match between two groups of the observation. 

III) Values near -1 point to the possibility that the observations were placed in the incorrect cluster. 

In the study, we will use three well known clustering methods, investigating which one will be 

superior in detecting cancer cases for the aforementioned dataset. Applying k-means, fuzzy 

c-means, and neutrosophic c-means clustering methods. 

 

In figure 3, We investigated two clusters of the provided data: a benign cluster and a malignant 

cluster. Clusters C1 and C2 are home to all 569 instances. The two clusters' average Silhouette values 

are 0.43 for the c-means cluster on the left, 0.5 for the fuzzy cluster in the middle, and 0.66 for the 

neutrosophic cluster on the right. When the Silhouette width has the highest value, which is the 

neutrosophic c-means in the outcomes from the three approaches, we can obtain the best clustering 

result. The silhouette score is shown in Table 1. 
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              ( a )                ( b )             ( c ) 

 

Figure 3. Silhouette Score for (a) k-means (left) , (b) fuzzy c-means (middle) , and (c ) neutrosophic c-means 

clustering methods (right). 

Table 1. The silhouette score of the three models. 

Model 1 Silhouette score 

K-Means 0.43306 

Fuzzy c-means 0.49809 

Neutrosophic c-means 0.66348  

 

2.8 T-Distributed Stochastic Neighbor Embedding 

T-Distributed Stochastic Neighbor Embedding (t-SNE) has emerged as a powerful standard for 

visualizing high-dimensional datasets in a variety of biological data sets, especially for large 

datasets. Using this method will help each class have a clearer image. T-SNE encompasses a variety 

of fields, including Bioinformatics, music analysis, computer security, and cancer biology. Similar to 

SNE, t-SNE chooses two distinct similarity measures for the two-dimensional embedding and the 

high-dimensional information. The objective of this stage is to produce a 2-dimensional embedding 

with a KL divergence between the vector of similarities between points in pairs over the entire 

dataset and the similarities between points in the encoding that is as little as possible. T-SNE is used 

to solve the nonconvex optimization problem utilizing gradient descent and random initialization. 

Figure 4. Shows the three dimensions of T-SNE visualization (best viewed in color) for the four 

clustering methods actual clusters (right-bottom), c-means (left-upper), fuzzy c-means (right-upper), 

and neutrosophic c-means (left-bottom), respectively. By visualizing, it becomes evident that 

neutrosophic c- means is the best option because it is close to the actual clustering. C-means, on the 

other hand, is the clustering approach that is farthest from the actual means; as a result, fuzzy 

c-means is the second-closest method. 
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Figure 4. T-SNE graphs for c-means (left-upper), fuzzy c-means (right-upper), neutrosophic c-means 

(left-bottom), and actual clusters (right-bottom), (best viewed in color). 

 

 

 

3. Results 

3.1. Performance metrics: 

Achieving high intra-cluster identity and low inter-cluster commonality is the primary focus of 

clustering methods (objects in the same cluster are more similar than the objects in different 

clusters). 

In several of my investigations, the clustering methods failed to identify the optimal number of 

clusters. It has been shown that certain methods overestimate the size of clusters while others 

underestimate it. When the final class number matches the number of categories in the gold 

standard, we may use the typical criteria for analyzing recognition accuracy. 

Equation. (3) depicts the clustering technique as a K x S matrix, where K is the expected number of 

clusters of the clustering method and S is the number of classes in the reference set. 

Here, the element 𝑎𝑘𝑠 represents the entire number of objects that have been clustered into the 𝑘𝑡ℎ 

cluster and are of the sth class in the ideal distribution. 

When K = S, the clustering method's estimated number of clusters exactly corresponds to the number 

of classes found in the reference data. 
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𝑚𝑎𝑡𝑟𝑖𝑥 𝑘 ∗ 𝑠 =
𝑘1

…
𝑘𝑘

 [

𝑎11 ⋯ 𝑎1𝑠

⋮ ⋱ ⋮
𝑎𝑘1 ⋯ 𝑎𝑘𝑠

] (3) 

Precision  

We find the benchmark class to which the most items have been allocated for each cluster. Following 

this, we take the sum of the largest number of items in every group and divide it by the whole 

number of grouped objects. precision is determined by calculating the resultant value by using K x S 

matrix, as seen in equation. (4). 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
∑ 𝑚𝑎𝑥

𝑘
𝑎𝑘𝑠𝑠

∑ ∑ 𝑚𝑎𝑥
𝑘

𝑎𝑘𝑠𝑠𝑘

 (4) 

Recall  

We find the class where most items belong based on the gold standard. The complete list of grouped 

and unclustered items is then divided by the sum of the maximum number of objects in each gold 

standard class. Equation. (5) demonstrates the K x S matrix's role in deriving the recall (also called 

sensitivity). The number of items that are not in a cluster is denoted by U. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
∑ 𝑚𝑎𝑥

𝑘
𝑎𝑘𝑠𝑠

∑ ∑ 𝑚𝑎𝑥
𝑘

𝑎𝑘𝑠 + 𝑈𝑠𝑘

 (5) 

F1-Score 

According to equation. (6), the F1-score is determined by taking the mean of the accuracy and recall 

scores. 

𝐹1 = 2 ∗ 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 (6) 

Rand Index 

Two clustering strategies may be compared with one another using the Rand index. 

The Rand Index, sometimes abbreviated as R, is determined using the following formula: 

𝑅 =  (𝑎 + 𝑏) / (𝑛𝐶2) (7) 

Where: 

a: The frequency with which a given pair of items is assigned to the same cluster by two different 

techniques of clustering. 

b: The frequency with which a given pair of items is found in different clusters when using two 

different clustering techniques. 
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nC2 is the count of all the non-matched pairings in a collection of n items. 

3.2 results analysis  

Applying the equations. (4,5,6) to compute the precision, recall, and f1 score. In the precision, the 

total clustered data is 569 and there is no unclustered data. In the c-means the maximum clustered 

data is 453, so the precision is computed by dividing the maximum clustered data by the total 

clustered data, the outcome is 0.796. Due to no unclustered data, the precision is equal to recall and 

f1 score.  Table 2 shows all analyses of the precision and Rand Index.  

 

Table 2. The overall performance analysis of the proposed model. 

Model Precision Rand Index 

C-Means 0.796 0.6748 

FCM 0.8872 0.7919 

NCM 0.9789 0.9586 

 

Table 3. There are four predicted class data by the neutrosophic and fuzzy c-means clustering. In 

data 1, the fuzzy predicted class 0, neutrosophic predicted class 0, and the actual label is class 0, so 

the fuzzy and neutrosophic predicted this data truly. In data 2 the fuzzy predicted class 1, and the 

neutrosophic predicted class 1, also the actual data is class 1, so the fuzzy and neutrosophic 

predicted true labels. In data 3 the fuzzy predicted class 0, but the neutrosophic predicted class 1 and 

the actual labels are class 1, so the neutrosophic predicted true but the fuzzy predicted false. In data 

4, the fuzzy predicted class 1, the neutrosophic predicted class 0, and the actual class is 0, so the 

neutrosophic predicted true and the fuzzy predicted false. Table 3. The neutrosophic predicted four 

true classes and the fuzzy predicted the two true classes and one false class.   

 

 

Table 3. The predicted labels for Fuzzy and Neutrosophic vs. Actual label. 

Data Fuzzy Predicated Label Neutrosophic Predicated Label Actual Label 

Data 1 0 0 0 

Data 2 1 1 1 

Data 3 0 1 1 

Data 4 1 0 0 

 

 

4. Conclusions 

 This paper analyzes the breast cancer dataset cluster ability via applying the widely used 

c-means clustering algorithm and its evolved versions fuzzy and neutrosophic ones. The conducted 

comparative study utilizes various metrics to fairly judge the breast cancer dataset clustering 

efficiency. The suggested neutrosophic c-means clustering achieves the highest clustering 

performance in terms of silhouette score, precision, and Rand index. 
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