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Abstract: The correlation coefficient between two variables plays an essential part in statistics. In
addition, the preciseness in the assessment of correlation relies on information from the set of
discourse. The data collected for various statistical studies is full of ambiguities. In this article, we
investigated some fundamental concepts that strengthen the current research structure, such as soft
sets, hypersoft sets, neutrosophic hypersoft set (NHSS), and interval-valued neutrosophic hypersoft
set (IVNHSS). The IVNHSS is an extension of the interval-valued neutrosophic soft set. The main
objective of this paper is to develop the concept of correlation and weighted correlation coefficients
for IVNHSS. We also, discuss the desirable properties of correlation and weighted correlation
coefficients under the IVNHSS environment in the following research. Also, develop a decision-
making technique based on the proposed correlation coefficient. Through the developed
methodology, a technique for solving decision-making concerns is planned. Moreover, an
application of the projected methods is presented for the selection of a medical superintendent in a
public hospital.
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1. Introduction

Correlation plays a vital role in statistics and engineering; through correlation analysis, the joint
relationship of two variables can be used to evaluate the interdependence of two variables. Although
probabilistic methods have been applied to various practical engineering problems, there are still
some obstacles to probabilistic strategies. For example, the probability of the process depends on the
large amount of data collected, which is random. However, large complex systems have many fuzzy
uncertainties, so it is difficult to obtain accurate probability events. Therefore, due to limited
quantitative information, results based on probability theory do not always provide useful
information for experts. In addition, in practical applications, sometimes there is not enough data to
correctly process standard statistical data. Due to the aforementioned obstacles, results based on
probability theory are not always available to experts. Therefore, probabilistic methods are usually
insufficient to resolve such inherent uncertainties in the data. Many researchers in the world have
proposed and suggested different methods to solve problems that contain uncertainty. First, Zadeh
developed the concept of a fuzzy set (FS) [1] to solve those problems that contain uncertainty and
ambiguity. It can be seen that in some cases, FS cannot solve this situation. To overcome such
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situations, Turksen [2] proposed the idea of interval-valued fuzzy sets (IVFS). In some cases, we must
carefully consider membership as a non-member value in the proper representation of objects that
cannot be processed by FS or IVFS under conditions of uncertainty. To overcome these difficulties,
Atanasov proposed the idea of intuitionistic fuzzy sets (IFSs) [3]. The theory proposed by Atanassov
only deals with insufficient data due to membership and non-membership values, but IFS cannot
deal with incompatible and imprecise information.

Molodtsov [4] proposed a general mathematical tool to deal with uncertain, ambiguous, and
undefined substances, called soft sets (SS). Maji et al. [5] Expanded the work of SS and developed
some operations with properties. In [6], they also use SS theory to make decisions. Ali etc. [7]
Modified the Maji method of SS and developed some new operations with its properties. By using
different operators, they proved De Morgan's laws [8] under the SS environment. Cagman and
Enginoglu [9] proposed the concept of soft matrices with operations and discussed their properties.
They also introduced a decision-making method to solve problems that contain uncertainty. In [10],
they modified the operation proposed by Molodtsov's SS. Maji et al. [11] proposed the concept of
fuzzy soft set (FSS) by combining FS and SS. They also proposed an Intuitionistic Fuzzy Soft Set (IFSS)
with basic operations and attributes [12]. Atanassov and Gargov [13] extended the theory of IFS and
established a new concept called Interval Valued Intuitionistic Fuzzy Set (IVIFS). Zulqarnain et al.
[14] utilized the intuitionistic fuzzy soft matrices for disease diagnosis. Yang et al. [15] proposed the
concept of interval-valued fuzzy soft sets with operations (IVESS) and proved some important results
by combining IVFS and SS, and they also used the developed concepts for decision-making. Jiang et
al. [16] proposed the concept of interval-valued intuitionistic fuzzy soft sets (IVIFSS) by extending
IVIFS. They also proposed the necessity and possibility operations for IVIFSS with their properties.
Zulqgarnain and Saeed [17] developed some operations for interval-valued fuzzy soft matrix (IVFSM)
and proposed a decision-making technique to solve the decision making problem. They also applied
the IVESM for decision making [18], a comparison among fuzzy soft matrices and IVFSM in [19]. Ma
and Rani [20] constructed an algorithm based on IVIFSS and used the developed algorithm for
decision-making. Zulqarnain et al. [21] developed the aggregation operators for IVIESS. They also
extended the TOPSIS technique under IVIFSS and utilized the presented approach to solving multi-
attribute decision making problem. Zulqarnain et al. [22] utilized fuzzy TOPSIS to solve the multi-
criteria decision-making (MCDM) problem.

Maji [23] offered the idea of a neutrosophic soft set (NSS) with necessary operations and
properties. The idea of the possibility NSS was developed by Karaaslan [24] and introduced a
possibility of neutrosophic soft decision-making method to solve those problems which contain
uncertainty based on And-product. Broumi [25] developed the generalized NSS with some
operations and properties and used the proposed concept for decision making. To solve MCDM
problems with single-valued Neutrosophic numbers (SVNNs) presented by Deli and Subas in [26],
they constructed the concept of cut sets of SVNNs. Based on the correlation of IFS, the term CC of
SVNSs [27] was introduced. In [28] the idea of simplified NSs introduced with some operational laws
and aggregation operators such as weighted arithmetic and weighted geometric average operators.
They constructed an MCDM method on the base of proposed aggregation operators. Zulqarnain et
al. [29] presented the generalized version of neutrosophic TOPSIS and utilized the considered
technique to solve the MCDM problem. Hung and Wu [30] proposed the centroid method to calculate
the CC of IFSs and extended the proposed method to IVIFS. Bustince and Burillo [31] introduced the
correlation and CC of IVIFS and proved the decomposition theorems on the correlation of IVIFS.
Hong [32] and Mitchell [33] also established the CC for IFSs and IVIFSs respectively. Garg and Arora
introduced the correlation measures on IFSS and constructed the TOPSIS technique on developed
correlation measures [34]. Huang and Guo [35] gave an improved CC on IFS with their properties,
they also established the coefficient of IVIFS. Singh et al. [36] developed the one- and two- parametric
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generalization of CC on IFS and used the proposed technique in multi-attribute group decision-
making problems. Zulqarnain et al. [37] proposed the aggregation operators for Pythagorean fuzzy
soft sets and developed a decision-making approach to solving multi-criteria decision making
problems. Sometimes experts considered the sub-attributes of the given attributes in the decision-
making process. In such situations, all the above-discussed theories cannot provide any information
to experts about sub-attributes of the given attributes

To overcome the above-mentioned limitations Smarandche [38] extended the concept of soft sets
to hypersoft sets (HSS) by replacing function F of one parameter to multi-parameter (sub-attributes)
function defined on the cartesian product of n different attributes. The established HSS is more
flexible than soft sets and more suitable for decision-making environments. He also presented the
further extension of HSS, such as crisp HSS, fuzzy HSS, intuitionistic fuzzy HSS, neutrosophic HSS,
and plithogenic HSS. Nowadays, the HSS theory and its extensions rapidly progress, many
researchers developed different operators and properties based on HSS and its extensions [39-42].
Abdel-Basset et al. [43] plithogenic set theory was used to eliminate uncertainty and to evaluate the
financial performance of the manufacturing industry. They then used the VIKOR and TOPSIS
methods to determine the weight of the financial ratio using the AHP method to achieve this goal.
Abdel-Basset et al. [44] presented an effective combination of plithogenic aggregate operations and
quality feature deployment procedures. The advantage of this combination is to improve accuracy,
as a result, summarizes the decision-makers. Zulqarnain et al. [45] extended the TOPSIS technique to
an intuitionistic fuzzy hypersoft set and developed some aggregation operators under-considered
environment. They also established a decision-making approach based on developed TOPSIS to solve
the MADM problem.

Basset et al. [46] proposed the type 2 neutrosophic numbers with some operational laws. They
also developed the aggregation operators for type 2 neutrosophic numbers and developed the
decision-making technique based on developed operators to solve the MADM problem. Basset et al.
[47] established the AHP and VIKOR methods for neutrosophic numbers and utilized them for
supplier selection. Basset et al. [48] presented the robust ranking technique under a neutrosophic
environment for the green supplier chain management. Basset et al. [49] presented a neutrosophic
multi-criteria decision-making technique to aid the patient and physician to know if a patient is
suffering from heart failure Samarandche’s NHSS is unable to solve those problems where the
truthness, indeterminacy, and falsity object of any sub-attribute is given in interval form. We know
that generally, the values vary, for example, medical experts generate the report of any patient we
can observe that the HP level of blood varies from 0-17.5, these values can not be handled by NHSS.
To handle the above-discussed environment we need to develop IVNHSS. The developed IVNHSS
competently deals with uncertain problems comparative to NHSS and other existing studies. The
main objective of this research is to introduce CC and WCC for IVNHSS.

The following research is organized as follows: In Section 2, we review some basic definitions
used in the following sequels, such as SS, NSS, NHSS, and IVNHSS, etc. Section 3, established the
notions of CC and WCC under IVNHSS and discussed their desirable properties. An algorithm and
decision-making method developed in section 4 is based on the proposed CC. We also used the
established approach to solve decision making problems in an uncertain environment. Finally, the
conclusion is made in section 5.

2. Preliminaries

In this section, we recollect some basic definitions which are helpful to build the structure of the
following manuscript such as soft set, hypersoft set, and neutrosophic hypersoft set.
Definition 2.1 [4]
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Let U be the universal set and £ be the set of attributes concerning U. Let P(U) be the power set
of U and A CS &. A pair (F, A)is called a soft set over U and its mapping is given as
F:A— P(U)
It is also defined as:
(FA) ={F(e) eP(U):e€ & F(e) = Qif e & A}
Definition 2.2 [38]
Let U be a universe of discourse and P(U) be a power setof U and k ={k;, k;, ks,..., k,},(n=>1) be

a set of attributes and set K; a set of corresponding sub-attributes of k; respectively with K; n K;
¢ for n > 1 for each i, j € {1,23 ... n} and i # j. Assume K; x K, x Kyx ... x K, = A =
{aiy X ap X - X ay;} be a collection of multi-attributes, where1l < h < a,1 < k < B,and1 <[ <
y,and a, B,and y € N.Then the pair (F, K; x K, x K3x...x K, = A)is said to be HSS over U and
its mapping is defined as

T: KI XKZ XK3><...><Kn=x—>fp(U).

It is also defined as

(F, &)= {ad,F(d): d €A, Fz(a) € P(U)}

Definition 2.3 [38]

Let U be a universe of discourse and P(U) be a power setof U and k ={kq, k;, kj,..., k,},(n=1) be
a set of attributes and set K; a set of corresponding sub-attributes of k; respectively with K; n K; =
@ for n 21 for each i, j € {1,23 ... n} and i # j. Assume K; x K, x Kzx ... x K, = A =
{ain X azx X - X ay;} be a collection of sub-attributes, where 1 < h < a,1 <k < fB,and1 <1 <
v, and @, B, and y € N and NS be a collection of all neutrosophic subsets over U. Then the pair
(F, Ky x K, x Kzx...x K, = A)issaid to be NHSS over U and its mapping is defined as

F: Ky x K, x K3x...x K, = A > NSU

It is also defined as

(TI A) = {(leA(d))d EA, TA(d) € NSU}/ Where TA(d) = {(6: O.T(ﬁ)((s)'TT(&)(6)'YT(d)(6)): 6 € u}/
where 07(4)(6), Tr#)(6), and yr4)(8) represent the truth, indeterminacy, and falsity grades of the
attributes such as o7 (8), T74)(8), V@) (8) € [0,1],and 0 < 051 (8) + Tr@)(6) + Vr@(6) < 3.
Example 2.4

Consider the universe of discourse U = {§;,6,} and & = {#; = Teaching methdology,¥, =
Subjects,£3 = Classes} be a collection of attributes with following their corresponding attribute
values are given as teaching methodology = L, = {a;; = project base,a,, = class discussion},
Subjects = L, = {a,; = Mathematics,a,, = Computer Science,a,; = Statistics}, and Classes= L; =
{as, = Masters,a;, = Doctorol}. Let A = L; x L, x Ls be a set of attributes

A =Ly x Ly x Ly = {ay1,a12} X {az1, 052,023} X {a3q,a3,}

_ {(an: az1,A31), (A11, Az1, A32), (A11, A2, A31), (A11, Az, A32), (A1, Az3, A31), (Aq1, Az3, a32),}

(12, G21,a31), (Q12, Az1, A32), (A12, Az2, 31), (A2, A2, A32), (A2, Aa3, A31), (A12, Az3, A32),

A= {dl' le dSI d4' dSl dﬁl d7' 68' 691 dlo' 611' 612}

Then the NHSS over U is given as follows

(FA) =

( (@y1,(61,(.6,.3,.8)),(82,(.9,.3,.5))), (d2,(81,(.5,.2,.7)),(62,(.7,.1,.5))), (@3, (81, (. 5,.2,.8)), (82, (.4,.3,.4))),
(m,, (61,(.2,.5,.6)), (82, (.5,.1,. 6))), (65, (61,(.8,.4,.3)),(6,,(.2,.3,. 5))) , (aﬁ, (61,(.9,.6,.4)),(5,,(.7,.6,. 8))) ,

| (@7, (61,(.6..5,.3)),(82,(.4..2,.8))), (g, (61,(.8,.2,.5)),(82,(.6,.8,.4))), (4o, (61, (.7,.4,.9)), (62, (.7..3,.5))),

N (@10, (81,(.8,.4,.6)),(82,(.7,.2,.9))), (411, (61, (.8,.4,.5)),(62,(-4,.2,.5))), (45, (81,(.7,.5,.8)),(82,(.7,.5,.9))) )

Definition 2.5 [42]
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Let U be a universe of discourse and P(U) be a power setof U and k ={k;, k;, ks,..., k,},(n=>1) be
a set of attributes and set K; a set of corresponding sub-attributes of k; respectively with K; n K;

@ for n 21 for each i, j € {1,23 ... n} and i # j. Assume K; x K, x Kzx ... x K, = A =
{ain X az X - X ay} be a collection of sub-attributes, where 1 < h < a,1 <k < fB,and1 <[ <
Y,and a, B,and y € N and IVNSY be a collection of all interval-valued neutrosophic subsets over
U. Then the pair (F, K; x K, x Kzx ... x K, = A) is said to be IVNHSS over U and its mapping is
defined as

F: K, x Ky x Kz3x...x K, = A > IVNSY,

It is also defined as

( F , A ) = A(ArFxz@): ay €A Fx(Ay) € NSY} ,  where  Fi(d) =

{(5, JT(ak)((S),ry(ak)(d),y?(dk)(&) 16 € 'U}, where GT(HR)((S)/ TT(dk)(6)' and ]/g:(ék)((S) represent the

interval truth, indeterminacy, and falsity grades of the attributes such as oy, )(6)
£ o £ U £ o
(000 ) 08ap O], Ty ® = [0 @ Hap O], vr@@® = [V @) e @],
£ o t g
where 0(5,(6), 0535,y (8) , Treay) (8), T,y (8) yﬁ(dk)(é‘),yf(‘dk)(d) c [0,1], and 0 <

50 (8) + ) (O ¥z (8) < 3.

Simply an interval-valued neutrosophic hypersoft number (IVNHSN) can be expressed as F =
({050 (8) 0500 (8)]. [0 (8), Tha ()] [ (8), ¥5ay ()]}, where 0 < 07(,(8) +
a0 (O)+ r4:,(® <3

3. Correlation Coefficient for Interval-Valued Neutrosophic Hypersoft Set

In this section, the concept of correlation coefficient and weighted correlation coefficient on
NHSS has been proposed with some basic properties.
Definition 3.1

Let (FA) = {(51', [Uﬁ(ak)(&)»agak)(‘sz)]'[Tﬁ(ak)(&)»ffa(‘ak)(&)]:[Vﬁ(ak)(&)')’g{{ak)(&)]) | 6. € U} and
GA) = {(51" [Gg(ak) (61'),09%0 (51')]'[75((1,()(51');%,({&,() (6i)]r[]/§(ak) (61'):'}/9({&]()(61')]) | 6; € ’U} be two
IVNHSSs defined over a universe of discourse U. Then, the informational interval neutrosophic
energies of (F,A) and (G,A) can be described as follows:

Svnnss(FA) = Xy Ba (050 @0)” + (685, 80)” + (e 00)” + (18 (60) + (ke (80)” +

(Ftan@))°) M
Sivnnss(G) = X7ty Xy (0 @) + (0% 30)” + (tban 60) + (14 @) + (Ve @) +
(r&ap@)°). @)
Definition 3.2

Let (FA) = {(51" [Uﬁ(ak)(&),ffffak)(&)],[Tﬁ(ak)(&)ﬂ%k)(&)],[Vﬁ(ak)(&)mf&k)(&)]) | 5, € U} and
GA) = {(51" [O'g(ak) (51-),090(‘@) (5i)]' [Tg(ak)(&)ﬂga(‘ak)(‘si)] ) [yg(ak)(si)ﬂyga(ak)(6i)]) | 6; € ‘U} be two
IVNHSSs defined over a universe of discourse U. Then, the correlation measure between (F,4)
and (G,/A) can be described as follows:

Crwnuss(F ';&)' (Q'A)) =
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0% 58D * Oy (8 + 055 (8D x 0G5 () + To ) (8D * Toa ) (8 + T4, (8 * 18y 1 (8) +>

m n
k=1 Zi:l ( yz s
Ve 60 * Ve (60 + v & (60 * ¥, (8)
3)

Proposition 3.3
Let (FA) = {(&-, [O'ﬁ(ak) (6}), O'gak) (50] , [Ti(ﬁk) (&-); Ty.{{ak) (51')] ) [Vi(ak) (61'): Vg:a(lak) (51)]) | 6, € U} and
G.K) = {(51', [O'g(ak) (), O'gzélk) (5i)] , [Tg(ak)((si): TgZ{ak) (5i)] , [Vg(ak) (6, ng{ak)(Si)]) | 8; € 'U} be two
IVNHSSs and Cjyypuss((F.A), (G/A)) be a correlation between them, then the following properties
hold.

1. CIVNHSS((T';&)' (Q,'ﬂ'(i)) = gIVNHSS(Tv;&)

2. Cynuss((F ';&)' (gj«)) = gIVNHss(g"A)
Proof: The proof is trivial.

Definition 3.4

Let (F) = {(80 020 (80, 0% (5D, [rhean (60 7y (6D [ (60,7 Z,, (8]) 5 € U} and
G = {(81 |08 5 (8, 085 (0D [t (6, 1y (8D [Vsy 80,7y (8D]) | 6: € U} be two
IVNHSSs, then correlation coefficient between them given as &;yyyss((F.A), (G,A)) and expressed

as follows:

CrvnHss(FA),(GR)
5 FR), (G,R)) = 4
wnss(FA), (6.4)) VSnass(F A \[SiynHss(G.K) @)

8IVNHSS((T"K)' (g'%)) =
sm_sm <a§(ﬁk)“i)*”§(ﬁk)(“f>+ ":‘;J(‘ak)(“f)*"f(‘ak)(“i”’ﬁ(ak)(‘Si)*fﬁ(a,a“i)*’:‘ry(‘ak)(‘*i)*fga(‘ﬁk)(&ﬁ)
k=1 4i=1

° Nyl N/ Yy A ;
YT(HR)(SL) Yg(ﬁk)(51)+ }'?(ﬁk)(al)*}’g(ﬁk)(sl)

)

2

j2?=12?=1<(aﬁ(ﬁk)(6i>>2+<a§’(‘ﬁk)(s,->>z+<r;’(ﬁk)(sl-))z+(r£(‘ﬁk)(s.->)2+<y£(ﬁk)<s.-))

2
1 .
+(YT(6k)(61)> )
£ 2 173 ’ £ ’ 17 : £ 17 :
\/Z£n=12?=1<<ag(ﬁk)(5i)) +(ag(ﬁk)(8i)) +<Tg(ﬁk)(5i)) +(T§(ﬁk)(8i)) +(yg(ﬁk)(5i)> +< Yg(ﬁk)(si)> )
Proposition 3.5
Let (FA) = {(51" [Uﬁ(ak)(‘si):afa(lak)(‘si)]'[Ti(ak)(‘si)'fgak)(‘si)]'[Vi(ak)(‘si)'yfa(lék)(‘si)]) o€ u} and
GA) = {(51" [05@ (61-),%0(‘@ (5i)],[ré’(ak)(c?i),rgo(‘ak)(&)],[Vé(ak)(&),yg"{;k)(&)]) | 6; € U} be two
IVNHSSs, then CC satisfies the following properties
1. 0< SIVNHS:?.((T,K.)", GA) <1
2. Gwwnnss((FA), (GA)) = Synuss((G.M), (F.A))
. . £ £
3. If (FA) = (G, thatis V i, k, 07;y(8) = 042y (6), 0,3:7(8) = 0.,(6),
£ £ 1 g
T (8D = 7o) (6, Tz (8) = 7y (8D and vl y (6D = ¥y (8D, 7.5y () =
Y (8, then Suyss((FA), (G,)) =1.
Proof 1. &ynuss((F,A), (G/A)) = 0is trivial, here we only need to prove that &8 yuss((F,A), (G,A))
<1
From equation 3, we have

51VNHSS((7:';&)’ (Q’M)) =
’ p) ¢ P
O a0 (6 * 0a (0 + 0F) (60 % 0G5y (60 F thay (6 * Tiay (60 + 15 (60 * 1l (60 +
¢ ’
VEao 6D * Vo 60 + v 60 * v (6)

2

Y1 Lim1

y y o o ¢ y o o
m (Uf(a,a (81) * O, (81) + Oz, (61) * O,y (81) F Tz (61) * TG (81) + T (61) * TG, (81) +>
k=1 ¢ ¢ ) 1)

Ve 81 * Vg (01) + V5, (61) * ¥4, (81)
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+
y y 7 7 ¢ ¢ 7 17
ym (Umm (82) * OG5, (62) + Oz, (62) * O g5,y (82) + Tra,) (62) * 765 (62) + T5(a,y (82) * 765,y (82) +>
k=1 ¢ ¢ ) 1)
Ve (82) * V(a0 (82) + V(e (82) * ¥z, (82)
+
+
m ¢ 7 7 y ¢ 7 17
Z (U ) (On) * O,y (8n) + Oy (1) * 06y (8n) + Tray (8n) * 75 (8n) + Ti(a,) (6n) * TG, (8) +>
¢ y 7] 7]
Y:F'(ak) (671) * YQ(ak) (6n) + yT(ﬁk) (sn) * YQ({Z,() (671)

k=1
Siywnss(FA), (GM)

(aﬁ@) (81) * 0L (81 + 0551 (81) * 0G5 1(81) + thay (81) * Ty (81) + 7, (61) * 185 1 (6) +> N
Vo @) + v, (60 + vy (60 * v Zy (61)
(ai(&z) (81) * 0Ly (8 + 0551(81) % 05 (81 + thiay (81) * 1o,y (61) + w61 * 155, (81) +)
Ve (60 * vy (60 + v (60 * v 2y (61
+
N
(aﬁ(m (81) * O (8 + 085 1(8) % 05 (81 + this 1(81) * Ths  (61) + i ,(61) ¥ 185 (81 +)

¢ p u 17}
V() (1) * Vo, (81) + Vie,» (81) * ¥, (81)
+

y y 7 7 y ¢ 7 7
( (UT@) (82) * O5a,) (62) + O, (82) * Oy (62) + Tray (82) * TG, (82) + T, (62) * Ty (62) +> +
¢ ¢ 7 7
Vran (82) * V(e (82) + V(e (82) * Vs, (82)

(aﬁ(ﬁz) (82) * 0Ly (82) + 055 1(8,) * 0G5 1(85) + Ty (85) * Ty (82) + 785, (62) % 18y 1 (62) +>

£ e 14, 14,
Vy:({lz) (62) * Vg({lz) (62) + }’g:(az)((sz) * Vg(az) (52)
+

+
<0£(am) (82) * ey (82) + 055, 5(62) * 0 1 (6) + Thia, 5 (62) * tha,y (62) + 78y (6) * 7 &y 1 (62) +>

Ve 82) vl 162 + v (62 *vZy ((8,)
+

+
Yy ¢ 7 7 y ¢ u 7
O (On) * O,y (8n) + O (8n) * Oty (8n) + Tgay (00 * Tga) (6n) + T,y (8n) * 7605 (80) + N
Vo B) * vy (6 + v5e (6 * vFs (6
y y u 173 ¢ ¢ u 7
(" Fap) (Bn) * Oy (00) + Oy (8n) * 06,y (8n) + Tray (8n) * T6a (80) + T(a,) (8n) * TGz, (6 +)
¢ ¢ u u
V;p(az) (6n) * Vg(az) (871) + Vy:(az) (8n) * Vg(az)(‘sn)
+
+
(" £ (0) * O (6) + 05 (8. % 0% 3(8,) + e (8. * iy (8,) + 75,5 (8) * 7 &5 5 (6 +)
Vf—(ﬁm) (5n) * Vg(ﬁm) (5n) + Yggfam) (671) * YQZ(}ﬁm) (611)
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ym <0£(ﬁk)(51) * Ol (81) + 055 (81) * ng{ak)(‘sl)) + (Uﬁ(m(‘sz) * Ol (62) + 0545 (82) * "g%k)(‘sz))
k=1

¢ ¢ 7 7
+oe (G @) (On) * O, (8n) + Ox(a)(8,) * Oz (5n))

£ '] 14, o £ 'l 1, 1,
ym (Tf(ak)@l) * 750 (01) + Tx(a,) (81) * T6a,) (51)) + (Tr(ao@z) * 70 (02) + Tr(a) (82) * 1605, (52)>
k=1
+ot <T£(ak> (82 * T (8) + T (8) * ng{ak)(‘sn))
£ £ 14 1, £ £ 14 14,
i (Vg:(ak) (61) * V6@ (61 + Yr@ (61) * Y6 (51)) + (yT(iik) (8,) * V6@ (6,) + Y@ (8,) * Y6@ (62)>

= ot (Vi 00« vy 60 + 7% 6 * v 8 (6)
By using Cauchy-Schwarz inequality
Sivnnss(FAR), (G,K))? <

(((O’g(ak)(51))z ( T(a)(61 )) < T(a)(52)) ( g:(ak)(62) 2)+ +<( T(ak)(6n) +( ;(ak)(5n) >>

Z{ + TT(ak)(ﬁl)) TT(ak)(61) + T (ak)(52) (TT(ak)(Sz) 2>+ . +<(T£-(ak)(5n)) + T}-(ak)((sn) >>

-~

Gg(a )(51 + O'g(a )(51)

(o
+ ( y}v(a )(51) Vg.—(a )(51) ) + ( Vﬁ(a )(52) (Vg:(a )(62)>2) -+

>+ et ((a (ak)(an) (Ug(ak)@n ) ))
DR (CHESAER) Voo ((ao0a) + (£600))) |
() e
F <

)+ ((haotoa)"+ (
)+< Ran@) +(1800) )4+ (@) + (1) ))
51VNHss(( A), (GR))?

ZZ< o)) ("ﬁdk)(&))z)+((T£(dk>(5i))z+(Tﬂ?(dk)(‘si))z)+((Vﬂ€<dk>(5i)) + (YFan D) 2)
2 2 ((ohao60)" + (o @0)) (i 00)" (<8 @0)) + (iao@0) + (ran00)'))

Swnnss(FA), (GA)? < Synuss(FA) X Srynnss(GA).
Therefore, &yyuss((FA), (GA))? < Syvuss(FA) X Guvmss(GA). Hence, by using definition 3.4, we
have

Sinnss(FA), (G/M)) < 1.S0,0 < Sywuss((FA), (GA)) < 1.
Proof 2. The proof is obvious.

Proof 3. From equation 5, we have
DHIP O a1 80 f(ay) 80+ 0, )(50*%@ 60+ oy RO w BCRR CRICRR A RICAE
14i=1
Yg:(ﬁk)(lsz) Yg( )G+ Yf(ak)(lsz) Yg( )60

2 2 2 2
\/ka=12?=1(<0£(ak)(5i)> +<0'£€ﬁk)(5i)> +<T£(ﬁk)(6i)> +<T]:(Ek)(6i)> +<Y£(ak)(5i)> +< Vf%k)(ai)> >

2 2 2 2 2 2
jzktlzz‘:l((o;’(ﬁk)(&)) #(084,900) +(tk(0000) +(e8sy®0) +(1e00) +(rSa @) )
As we know that

070 (6) = 05y (8D, 055y (8) = GGy (8D, Thz) (8) = 7y (8D, T3y (8) = 185 (8), and
Vﬁ(ak) (61') = Vg(gk)(‘si)f Vg,—y(‘gk) (51‘) = Vgak) (‘51‘)- We get

2

+((0fan6) + (0 )
+ )

TG (52) Tg (a0 (62)

6IVNHSS((:F'A-)' (Q'A)) =
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5IVNHSS((Tv;A‘.)'(g'%)) =
2 2
kalei 1( UT(ak)(sl) T}‘(ﬁk)(‘gi)> +<Vg:'(ﬁk)(5i)) )

jz}?:lz?=1<(af(ak)(sa)ﬂ(mak)(sg) (v o1 ))2) jzg;l z’;ﬂ((% iy 5i>)2+(rf(ﬁk)<si))2+ (yT(dk)(5i)>z>
Swnnss(FA), (GA)) =1

Thus, prove the required result.
Definition 3.6

Let (FA) = {( b [O-T(ak)(s) 0 5 (5 )] [T (10 (8, 70, (61 )] [V?(ak)(5 )'yf(ak)(‘s)]) 0. € u} and

G.8) = {(51', [Gg(ak) (6i)10-g(ak) (5i)] , [Tg(ak)(5i);fg(ak)(5i)] , [Vg(ak)(ai)ﬂyg(ak)(Si)]) | 8; € 'U} be two
IVNHSSs. Then, their correlation coefficient is given as 8;yyyss((F,A), (G/A)) and defined as
follows:

1 SN CrvnHss((FA),(GA))
Swnnss((FA), (GA)) = max{Synuss(FR).Svnuss(GA)} ©)
Stynuss (FA), (G, A\))
PP <a$(m(5) T4 00+ 055 (6)*0 k>(5)+fr(ak)(5)*fg(uk>(5 Y 4G k>(6)+>
140=1
75 5DV @O+ 1 @07 5 @) @)
- ; 2 \
%Z;{llz?:l((o_ﬁ(ak)(‘;i)) +(Jy(ak)(5i)) +(T¢(Ek)(5i)> +(Tf(5k)(5i)) +<Vf(5k)(5i)) yf(ﬂk)(a) }
max

kz}:;l2?21((%@)(ai>)2+(ag%k)(51-))2+(r§(ak)(61-))2+(rg~’{ak)(«sl->)2+(y§(ak)(6,ﬂ)) yg(ak)(a) )
Proposition 3.7
Let (FA) = {( i [O'f(ak)(5) 050 (5 )] [Tr(ak)(5i)»fgak)(5i)]'[Vi(ak)(@)')’y%k)(&)]) | 6 € u} and
G.A) = {(51" [O'g(ak) (5i)ro'g(ak) (51')]'[Tg(ak)(5i)'fgak) (51)] , [Vﬁw (51):Vgak)(51)]) | 6; € 'U} be two
IVNHSSs. Then, CC satisfies the following properties
L0 < Sywuss(FA), (GA) < 1
2. Synuss((FA), (GA)) = Sywnss(FA), (G.A))
3. If (FA) = (GA), thatis ¥ i, k, 07:5(8) = 0oz (5) 0%, = (ak)(a)
0 (8) = oy (8D, ey (6) = 1y (8, and vE 1 (6) = vie (8, v, () =
Y& (8- Then, 8lyuss(FR), (GR)) =
Proof 1. &8/, yuss((FA), (G/A)) = 0is trivial, here we only need to prove that 8}, yuss((F,A), (G,A))
<L

From equation 3, we have

511VNHSS((:F';&)' (Q’A\)) =
O (6 * Oy (8D + 0y (80 * 0G5 (60 F This (6 * Thiay 00 + 7 (60 * 78 +>

m n

k=1 2i=1
£ £ [, [4)

Y7 (0 * Yg(a) (60 + Vr(a,y (8i) * Yg(dk)(5i)

£ £ £ £
. (Ur(rm (81) * O (81) + 055y (81) % 0G5 (81) + thiy (81) * thay (1) + 78 (81) * 18 (61) +>

k=1 ¢ ¢ ) 1)
Ve (01 * Ve (01 + Yz (61) * ¥, (61)
+

ym (Uﬁ(ak) (82) * Tl (62) + 05y (62 * 055 (82) + thiay (82) + 1) (62) + 185, (62) * 5 (82) +>
k=1 ¢ ¢ 7 7
V;p(ak) (62) * Vg(ak) (62) + Vy:(ak) (82) * Vg(;lk) (82)
+
+
m g y y ¢
Z (U £ @) * T8y () + 0 (8 * 085 (8.) + thay (6) * Thay (62) + T,y (6) * 7y (6 +)

¢ ¢ 2 2
=] Vrao (On) * Vg Gn) + ¥y (8n) * V5, (62)
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511VNHSS((T'K)' (Q,A\))

(aﬁ@) (81) * 0L (81 + 0551 (81) * 0G5 1(81) + thay (81) * Ty (81) + 7, (81) * 185 1 (6) +> N
Vo @) + v, (60 + vy (60 * v Zy (61)
(aﬁ(az) (81) * 0Ly (8 + 0551(81) % 05 (81 + thiay (81) * o) (61) + v,y (61) * 155, (81) +>
Ve (60 * vy (60 + v (60 * v Zy (61
+
N
(aﬁ@n) (81 * 045,y (60 + 05 5 (60 * O Zy (1) F th 5 (81) * T,y (6 + 5 5 (81) * 7 5 (61) +>

Vﬁ(am) (51) * Vg(am) (51) + Vg?am) (61) * Vga(am) (61)
+

¢ ¢ 17 17 ¢ ¢ o 17
( (UT@) (82) * O5a,) (62) + O () (82) * Oy (62) + Ty (82) * TG, (82) + T,y (62) * Ty (62) +> N
¢ ¢ 17 17}

Vg:((ll) (62) * Vg(al) (52) + Vg:(al) (52) * Vg(al) (52)

(aﬁ@ (82) * T (82) + 0.5, (82) % 0G5 (82) Ty (82) * Ty (62) + 7y (82) % 7l (82) )

£ e 14, 14,
Vg:((lz) (62) * Vg((lz) (62) + Y}‘(ﬁz)(52) * Vg(az) (52)
+

+
<0£(am) (82) * ey (82) + 05,5 (62) * 0% 1 (6) + Thia, 1 (62) * Tha,y (62) + 7,y (6) * 78y ) (62) +>

Ve 82) v 162 + v, (62 *vZy ((8,)
+

N
(oﬁ@) (8) * Oy (8,) + 0551 (8,) * 0G5 1(8,) + ha (8) * tha) (62) + 185, (8) * 15 1 (8,) +) N
Vo 8) * vy (62 + v5e (6 * vFs (6
(Gi(éz)(‘sn) * 0-5(&2) (6,) + O-gﬁz) (6,) x 0 ga(laz)(‘sn) + Ta{(az) (8,) * r§<az)(6n) + Tg:U(taz)(f?n) * Tgaz)((sn) +)
Vo @) * vy 62 + v, (6. * v Fe 1 (8,)
+
+
(Gi(ém) (8,) * ag(am) (6,) + Ugam) (6,) * 0 ga(lam) (6,) + Ta{(am) (8,) * r§<am)(6n) + r,%m) (8,) * Tga(am) (6,) +)
Ve (60 * Vi 62 + v G s(8.) ¥ v Gy 1(6,)

(Ui(ak)(‘sl) * 05 (810) + 0F5)(80) * 0y, (51)> + (0 Fa0 (82) * O (62) + 055, (8:) * 08 (52))

Ykt
- ¢ ¢ 7 7
+oe (‘7 @) (On) * O, (0n) + Ox(z)(60) * Oz (&J)
ym <T£<ék>(51) * T (80) + 75y (61) * 78(e, (51)> + <T£(ak) (82) * T (62) + 5, (82) * 18y, (52)>
k=1

ot (Tﬁ(ak) (8,) * rg(ak) (6,) + rf{ak) (5,) * Tgak)(5n)>
s £ 14, b4} p p u u
i (ygr(ak) (81) * V(a0 (81 + Vi y (61) * ¥tz (81)) + (Vf(a,() (62) * Ve (62) + ¥ 55, (82) * v 52))

= ot (Vi 00« vy 00 + 7% )6 * v 8 (6)
By using Cauchy-Schwarz inequality
611VNHSS((:F'A)1 (Q’A\))Z <
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((( o) + ;{ak)wl))z) <( Lan@) +(o T(ak)<az))2)+ 4 ((0hay0) + (0060 ))
> (o) (2000 )+ )

(s e )
(((ag’(ak)(al)) (06 ) (

% Z 17T (((Tg(m(‘?l)) Tg(a y(61)

2)+ 4 (yﬁ(ak)(an))2+ (vZ, 6 ))

2
T (ak)(52) (rf(ak)(sz) >+ -+ ((Tﬁ(ak)((S )) + (TT(ak)((S ) >> >

>+ et ((ffg(ak)(‘S ) (”g(ak)(5 )) >>

Yo ()|

+<<(V9<ak>(5l)> * y9(“k>(51) ) (
<

1) )+ (y;’(ﬁk)(an)) +(r8,60) ))
Shynpss (FR), GR)Y

<(( a0@) + (98, ©00) )+ ((thap @)+ (tHap@) )+ ((Fheap(@)) + (rFap@D) )

(ot 00)" + (otaa®)") + (e @) + (i 00)) + (rhaa @) + (ren@0)’))

SIVNHSS((:F A), (G,R)* < Synuss(FA) X Srynnss(GR).
Therefore, &3y nuss((FA), (G.A)? < Srnuss(FA) X Gryvuss(GA). Hence, by using definition 3.4, we
have

611VNHSS((T';&)'(Q'M)) S 1’ SO/ 0 < 611VNHSS((T'K‘)' (Q,A\)) S
Proof 2. The proof is obvious.
Proof 3. From equation 5, we have

£ ' 2 1% £ £ U U
DI (“r(ak)“i)*%(ak)“i””r(ak)“i)*"g(ak)(‘sl)“f( SIS )*T( SIS )+Tr(ak)“i)*fg(au“f)*)
=14&i=1 1'a 1,0
Y}‘(ﬁk)((si)*yg( )(5 )+ y]:‘(a )(5 )*Vg( )(5)

2 2 2 2
\/ka=127i1=1(<0_£(ﬁk)(5i)> +<0_gﬁk)(5i)) +(T£(Ek)(6i)) +(TT(E )(51)) +<V?(Ek)(6i)> +< Vf?ak)(lsi)> >

2 2 2 2 2
jﬁkmnﬁ?ﬂ((”f(ak)@i)) +("éy(ak)(5i)> +<T§(akJ(5i)) ( “ola )(5l)> ( (ak>(5i)> +(V£ﬁk)“i)) )
As we know that

? U ' 'l 1) 1,
Tp(ay (8) = g<ak)(5) <ak) (8 = 40y (6, Tr(ap (80 = 7403 (8, Tz (6) = 745, (8)), and
Vﬁ(ak) (51') = Vg(ak) (51‘)/ Vf(ak) (5i) = Vg%k) (5i)- We get
S}VNHSS((T';A‘.)'(Q'%)) = , ,
2k’"=12?=1(<%<ak)<50> +(Tf(ak)<5i)> +<Vf(ak><5i)) )

jﬂc":l Z{Ll((ﬂf(ﬁk)(5i))2+(T}—(ﬁk)(5z))2+<ygs(ak)(5i))2> JZL’Ll Z-in=1((a'y:'(ﬁk)(5i))2 +(T}'(Ek)(si))2+<yj:'(ﬁk)(5i))2>

611VNHSS((?’;&)I (glm)) =1
Thus, prove the required result.

Definition 3.8
Let (FA) = {( ) [O-T(ak)(s) Gf(ak)(5 )] [Tr(ak)(f?i)»f%k)(fsi)]'[Vﬁ(ak)(f?z)')’ffak)(&)]) | 5, € ‘U} and

GA) = {(51', [O'g(ak) (51'), Ug(ak) (&')] , [Tg(ak)(5i): Tgy(‘ak)((si)] , [Vg(ak)(si)r Vgak)(5i)]) | 6 € 'U} be two
IVNHSSs. Then, their weighted correlation coefficient is given as 8y yyuss((F.A), (GA)) and
defined as follows:

Cwivnuss(FA),(GR))
5 F ), (GR) = 8
wivnass (( ), (GA) VSwivnassGA)* Swivnuss(GA) ®)

0L (@) + (08,6

2

Tg(a >(52) Tg(a (62) +

)
)

( :
( .t

)
;

+ < V6@ (52)

X

511VNHSS((:F';&)' (Q’A\)) =

2
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Swivnnss (FA), (GAR)) =
¢ ¢ o [ ¢ ¢ o U
S T (i) (80)*Tgag0) O+ O () (0 * O () (00 F 1) (80710 (B)+ Ty (80) ¥ ) (000 +
=1
VE 0 60V 00+ vy 00xr Zs 8

i=111
\/271;11 Qk<2?=1 Yi((a-ﬁ(ﬁk) (51'))24'(0'%&]() (5i))2+(‘[£(5k) (51'))24'(1'?[{5,() (5,‘))2+(}'£(Hk) (5i))2+( Y?U(‘ak) (51'))2))

jzk’"zlnk<z?=1w((vﬁ(ak)(si))2+(a%k)(si))2+(r§(ak)(si))2+(rg%k)(si))2+(y§(ak)(ai>)2+(yg%k)(m)z»
Definition 3.9
Let (FA) = {(51" [Ui(ak)(&)’o';{ak)(fsi)]:[Tﬁ(ak)(&)'fgak)(&)]:[Vﬁ(ak)(f?i),]/gak)(&)]) | 5, € U} and
GAR) = {(51', [Ug(ak)(&)’o'ngak)(&)]:[Tg(ak)(5i)»fgak)(5i)]:[Vg(ak)(fsi),ygz{ak)(fgi)]) | 6; € 'U} be two
IVNHSSs. Then, their weighted correlation coefficient is given as 83y nuss((F,A), (G,A)) and defined
as follows:

1 SN Cwivnass(FA)(GR))
Swivnnss(FA), (GA)) max{Swivnuss(FR).SwivNuss(G,A)} (10)

61}/IVNHSS((T"K)' (Q'A\)) =
(Uﬁ(ak) (51')*05 ) G+ Uf({ak) (5i)*0-5%k) (6i)+7£(5k) (5i)*T§(5k)(5i)+ Tfy(ak) (5i)*T§%k) (5i)+>>
£ £ 1 1%
V¥ (51')*}’9(3]() )+ YE(a) (5i)*}’g(5k) (69

©)

Z;cn:1 ﬂk<2?=1 Yi

2 2 2 2 2 2 (11)
{( Sheq ﬂk(z‘{l=1Yi<(a£(ak)(6i)) +(UfU(5k)(5i)) +(T£(Ek)(6i)) +(Tgﬁk)(6i)> +(7£(5k)(6i)) +< V;U(Ek)(fsi)) >>, 1
max 2 2 2 2 2 2
'kz:;g;la)k<27§;1w(zglw((af@k)(si)) (02 00) +(tEa ©9) +{(:Zs @) +(rap (@) +<y§%k)(5i)> )))J
. 101 1 101 1
If we consider Q = {;, — e ;} and y = {;, ~ s ;}, then S8y vvuss((F,A), (GA)) and

61}/IVNHSS((T"K)' (Q'A\)) are reduced to 6IVNH.S‘S((T'K‘)» (Q,A\)) and 611VNHSS((:FJ“A‘)' (Q'A\)) reSpectively-
Proposition 3.10

Let (T';&) = {(51" [Uﬁ(ak)(‘si):o'gak) (51')]'[Tﬁ(ak)(6i)'Tgak)(6i)]'I:‘y-ﬁ(ak) (51')')’15{6;() (61)]) | 6; € 'U} and
GA) = {(51', [Ug(ak) (60,9, (5z)]'[T§(ak)(5i)»Tg%ak) (5i)]r[l’§(ak) (51)11’9({&,()(51')]) | 6; € u} be two
IVNHSSs, then WCC between satisfies the following properties
L. 0= 5WIVNHS..9"((T1:AI.).: GA) <1
2. Swwnuss((FA), (GM)) = Swivwnss((GM), (F.A))
3. If (FA) = (G, thatis V i, k, 07;y(8) = 042y (6), 0,3:7(8) = 0.,(6),
£ £ o - . g =
To(a) (0 = T3y (8, sy (8) = 70y (8, and vy (8) = ey (8, 55, (8) =
¥ Gy (8, then Syywmss((FA), (G)) =1.
Proof 1. Similar to proposition 3.5.

4. Application of Correlation Coefficient for Decision Making Under IVNHSS Environment

In this section, we proposed the algorithm based on CC under IVNHSS and utilize the proposed
approach for decision making in real-life problems.
4.1 Algorithm for Correlation Coefficient under IVNHSS

Step 1. Pick out the set containing sub-attributes of parameters.
Step 2. Construct the IVNHSS according to experts in form of IVNHSNSs.
Step 3. Find the informational interval neutrosophic energies for IVNHSS.

Step 4. Calculate the correlation between IVNHSSs by using the following formula
Crnuss(FA), (GA)) =
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¢ ¢ 7 7 ¢ ¢ 2 7
k=1 2= (Jy(dk)(‘si) * 0 (a) (00 + 0,0 (80 * 05(5,) (81) + Tra,) (60 * Tga,y (60 + Ty, (61 * Tg(a,) (6 +

Vi (8D * Vi (00 + ¥(a, (6D * ¥i(ay (6
Step 5. Calculate the CC between IVNHSSs by using the following formula

CrvnHss(FA),(GA)
0 F,A), (G,A)) =
wnss(FA), (6,4)) VSivnussF R« Synuss(GR)

Step 6. Choose the alternative with a maximum value of CC.

Step 7. Analyze the ranking of the alternatives.

A flowchart of the above-presented algorithm can be seen in figure 1.

Expert's rating in terms . Cheose
DM §, of [VNHSN for k(2 Findthe CC | | Alternative
wrt sub-attributes with maximum
. 4 value of
( I ) Carrelation
Expert's rating in terms coefficient
DM &, of IVNHSNE for &%/
Iﬂput WLt sub-attributes Measure the cormelation
Alternatives, attributes J— P . s “ﬁn?;ﬁ:;m
(Sub-attributes) Experfs ating in ferms requirement
DM &, of IVNHSNs for X!
wrt sub-attributes
Compute the ,
Expert's rating in terms - it Analyze the
DM &, ofI‘-."I\'[—ISI\s for R(4 @iﬁ”"’“ﬂ iterval Alternatives
b-attributes il © energiss :
wWItsn for each altemnatrve ranking

b, 4 Y, &

Figure 1: Flowchart for correlation coefficient under IVNHSS

4.1 Problem Formulation and Application of IVNHSS For Decision Making

Ministry of health advertises for the one vacant position of medical superintendent (MS) in
hospital. Several medical experts apply for the post of MS, but referable probabilistic along with
experience simply four experts are considered for further evaluation such as X = {X', &% X3, X*} be a
set of alternatives. The secretary of the health department hires a committee of four decision-makers
(DM) U = {8, 8,,63,8,} for the selection of MS. The team of DM decides the criteria (attributes) for
the selection of MS position such as & = {#; = Experiance, ¥, = Dealing skills,£; = Qualification}
be a collection of attributes and their corresponding sub-attribute are given as Experience = ¢; =
{a;; = more than 20,a,, = less than 20} , Dealing skills = ¢, = f{a,; = public dealing,a,, =
Staff dealing} , and Qualification = ¥#; = {as; = Doctoral degree in medical education, az, =
Masters degree in medical education}. Let & = £, x £, x £; be a set of sub-attributes
L =4y x £y x ¥5 = {ay1,a12} X {az1,a2:} X {azy, as,}
_ {(an’ 21, a31), (A11, @21, A33), (@11, A2z, A31), (@11, A2z, A32),

(@12, A21, A31), (A12, @21, A32), (A12, A2z, A31), (A12, A2z, A32)
of all multi sub-attributes. Each DM will evaluate the ratings of each alternative in the form of

IVNHSNs under the considered multi sub-attributes. The developed method to find the best
alternative is as follows.

, v v % x % % x o«
}, &' = {dy, d,, ds, dg, ds, de, d,, dg} be a set

4.1.1. Application of IVNHSS For Decision Making
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Assume X = {X!, X2 K3, R*} be a set of alternatives who are shortlisted for interview and £ =
{¢1 = Experiance,{, = Dealing skills,£; = Qualification} be a set of parameters for the selection of
€, = {a;; = more than 20,a,, = less than 20}, Dealing skills = £, = {a,; =
43 = {as, =

Doctoral degree in medical education,a;, = Masters degree in medical education}. Let &' = £; x

MS. Experience =

public dealing, a,, = Staff dealing} , and Qualification =

€, x {3 be a set of sub-attributes. The health ministry defines a criterion for the selection of MS for

all alternatives in terms of IVNHSNSs given in Table 1.

Table 1. Decision Matrix of Concerning Department

» a, a, a; a, as Qg a, ag
& (3.5)[2.4L02.6D) (.23L057L01,3)  (15.6)[1.3,[4.6) ([2.4L[3.5.03.6) ([23L[24][45) (4.6)[13L024) (6.7.123)[3.4) ([4.5][5.8][1.2])
& ([5.6,[13L[4.6])  (5.7,[1.2.[4.6)  (124][3.4,[2.5) (6.8,[1.2.[3,5) ([4.6],[45)[3.5) (3.5)[45.[13) (1.2.158][2.4]) (5.7][1,2][5.6])
8 ([241[5.6][4.6)  ([2.4[3.4.[25) (4.6.023L[14]) (2.5[23L0L6) (34L[25)05.7) (3.5[4.5L013) (2.4.07.8L[12) (1.2][7.8][.2.3])
A ([.2,.31,[.5,.7],[.1,.3D ([.3,.4],[.2,.5],[.5,.7D ([.2,.4],[.3,.5],[.3,.6]D ([.5,.71,[.1,.2],[4,.6]D ([4,.6],[.1,.3],[.2,.4]D ([.1,.2],[.5,.8],[.2, 4] ([.2,.4],[.3,4],[.2,.5D ([.5,.6],[.1,.3],[4,.6])
Table 2. Decision Matrix for Alternative X
XD [ i, d, d, i i i, A
5, ([2.4],[45,[3.4) ([3,.41[4.5.[2.5) ([3.6.[23L[12) ([(24[4.6)[12) (13L06.7.023) (4.5.025.02.3) (6.7)01,.21[2.3) (4.6].[2.3][45])
5, ([3.4L[25L[5.7)  (47L[12[L.2)  ((4.5L02.5L012)  ((5.7L012)[2.4]) ([6.8[1L.2L[L5D)  ([2.4L17.8L[12)  ([24)[3.5.[3,.6]) ([.3.4][4.5][2 4])
8 ([5.6,[23L[4.5) ([5.7L[1.21[24]) (7.8.[L.2L[24]) ((L3L[1L5)[2.5) (14L[24L052)  (2.5.0241[3.5) (13.5)[2.4L04.6) ([5.7.[1.2],[5, 6])
A ([.3,.5],[.3,.4],[.6,.7D ([.2,.4],[.3,.4],[.2,.5]D ([.2,.4],[.7,.8],[.1,.2]D) ([4,.7],[.1,.2],[.1,.2]) ([.5,.6],[.2,.3],[4,.5]D ([.2,.4],[.3,.5],[.3,.6]D ([4,.6],[.2,.3],[4,.5]D ([.1,.3],[.1,.5),[.2,.5]D
Table 3. Decision Matrix for Alternative X®
x® 4, 4, 4, 4, 4 4, 4 4,
& ([2,4)[4.6),[4.5D  (2.3L[4.61[35) (12[68,12.5) (4.5,[25.[L2D (2.3,[4.6.[35) (L.2.0.6.8.[25) (78.[1.2[2.3) (.1.3,[.6.7],[.2.5]
8 (451[25L0L2D (5.7L0L.21[24D)  (1,30[16.7L12.6D)  (1,.4][2.5][4.6D) (1.4,[24)[12D (L.21[2.5,[4.6) (L.4],[.2.5][4.6]) ([.1.4],[.2.5][4.6])
o3 ([.3, A4],[.2,.6], [.4,.6]) ([.2,.4],[.3,.4],[.2,.5) ([.4,.5], [.2,.5], [.1,.2]) ([.1, 2],[.2,.5],[4, 6]) ([3,‘5], [.3,.5], [A6,A7]) ([.3, .5],[.3,.5], .6, 7]) ([Al,AZ], [.2,.5], [A4,A6]) ([5,7], [.1,.2], [AZ,A4])
A ([.2,.4],[4,.5],[.6,.8]) ([.3,.5],[.3,.5], [.6,.7]) ([.1,.2],[.2,.5],[4,.6]) ([.1,4],[.2,4],[.1,.2]) ([4,.5],[.2,.5],[.1,.2]) ([.1,.2],[.2,.5],[4,.6]) ([4,.5],[.2,.5], [.1,.2]) ([.1,.2],[.2,.5],[4,.6])
Table 4. Decision Matrix for Alternative X®
X® 4, 4, 4, 4, 4 4, 4, 4y
5, 6,.71,1.1,2L13,.5D  (6,8,[L.21.[2.3)  (6.7L13,.5L[1L.2) (7.8L1L2L12.5)  (6.7L[12L[L2D  (5.8LLL.2L[2.4D)  (1.3106.7L125D  (7.8][11.2].[.2.3])
8 (5.7103.4L123D  (5.7L12.5L02.3D)  (5.6L[3.4L0L2D)  (7.81[3.5L[L3D  (L.2L.[2.51[4.6)  (1,41[2.5L04.6]) (4.60,[23L0L2]D  (4.6],[2.3][1.2D)
83 ([.2,.4],[.3,.4],[.2,.5) ([.4,.7], [.2,.3], [.3,.7]) ([.4, 6],[.2,.3],[.1, 2]) ([.3,.5], [.3,.5],[.6,.7]) ([.6,.8], [.1,.2],[.1, 2]) ([.7, 8], [.1,.2],[.2, 4]) ([12] [.2,.5], [46]) ([6 8],[.1,.2], [13])
5, ([6,8.[34L[L2D)  (57L[L2L[45D  ([(L2][25L[4.6D)  ([5.6L[3,4L012D) ([.2,4L03,4L025D  (1,.3)06.7L02.5D  (78L[12L[25])  ([4.6],[2.3][1.2]D
Table 5. Decision Matrix for Alternative X®
X® 4 4, 4, 4, 4 4, 4, 4y
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5

1

8,

S

3

84

(13,51, [2.41,[1,.2])
(4,5, 5,.7),[2,4])
([.2,.4],[.3,.4],[.2,.5])

([1,:2], 2, 51.[4, 6])

([3,.61,[.1,.2],[4,.7D
([4,7),13,5],[2,4))
(4,61, [2.3,[3,5])

(5,71, 2, 41.[1, 3])

([4,.7),[.3,.41,[.2,.3])
(5,8, [.3,4],[.2,.3])
([:3,.51,[.3,.5], [.1,.2])

([:3,.5),[.2,.5],[.1,.3])

([7,.8],[.2,.41,[.3,.5])
([-2,41,[.2,.3], [4,.5])
([.3,.5],[4..6],1.6,.7])

([4,.6],[.2,.5],[.3, 4]

([.5,.7),[.3,.41,[.2,.4])
([:3,.5],[.2..3],[3,.5])
(.5,.7),[1,.2], [4,.5])

([5,.8),[.3,4],[.2,.3])

([4,.6],[.2,.5],[3,.4D
([-2,41,[2,3),[:3,6])
([4..6],[3,.5,[1,.2])

([4,.6],[.2,3],[.1,.2]])

(12,31.15,7),[2, 4])
([5,8],3,.6,[2,3))
([6,7),11,21,[3,5))

(4.71.13,.5].[.2, 4])

(15,71, 1.2, 41,[.3,.51)
([4,-6],[:2,:3], [1,-21D)
([-2,.5],1.2,.3],[4,.6])

([.2,.4],[.3,.4],[.2,.5D

By using Tables 1-5, compute the correlation coefficient between &, yuss(, RV,
Sivnmss (8, 83, 81ynuss (2, R™) by using equation 5 given as follows:

Swnuss(, R,

Svwnss (2, XD) = 99701, 8pyyyss (0, RPD) = 99822, §yypss($2, X)) = .99986, and 6,y ypss (2, X)) =
.99759. This shows that &,y yuss (8, 8®) > §yvuss (@, 8®) > 8ynmss (82, 8D) > 8 nmss (0, RD). 1t can
be seen from this ranking alternative X®) is the most suitable alternative. Therefore &) isthe best alternative
for the vacant position of associate professor, the ranking of other alternatives given as X® > 8®) > x®) >
X Graphical results of alternatives ratings can be seen in figure 2.

0.9985

0.9975

0.9965

0.9995

0.999

0.998

0.997

0.996

0.9955

Correlation Coefficient

RA(1)

RA(2)
xA(qﬁ |

RA(2)

NA(3

RA(3)

Rn(4)

Figure 2: Alternatives rating based on correlation coefficient under IVNHSS

5. Conclusion

The interval-valued neutrosophic hypersoft set is a novel concept that is an extension of the
interval-valued neutrosophic soft set. In this manuscript, we studied some basic concepts which were
necessary to build the structure of the article. We introduced the correlation and weighted correlation
coefficients under the IVNHSS environment. Some basic properties based on developed CC under
IVNHSS were also introduced. A decision-making approach has been developed based on the
established correlation coefficient and presented an algorithm under IVNHSS. Finally, a numerical
illustration has been described to solve the decision-making problem by using the proposed
technique. In the future, the correlation coefficient, the TOPSIS method based on correlation
coefficient under IVNHSS can be presented. Future research will concentration on presenting
numerous other operators under the IVNHSS environment to solve decision-making issues. Many
other structures such as topological, algebraic, ordered structures, etc. can be developed and
discussed under-considered environment.
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