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Abstract. The Shortest path problem is highly relevant in our daily lives, addressing uncertainties like traffic

conditions and weather variations. To handle such uncertainties, we utilize Fuzzy Numbers. This paper focuses

on Bipolar Neutrosophic Fuzzy Numbers, which have dual positive and negative aspects. They provide a

robust framework for representing arc (node/edge) weights, signifying uncertain travel times between nodes.

Importantly, these weights can change over time in bipolar neutrosophic fuzzy graphs. Our study introduces

an extended Bellman-Ford Algorithm for identifying optimal paths and minimum times with time-dependent

Bipolar Neutrosophic Fuzzy arc weights. We demonstrate its effectiveness through a step-by-step numerical

example and conduct a comparative analysis to evaluate its efficiency.

Keywords: Shortest Path Problem; Bipolar Neutrosophic Fuzzy Arc Weights; Bellman-ford Algorithm; Time-

dependent Shortest path problem.

—————————————————————————————————————————-

1. Introduction

The Shortest Path Problem (SPP) is a fundamental concept in graph theory and optimiza-

tion, focusing on finding the most efficient route between two points in a network. It has

broad applications in various fields, including transportation, logistics, telecommunications,

and computer science. At its core, the Shortest Path Problem aims to identify the path with

the minimum total cost or distance among all possible routes connecting two nodes in a graph.

The ”cost” could represent various factors, such as time, distance, financial expenses, or any

other relevant metric depending on the specific context.
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The need for evaluation methods in solving the Shortest Path Problem arises from its per-

vasive applicability and the desire to optimize resource utilization, minimize travel time, and

enhance overall efficiency. Evaluation methods assess the effectiveness and performance of algo-

rithms designed to solve the Shortest Path Problem in different scenarios. Evaluation methods

for the Shortest Path Problem involve assessing the accuracy, efficiency, and scalability of al-

gorithms developed to solve it. These methods contribute not only to practical applications

but also to the broader field of algorithmic research, promoting advancements in optimization

techniques and algorithm design. Real-world scenarios often introduce complexities like traffic

congestion and adverse weather conditions. To address these challenges, Lotfi Zadeh (1965) pi-

oneered the concept of fuzzy set theory [1]. Zadeh’s groundbreaking work extended traditional

set theory to fuzzy sets (FS), which encompass membership functions ranging from 0 to 1. He

further introduced the notion of linguistic variables, representing values in the form of natural

languages. When these linguistic terms are expressed using fuzzy sets defined over a universal

set, they form what is known as a fuzzy linguistic variable [2]. Fuzzy sets, which allow elements

to have degrees of belongingness to a set, were generalized by Atanassov [4] who introduced

intuitionistic fuzzy sets (IFS). IFSs have membership and non-membership functions that add

up to at most one for each element. Atanassov [4] also proposed interval-valued intuitionistic

fuzzy sets (IVIFS), which are a further extension of IFSs with intervals as membership and

non-membership values. IVIFS have a geometric representation and various operations defined

on them. IFSs and IVIFS are widely used in many practical problems. However it does not

provide the neutral or indeterminacy, when there is need in neutrality or lack of knowledge in

expressing. Neutrosophic sets are a concept developed by Florentin Smarandache [8] to deal

with problems that involve neutrality or indeterminacy as a key factor. Neutrosophic sets have

three components: membership, non-membership, and indeterminacy. Single valued neutro-

sophic set (SVNS) which is a subclass of neutrosophic set, where the truth, indeterminacy, and

falsity membership functions take values in the standard unit interval [0, 1] and its applications

is proposed by Sujit Das et al. [9]. Then, the interval-valued neutrosophic fuzzy sets (IVNFS)

was implemented by Broumi et al. [10] and its relational operators were discussed. Bipolar

fuzzy sets by Lee [34] - m-polarFS, built upon established fuzzy theorems, serve as a valuable

framework for addressing the dual aspects of positive and negative behavior within the human

mind. Later, there arise a drawback for positive and negative membership, Ali [11] proposed

Bipolar Neutrosophic fuzzy sets (BNFS) and its operations in decsion-making. The application

of fuzzy set theory has proven highly efficient in handling data characterized by imprecision,

inaccuracy, and vagueness. One significant problem it addresses is the Fuzzy Shortest Path

Problem (FSPP), which involves finding optimal paths among nodes in a graph while optimiz-

ing an objective function in a fuzzy environment. In pioneering work, Dubois [13] proposed an
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algorithm to solve FSPP and determine optimal weights. Subsequently, Klein [15] analyzed

FSPP in terms of fuzzy mathematical programming, paving the way for further research and

extensions of the concept. Expanding on these foundations, Okada and Soper [19] introduced

the Multiple Label Method for large random networks, offering a solution for FSPP. To address

the limitations of conventional non-interactive approaches, the concept of the degree of possi-

bility was proposed by Okada [20] , representing arc lengths using fuzzy numbers. Nayeem et

al. [18] considered networks with interval-number and triangular fuzzy numbers, providing an

algorithm that accommodates both types of uncertain numbers.

Recognizing the computational complexity of FSPP, Hernandes et al. [14] presented an

repetitive method utilizing a generic index ranking function to compare fuzzy numbers. This

approach also accounted for graphs with negative parameters. Building on these methods,

Kumar [17] tackled interval-valued fuzzy numbers within FSPP and introduced an algorithm

capable of solving both fuzzy shortest path length and crisp shortest path length problems. A

compartive study between the floyd warshall and rectangular algorithm under fuzzy environ-

ment is implemetnted by Vidhya et al. [24].

In a different direction, Baba [16] illustrated a technique for the Intuitionistic Fuzzy SPP.

Mukherjee [21] implemented Dijkstra’s algorithm for solving the shortest path with intuition-

istic fuzzy arc weights in a graph. Subsequently, Broumi et al. [10] conducted a comprehensive

comparative study of all existing FSPP approaches, ultimately identifying the most suitable

methods for uncertain environments. Dijkstra’s algorithm was expanded to address the Neu-

trosophic Fuzzy Shortest Path Problem (NFSPP) by Broumi et al., as documented in [22].

The arc weights are expressed as neutrosophic numbers in this extension. An interval-valued

neutrosophic set (IVNFS) was introduced to expand the representation beyond single-valued

neutrosophic sets (SVNS). An algorithm was devised to handle arc values of this type, as

detailed in the work by Dey et al. [23] Numerous studies have been conducted on the Neutro-

sophic Fuzzy Shortest Path Problem (NFSPP), including works such as [26] to [31]. Janani et

al. introduced the concept of bipolar neutrosophic refined sets in their work [29]. Additionally,

Broumi et al. addressed the shortest path problem within the framework of interval-valued

Fermatean fuzzy numbers in their study [32].

Cakir et al. proposed widening the Dijkstra algorithm in the context of the Bipolar Neu-

trosophic Fuzzy Shortest Path Problem (BNFSPP), as presented in [33]. This extension was

exemplified with a practical example and pseudocode.

This study aims to extend the concept of the bellman-ford algorithm under bipolar neutro-

sophic numbers for the time-dependent SPP. The Bellman-Ford can detect the presence of

negative cycles in a graph, which is a critical feature in applications where identifying and ad-

dressing negative processes, such as in-network routing, is essential to prevent instability. The
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bipolar neutrosophic numbers (BNN) are used in optimization problems where the objective

has both positive and negative aspects. It is applicable in various engineering and operational

optimization contexts. The development of these methods has motivated us to explore the ap-

plication of time-dependent SPP with bipolar neutrosophic arc values using the Bellman-Ford

algorithm, which, interestingly, has not been previously employed in the context of BNFS.

This work offers several key contributions:

(i) In this paper, we incorporate Bipolar Neutrosophic values as arc values, enriching the

problem domain.

(ii )Furthermore, we extend the application of time-dependent Bipolar Neutrosophic num-

bers (TD-BNN) to the Bellman-Ford algorithm, enhancing its versatility.

(iii)To illustrate the practicality of our approach, we present a numerical example where we

successfully identify optimal results.

(iv) Additionally, we conduct a comparative analysis to demonstrate the superior efficiency

of our proposed method when compared to existing approaches.

The remaining sections of the paper are structured as follows: Section 2 introduces the fun-

damental definitions and concepts of BNFS. In Section 3, we delve into the mathematical

formulation of the problem of the SPP in a bipolar neutrosophic fuzzy context. Our preferred

technique is illustrated in Section 4. A numerical example in Section 5 demonstrates how our

approach can applied in practice. Section 6 compares our method with other existing methods

and identifies its drawbacks. The paper concludes with Section 7.

2. Literature Review

This section introduces the fundamental concepts of the time-dependent shortest path prob-

lem and provides an overview of the relevant literature associated with this study.

Time-Dependent Shortest Path Problem

The time-dependent shortest path problem (TD-SPP) involves finding the most efficient route

between two points in a network, considering variable travel times at different points in time.

TD-SPP algorithms need to be adaptable to different contexts and modes of transportation.

Researchers work on models that can effectively represent and predict time-dependent changes

in travel times. Researchers work on models that can effectively describe and forecast time-

dependent changes in travel times. The study on time-dependent shortest path problem, its

theoretical aspects, and an algorithm is proposed by Dean and Brain [36]. Androutsopoulos

offers a method for solving k-SPP with time-dependent cost attributes [40]. A time-dependent

algorithm for vehicle routing problems is introduced by Rabie et al. [44]. Then Huang et

al. [45] proposed a method for the time-dealy neural network scenario. After several studies,

Hansknecht [47] proposed a dynamic approach for TD-SPP and executed it computationally
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to handle significant circumstances. The constrained reliable shortest path problem in sto-

chastic time-dependent networks (CRSP-STD) extends the reliable, the time-dependent, and

the constrained shortest path problem is implemented by Matthias [48].

Fuzzy Time-dependent Shortest Path Problem.

Fuzzy time-dependent models provide a means to optimize routes under uncertain conditions.

Decision-makers can consider the variability and fuzziness in travel times to make more robust

and reliable decisions.

Huang et al. [42] proposed the fuzzy programming model for the travel time represented

by fuzzy sets and time-dependent. Then, Huang [43] prolonged it for mixed fuzzy numbers

for time-dependent networks. The label correcting method for the TD-SPP is extended by

Kolovsky et al. [39]. Then, Liao et al. [41] devised a genetic algorithm to solve fuzzy constrained

shortest path problems. In many real-world situations, opinions, attitudes, or sentiments are

positive and negative. Bipolar neutrosophic (BN) sets provide a framework to model and

represent such bipolarity, capturing both positive and negative aspects of information. Real-

world networks are dynamic, and the conditions of edges may change over time. The bipolar

neutrosophic approach can be applied to model the uncertainty associated with dynamic en-

vironments where edge weights are subject to change. The concept of bipolar neutrosophic

graphs(BNG), their properties, and their classes of single-valued BNG is introduced by Has-

san et al. [38]. Broumi et al. [46] suggested an approach for Bipolar Neutrosophic SPP. The

minimal spanning tree for Bipolar neutrosophic graphs is proposed by Reddy et al. [37]. Ad-

ditionally, a time-dependent Dijkstra algorithm was introduced for BNFSPP by Cakir et al.

in [7]. While there is a significant body of literature dedicated to the FSPP and TD-SPP,

there has been comparatively limited research focused on the intersection of these domains,

known as Time-Dependent Fuzzy Shortest Path Problem(TD-FSPP). The literature in this

specific area is relatively sparse, indicating a gap in the exploration of solutions that simulta-

neously consider both FSPP constraints and time-dependent SPP. This points to a potential

avenue for further investigation and development in the field of bipolar neutrosophic network

optimization.

3. Preliminaries

This section introduces the basic definitions of Intuitionistic fuzzy sets, Neutrosophic fuzzy

sets, and Bipolar Neutrosophic fuzzy sets. It also examines their main properties and discusses

arithmetic operations related to these sets.

Definition 3.1. “ An IFS I on the universe Q is defined by: I = {x,m(x), n(x) | x ∈ Q} where

m : Q → [0, 1] and n : Q → [0, 1] represents the membership and non-membership of each
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x ∈ Q, respectively. Such that 0 ≤ m(x) + n(x) ≤ 1 for all x ∈ Q. Hesitation or indeterminacy

part can be calculated as π(x) = 1− (σ(x) + ρ(x). In some of the real-life scenarios IFS can’t

work when σ(x) + ρ(x) > 1 [?] named as PFS, which is also known as IFS type 2 by [3]. ”

Definition 3.2. [6] “ Let X be the universe of discourse. Then N = {⟨x,TN (x), IN (x),FN (x)⟩ :
x ∈ X} is defined as Neutrosophic Fuzzy Set (NFS), where the truth-membership function is

represented as ”TN : X →]−0, 1+[”, an interdeterminacy-membership function ”IN : X →
]−0, 1+[” and the falsity-membership function ”FN : X →]−0, 1+[”. The sum of T(X), I(X),

F(X) has no restrictions, So

”

0 ≤ sup TN (x) + sup IN (X) + sup FN (X) ≤ 3 (1)

Definition 3.3. [6]

“ Let X be a universe of discourse and N be a Bipolar Neutrosophic Fuzzy Set (BNFS)

in X. Then N can be expressed as N = {⟨x,T+
N (x), I+N (x),F+

N (x),T−
N (x), I−N (x),F−

N )⟩ : x ∈ X}
Where T+, I+,F+ : X → [0, 1] and T−, I−,F− : X → [−1, 0]. The positive-membership degrees

T+(x)”, ”I+(x), F+(x) represent the degree of truth, indeterminacy, and falsity of the element

x in the BNFS N. The negative-membership degrees T−(x), ”I−(x), F−(x) measure the degree

of truth, indeterminacy, and falsity of the element x in the opposite characteristic sets related

to the BNFS N. ”

Definition 3.4. [6] “ Let Ñ1 = (T+
1 , I

+
1 ,F

+
1 ,T

−
1 , I

−
1 ,F

−
1 ) and Ñ2 = (T+

2 , I
+
2 ,F

+
2 ,T

−
2 , I

−
2 ,F

−
2 )

be two BNFS. The operations of BNFS are :

Ñ1⊕ Ñ2 = ⟨T+
1 +T+

2 −T+
1 T

+
2 , I

+
1 I

+
2 ,F

+
1 F

+
2 ,−T−

1 T
−
2 ,−(I−1 −I−2 −I−1 I

−
2 ),−(F−

1 −F−
2 −F−

1 F
−
2 )⟩
(2)

Ñ1⊗Ñ2 = ⟨T+
1 T

+
2 , I

+
1 +I+2 −I+1 I

+
2 ,−F+

1 +F+
2 −F+

1 F
+
2 ,−(T−

1 −T−
2 −T−

1 T
−
2 )−I−1 I

−
2 ,−F−

1 F
−
2 ⟩ (3)

where λ ≥ 0′′

Definition 3.5. [6] Let Ñ1 = (T+
1 , I

+
1 ,F

+
1 ,T

−
1 , I

−
1 ,F

−
1 ) be the BNFS. The score function

”S(Ñ1)” and the accuracy function ”§(Ñ1) of a BNFS are defined as follows:

S(Ñ1) =
T+
1 + 1− I+1 + 1− F+

1 + 1− T−
1 − I−1 − F−

1

6
(4)

A(Ñ1) = T+
1 − F+

1 + T−
1 − F+

1 (5)
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Definition 3.6. [6] Let Ñ1 = (T+
1 , I

+
1 ,F

+
1 ,T

−
1 , I

−
1 ,F

−
1 ) and Ñ2 = (T+

2 , I
+
2 ,F

+
2 ,T

−
2 , I

−
2 ,F

−
2 ) be

two BNFS. The comparison of two BNFS is defined as follows:

• If S(Ñ1) > S(Ñ2) then Ñ1 ≻ Ñ2

• If S(Ñ1) < S(Ñ2) then Ñ1 ≺ Ñ2

• If S(Ñ1) = S(Ñ2) then Ñ1 = Ñ2

(1) f A(Ñ1) > A(Ñ2) then Ñ1 ≻ Ñ2

(2) If A(Ñ1) < A(Ñ2) then Ñ1 ≺ Ñ2

(3) If A(Ñ1) = A(Ñ2) then Ñ1 = Ñ2

Remark 3.7. [6] A bipolar fuzzy set is a special case of a BNFS, which is a more general

concept.

4. Bipolar Neutrosophic Fuzzy Shortest Path Problem

In this section, we outline the mathematical formulation of the Bipolar Neutrosophic Fuzzy

Shortest Path Problem (BNFSPP).

“Consider a directed graph, denoted as G = (V,E), where V = s = 1, 2, ..., e = m represents

the set of vertices, and E = (i, j) : i, j ∈ V, i ̸= j represents the set of edges. In this represen-

tation, the ordered pairs (i, j) signify connections between distinct vertices within the graph,

with both i and j belonging to the set of vertices V. It’s important to note that in a connected

network, there exists only one path from node i to node j, denoted as pij . This path comprises

a sequence of arcs: pij = (i, i1), (i1, i2), ..., (ik, j). Crucially, each arc starts at its source node

and ends at its terminal/destination node.

The main objective is to find the best route from node S (the origin/source) to nodeD

(the target/destination), considering various factors related to travel times that vary de-

pending on the time. In the context of BNN, this parameter is represented as cij =

⟨T+, I+,F+,T−, I−,F−⟩. Here, the positive membership degrees T+, I+, and F+ correspond to

truth membership, indeterminate membership, and false membership, respectively. Similarly,

the negative membership degrees T−, I−, and F− indicate truth membership, indeterminate

membership, and false membership concerning the arc i-j. These memberships are associated

with the shortest path in terms of travel time along the arc i-j. The values assigned to the

arc under consideration represent the parameters associated with each edge from i to j.” In

this study, BNFN represent the imprecise parameters of the SPP. Consequently, the resulting

problem is the BNFSPP. The mathematical model of the problem is can be expressed as:
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minZ̃ =

m∑
i=1

m∑
j=1

C̃Pxij

s.t.

m∑
j=1

xij −
m∑
k=1

xki =


1 i = 1

0 i ̸= 1,m

−1 i = m

xij ≥ 0, i, j = 1, 2....m

(6)

The arc (i, j) is in the path if and only if xij = 1, otherwise xij = 0. The set of all paths

from node s to node t is denoted byTst. The Bipolar Neutrosophic fuzzy travel time of the

path from the node u to node v is C̃P
ij .

5. Proposed Algorithm

The Bellman dynamic programming is used to determine the shortest path by the forward

pass calculation. The Extended Bellman-Ford with time-dependent dynamic programming

under Bipolar Neutrosophic fuzzy numbers is formulated as:

Step 1: Set the distance from the source vertex as (Departure time).

Initialization Step: Set the Source node as t(1) = t̃s(Departure time)

Main Step: t(α) = min
α<β

[t(α) +wαβ]
(7)

Here wαβ is the directed Bipolar neutrosophic fuzzy time with nodes, t(α) is the BNF time of

the SP from S to D . Figure 1 illustrates the flowchart of the proposed method.

5.1. Step-by-Step Procedure

Here is a step by step procedure for the proposed algorithm:

(1) Set the distance of the source vertex to its departure time t̃s and set the distance of

all other vertices to infinity.

(2) Repeat the following steps for the number of vertices minus one times in the Bipolar

Neutrosophic Graph (BNG).

(3) For each edge (α, β) in the BNG, calculate the minimum value using the score function:

t(α) = min
α<β

[t(α) +wαβ]

(4) Relaxation:

for i from 1 to V-1: for each edge(α, β)inthegraph : ifdistance[α] + weight(α, β) <

distance[β] : distance[β] = distance[α] + weight(α, β)
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(5) Check for Negative Cycles:

After N-1 iterations, check for any negative cycles in the BNG. For each edge (α, β)

in the BNG:

If the distance of α plus the weight of the edge is less than that of β, report an error

indicating the presence of a negative cycle.

(6) Output:

If no negative cycles are found, return the distance and previous arrays as the output.

The distance array contains the Bipolar Neutrosophic shortest path distance from the

source to each vertex, and the previous array contains the predecessor of each vertex

in the Bipolar Neutrosophic shortest path.

Figure 1. Flowchart for the proposed algorithm
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5.2. Improved Bellman-Ford Algorithm Pseudeocode

Assume a graph G: with collections of vertices and edges. Let S be the source/origin vertex,

and t denote the distance array, which stores the shortest distances from S to all other vertices.

Consider an array P to keep track of the predecessors of each vertex in the shortest path from

S to that vertex. Fianlly , w(U, V ) denotes the weight of the edge connecting vertices U and

V.

The pseudeocode for the proposed algorithm is given below in table 1:

“
Pesudeocode

function BellmanFord(G, S)

1. Initialize t[S] to ts and t[V ] to infinity for all other vertices V in G

2. for each vertex V in G

3. if V == S then

4. t[V ] = 0

5. else

6.t[V ] = infinity

// Initialize P[V] to null for all vertices V in G for each vertex V in G

7. P [V ] = null

8. Set a counter C to 0

9. C = 0

10. Repeat ∥V ∥ − 1 times, where |V | is the number of vertices in G while C < |V | − 1

11. For each edge (U, V) in G, check if t[V ] can be improved by using (U, V)

12. for each edge (U, V) in G

13. If t[V ] > t[U ] +w(U, V ) then update w[V ] and P[V]

14. ift[V ] > t[U ] +w(U, V ) then

15. t[V ] > t[U ] +w(U, V )

16. P [V ] = U

17. Increment C by 1

18. C = C + 1

19. Check for negative cycles by relaxing the edges one more time for each edge (U, V) in G

20. If t[V ] > t[U ] +w(U, V ) then there is a negative weight cycle and shortest path does not exists

21. if t[V ] > t[U ] +w(U, V ) then

22. return ”Negative cycle found”

23. Return the distance and parent arrays

24. return D, P

”

Table 1. Pesudecode for the Proposed Algorithm
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6. Numerical Example

A numerical example from [7] involves a time-dependent network graph where BNFN denote

the weights and the departure time ts = (0.2, 0.4, 0.5,−0.5,−0.7,−0.3)

Figure 2. A Bipolar Neutrosophic Fuzzy Network Graph

Table 2. Arc values for Figure 2

Edges Time-dependent Bipolar Neutrosophic

Fuzzy Arc Values

1 → 2 (0.4, 0.6, 0.3,−0.5,−0.4,−0.3)

1 → 3 (0.3, 0.8, 0.6,−0.7,−0.4,−0.2)

3 → 2 (0.5, 0.3, 0.7,−0.4,−0.5,−0.4)− t

2 → 5 (0.6, 0.8, 0.4,−0.7,−0.3,−0.2) ∗ t
3 → 4 (0.5, 0.3, 0.7,−0.4,−0.5,−0.1)

3 → 5 (0.85, 0.3, 0.1,−0.2,−0.7,−0.8) + t

4 → 6 t

5 → 6 (0.7, 0.6, 0.2,−0.4,−0.4,−0.8)

The best/optimal route from the S to D is described as follows using the suggested Algo-

rithm 7.

Iteration 1: Begin with the source node. Assign the source node be ts

t(1) = (0.2, 0.4, 0.5,−0.5,−0.7,−0.3) and label the node as t(1) = [(0.2, 0.4, 0.5,−0.5,−0.7,−0.3), 1]

Iteration 2: Designate node 1 as α and node 2 as β. Proceed to ease the edges leading to

node 2 employing the formula [7]. Utilize the scoring function [4] to select the minimum score
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and assign it as the temporary node.

t(2) = min
α<2

{t(α) +wα2} = t(1) +w12 = (0.2, 0.4, 0.5,−0.5,−0.7,−0.3) + (0.4, 0.6, 0.3,−0.5,−0.4,−0.3)

= (0.52, 0.24, 0.15,−0.25,−0.82,−0.51)

S(0.52, 0.24, 0.15,−0.25,−0.82,−0.51) = 0.615.

Therefore, Label t(2) = [(0.52, 0.24, 0.15,−0.25,−0.82,−0.51), 1 → 2]

Iteration 3: Iterate through the aforementioned procedure for node 3, relaxing all edges

by applying the equation 7.

t(3) = min
α<3

{t(α) +wα3} = t(1) +w13 = (0.2, 0.4, 0.5,−0.5,−0.7,−0.3) + (0.3, 0.8, 0.6,−0.7,−0.4,−0.2)

= (0.44, 0.8, 0.6,−0.7,−0.4,−0.2)

S(0.44, 0.8, 0.6,−0.7,−0.4,−0.2) = 0.728.

Therefore, Label t(3) = [(0.44, 0.8, 0.6,−0.7,−0.4,−0.2), 1 → 3]

Iteration 4: Execute a similar sequence for node 4, wherein the edges reaching node 4 are

relaxed using the equation denoted as [7]. Apply the score function identified as [4] to determine

the minimum score. Subsequently, designate the node corresponding to this minimum score

as the ’temporary node’ for further analysis.

t(4) = min
α<4

{t(α) +wα4} = t(3) +w34 = (0.44, 0.8, 0.6,−0.7,−0.4,−0.2) + (0.5, 0.3, 0.7,−0.4,−0.5,−0.1)

= (0.72, 0.096, 0.21,−0.14,−0.91,−0.49)

S(0.72, 0.096, 0.21,−0.14,−0.91,−0.49) = 0.82.

Therefore, Label t(3) = [(0.72, 0.096, 0.21,−0.14,−0.91,−0.49), 1 → 3 → 4]

Iteration 5: Apply the identical procedure to node 5, relaxing all edges towards node 4

with the equation [7]. Utilize the score function [4] to identify the minimum score, designating

the node linked to this minimal score as the ’temporary node’ for further analysis.

t(5) = min
α<5

{t(α) +wα5}

= min{t(3) +w35, t(2) +w25}

= min{(0.44, 0.8, 0.6,−0.7,−0.4,−0.2) + ((0.8, 0.3, 0.1,−0.2,−0.7,−0.8) + t),

(0.52, 0.24, 0.15,−0.25,−0.82,−0.51) + ((0.6, 0.8, 0.4,−0.7,−0.3,−0.2) ∗ t)}

= min{(0.91, 0.038, 0.02,−0.04,−0.91,−0.92), (0.57, 0.21, 0.11,−0.21,−0.86,−0.54)}

S(0.91, 0.038, 0.02,−0.04,−0.91,−0.92) = 0.95.

S(0.57, 0.21, 0.11,−0.21,−0.86,−0.54) = 0.81.
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Therefore, the minimum values is choosen and Labeled

t(5) = [(0.57, 0.21, 0.11,−0.21,−0.86,−0.54), 1 → 2 → 5]

Iteration 6: Ease all edges accessible from vertex 6 by employing the equation labeled as [7].

To determine the temporary node, apply the score function denoted as [4].

t(6) = min
α<6

{t(α) +wα6}

= min{t(4) +w46, t(5) +w56}

= min{(0.72, 0.096, 0.21,−0.14,−0.91,−0.49) + (0.2, 0.4, 0.5,−0.5,−0.7,−0.3),

(0.57, 0.21, 0.11,−0.21,−0.86,−0.54 + (0.7, 0.6, 0.2,−0.4,−0.4,−0.8)}

= min{(0.78, 0.039, 0.11,−0.07,−0.97,−0.64), (0.87, 0.13, 0.02,−0.08,−0.92,−0.91)}

S(0.78, 0.039, 0.11,−0.07,−0.97,−0.64) = 0.089.

S(0.57, 0.21, 0.11,−0.21,−0.86,−0.54) = 0.93.

Therefore, the minimum values is choosen and Labeled

t(6) = [(0.78, 0.039, 0.11,−0.07,−0.97,−0.64), 1 → 3 → 4 → 6]

Hence the Optimal Path (node 1 to node 6) is 1 → 3 → 4 → 6) (Figure 3)along with travel

time is (0.78,0.039,0.11,-0.07,-0.97,-0.64).

Figure 3. The shortest Path With Travel time using the proposed method
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Table 3. Optimal Results of Shortest Travel Time for 2

Node SP BNFSP Travel Time Score Value

2 1 → 2 (0.52,0.24,0.15,-0.25,-

0.82,-0.51)

0.615

3 1 → 3 (0.44,0.8,0.6,-0.7,-0.4,-0.2) 0.738

4 → 3 → 4 (0.72,0.096,0.21,-0.14,-

0.91,-0.49)

0.82

5 1 → 2 → 5 (0.57,0.21,0.11,-0.21,-

0.86,-0.54)

0.81

6 1 → 3 → 4 → 6 (0.78,0.039,0.11,-0.07,-

0.97,-0.64)

0.089

7. Sensitivity Analysis

A sensitivity analysis was conducted to assess the performance of the proposed algorithm

under various scenarios involving a time-dependent source node and variations in the arc val-

ues. The following cases were examined:

Case 1: Time-Dependent Source Node.

The algorithm was applied to a graph with a time-dependent source node.

Case 2: Zero Time-Dependent Value and Equal Arc Values

The time-dependent value was set to zero, and the arc values were kept constant as per the

provided example.

Case 3: Zero Time-Dependent Value, Interchanged Arc Values.

The time-dependent value was set to zero, and the arc values (3,5) and (3,4) were interchanged.

Case 4: Time-Dependent Source Node with Interchanged Arc Values.

The source node had a time-dependent value, and the arc values (3,5) and (3,4) were inter-

changed.

Case 5: Time-Dependent Source Node with Interchanged Arc Value (1,2)

The source node had a time-dependent value, and the arc value (1,2) was considered in place

of (2,5) and vice versa.

Case 6: Zero Time-Dependent Value with Interchanged Arc Value (1,2)

The time-dependent value was set to zero, and the arc value (1,2) was considered in place of
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(2,5) and vice versa.

Table 4. Senstivity Analysis based on changing the values

Cases SP Bipolar Neutrosophic Number Score Value

Case 1 1 → 3 → 4 → 6 (0.78,0.039,0.11,-0.07,-0.97,-0.64) 0.089

Case 2 1 → 3 → 4 → 6 (0.84,0.32,0.04,-0.17,-0.72,-0.87) 0.83

Case 3 1 → 3 → 4 → 6 (0.91,0.04,0.02,-0.04,-0.91,-0.92) 0.79

Case 4 1 → 2 → 5 → 6 (0.93,0.015,0.01,-0.02,-0.97,-0.94) 0.97

Case 5 1 → 3 → 4 → 6 (0.78,0.039,0.11,-0.07,-0.97,-0.64) 0.79

Case 6 1 → 3 → 4 → 6 (0.84,0.32,0.04,-0.17,-0.72,-0.87) 0.83

Figure 4. Senstivity Analysis for the example problem

Figure 4 illustrates the diagrammatic representation corresponding to various scenarios out-

lined in Table 4. The purpose of this sensitivity analysis is to assess the performance of the

proposed algorithm under different conditions, encompassing variations in the time-dependent

source node and alterations in arc values. Each case serves as a means to gain insights into

the algorithm’s robustness and adaptability across diverse input scenarios.
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The outcomes derived from these individual cases play a pivotal role in comprehending the

algorithm’s behavior. They aid in identifying both the strengths and limitations of the al-

gorithm when confronted with a spectrum of input configurations. This sensitivity analysis

contributes valuable information for assessing the algorithm’s efficacy and refining its applica-

tion to different and challenging scenarios.

8. Comparison Analysis

The proposed algorithm consistently demonstrates superior performance compared to the

method outlined in [7] and outperforms the existing approach presented by Broumi et al.

in [46]. Notably, our method not only surpasses the performance of the cited methods but

also provides accurate travel time scores, a feature absent in the existing methodology. Below

table 5 shows the comparison result.

Table 5. Comparison for the proposed method

Methods SP Shortest Travel Time Score of travel time

Time-Dependent Dijkstra

Algorithm [7]

1 → 2 → 5 → 6 (0.901,0.122,0.15,-0.078,-0.919,-

0.912)

0.92

Exisitng Technique [46] 1 → 2 → 5 → 6 (0.60,0.06,0.04,-0.024,-0.76,-

0.85)

-

Proposed Method 1 → 3 → 4 → 6 (0.78,0.039,0.11,-0.07,-0.97,-

0.64)

0.089

The incorporation of an innovative approach for addressing uncertainty and variability in

edge weights over time, utilizing time-dependent bipolar neutrosophic weights, presents a novel

level of adaptability to dynamic environments. Utilizing bipolar neutrosophic numbers allows

for the effective representation of imprecision and uncertainty in weight values, a crucial feature

in dynamic environments where obtaining precise values may be challenging. A algorithm’s

capacity to manage uncertain weights in a time-dependent manner contributes to a more

realistic modeling of real-world systems, accurately reflecting fluctuations in weights due to

changing conditions. When the extended Bellman-Ford algorithm is modified to accommodate

the time-dependent bipolar neutrosophic weights, it gains the capability to dynamically adapt

to evolving network conditions. This adaptability proves advantageous in scenarios where

edges undergo variations in travel times or costs owing to factors such as traffic conditions,

weather, or other temporal influences. The proposed algorithm, featuring time-dependent

bipolar neutrosophic weights, introduces a novel level of adaptability to dynamic environ-

ments. It exhibits the ability to dynamically respond to fluctuations in edge weights, making

it well-suited for applications in which network conditions undergo frequent changes. The key
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advantage lies in its adaptability to changing environments, , particularly valuable in domains

like transportation networks or communication networks where temporal variations can occur,

and precise information may be elusive.

9. Applications of Bipolar Neutrosophic Time-Dependent Shortest Path Problem

Some applications of solving the Bipolar Neutrosophic Time-dependent Shortest Path Prob-

lem (BNTDSPP) using the Bellman-Ford algorithm:

(1) Transportation and Traffic Management:

By employing BNTDSP with the Bellman-Ford algorithm, transportation systems gain

the ability to factor in unpredictable elements such as traffic uncertainty, accidents,

and road closures. Additionally, the incorporation of time-dependent attributes allows

for the consideration of varying traffic congestion levels at different times of the day.

(2) Network Routing in Telecommunications:

Telecommunication networks can optimize data transmission pathways by employing

the Bellman-Ford algorithm adapted for BNTDSP. This optimization ensures the se-

lection of the most dependable and time-efficient routes, considering variables like

network congestion and the variable quality of network links.

(3) Autonomous Vehicles and Robotics:

Autonomous vehicles and robotic systems can enhance their navigational capabilities

by incorporating BNTDSP within the Bellman-Ford framework. This adaptation en-

ables these entities to navigate dynamic environments while accounting for obstacles

that may arise unexpectedly, thus enabling real-time path adjustments for safe and

efficient operations.

(4) Public Transportation Optimization:

Public transportation systems can streamline their operations by optimizing routes

for buses, trams, or subways. This optimization encompasses the dynamic nature of

passenger demand and varying traffic conditions, ultimately leading to more efficient

and responsive public transportation networks.

The application of the Bellman-Ford algorithm adapted for BNTDSP in these scenarios em-

powers decision-makers to make well-informed choices by accommodating both bipolar neutro-

sophic elements and time-dependent attributes. This approach provides practical and adapt-

able solutions to real-world challenges across various domains.
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9.1. Benefits and Limitations of the proposed method

Benefits

”The proposed algorithm can handle graphs with both positive and negative weights, making

it a versatile choice when the decision-maker uncertain about the weights in your graph.The

optimal solution is guaranteed by the algorithm when it stops, regardless of the presence of

negative weights, if there are no cycles with negative weight that can be reached from the

source node. It can be elongated to ” ”

• Interval-Bipolar Neutrosophic numbers

• Fermatean Neutrosophic Fuzzy numbers

• interval-valued fermatean neutrosophic fuzzy number and so on.

” Limitations ”

• The algorithm may require significant memory usage, especially for large graphs, which

can be a constraint in memory-constrained environments.

• In dense graphs (graphs with a large number of edges), the prposed algorithm can be

particularly slow due to its time complexity.

• BNN are capable of handling uncertainty, they may face challenges in effectively rep-

resenting and manipulating temporal aspects or time-dependent variations in data,

which are crucial in many real-world scenarios.

”

10. Conclusion

This paper introduces a novel methodology for determining optimal routes in a Bipolar

Neutrosophic Graph, where travel times depend on the current time. In this unique sce-

nario, vertex weights are expressed as fuzzy numbers to capture the inherent uncertainty and

variability associated with travel times. To address this innovative problem, we extend the

Bellman-Ford algorithm, originally designed for traditional graphs, to accommodate BNN.

These specialized fuzzy numbers allow the representation of both positive and negative de-

grees of membership, thereby enhancing the algorithm’s versatility. Our proposed method

is applicable in transportation systems, where travel times are subject to uncertainty due to

factors like traffic conditions, weather, or accidents. The BNSPP can also find applications in

communication networks, supply chain optimization, critical infrastructure networks, financial

networks, and more. The efficacy of our approach is evaluated through its application to a

real-world case, with comparisons made against existing methods.

Notably, our method demonstrates computational efficiency, even when dealing with large

graphs. However, its essential to acknowledge the limitations of our method, particularly
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in terms of the complexity in the representation of BNN. The three components—positive,

neutral, and negative values—along with their respective membership functions, introduce in-

tricacies in calculations and decision-making processes compared to simpler number systems.

Additionally, while BNN adeptly handle uncertainty, challenges may arise in effectively rep-

resenting and manipulating temporal aspects or time-dependent variations in data, crucial in

many real-world scenarios. Looking ahead, we identify potential avenues for future research

and applications in this promising direction, recognizing the need for further exploration and

refinement.
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