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Abstract. This study harnesses advanced time series models ARIMA, ETS, and SARIMA, coupled with neutrosophic statistics, 

to forecast unemployment trends through interval-based predictions. Transforming these predictions into neutrosophic forms 

enables the quantification of indeterminacy, providing a nuanced interpretation of potential economic scenarios. The integration 

of neutrosophic statistics enhances the interpretative power and accuracy of these models, offering a deeper insight into the 

inherent uncertainties of economic forecasting. The approach reveals not only the variabilities and potential outcomes within the 

unemployment rates but also strengthens the decision-making processes by presenting data that encompass both precision and 

indeterminacy. This paper underscores the importance of advanced statistical methods in economic predictions, suggesting fur-

ther exploration into other economic metrics and advocating for a broader application of neutrosophic statistics to enhance the 

reliability of economic forecasting across diverse contexts. 
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1 Introduction 

Unemployment stands as a crucial economic issue, receiving extensive attention in scholarly discussions. It is 

defined as a condition where individuals actively seeking employment for more than three months remain unable 
to secure a job. The unemployment rate quantifies this by expressing the proportion of unemployed individuals 
relative to the total labor force. This economic issue not only undermines living standards but also contributes to 

rising crime rates and insecurity, particularly noted in places like Ecuador [1]. 
Time series data, characterized by the dependency of successive observations, supports the analysis of such 

phenomena by acknowledging the sequence in which data appears. Time series modeling is widely applied in 
various fields like sales, meteorology, and inventory management, proving critical in scenarios involving uncer-

tainty about the future. These models are particularly effective in forecasting [2]. 
Predicting time series data, especially when expressed in intervals rather than specific numbers, allows for 

more accurate yet uncertain outcomes [3]. This method falls under Neutrosophic Statistics, which incorporates 

interval data into statistical predictions. Enhancing the precision of these forecasts involves integrating multiple 
models, a growing and significant research area, especially applied to predicting unemployment rates for the future 
[4]. 

Unemployment remains a critical economic issue that garners extensive attention in scholarly discussions, 

largely due to its profound impact on societal welfare and economic stability. Defined as the condition in which 
individuals who are actively seeking employment for more than three months remain jobless, the unemployment 
rate quantifies this phenomenon, reflecting the proportion of the unemployed within the total labor force. The 

ramifications of high unemployment are severe, undermining living standards and contributing to increased crime 
rates and insecurity, with notable effects observed in regions like Ecuador [5]. Utilizing time series data, which 
acknowledges the sequential dependency of observations, enhances the analysis of such phenomena. Time series 

modeling, widely applied across various domains such as sales, meteorology, and inventory management, proves 
indispensable in scenarios laden with future uncertainties.  

This paper explores the application of predictive models enhanced by neutrosophic statistics to project unem-
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ployment rates, offering a novel approach in the realm of economic forecasting by integrating interval-based pre-
dictions with a neutrosophic framework to manage and interpret uncertainty more effectively. 

2 Preliminaries  

2.1 Time series and Neutrosophic Statistics  

Time series analysis involves the examination of data points arranged in chronological order. This methodology 
is crucial for understanding trends, cycles, and seasonal variations inherent in various datasets across time. Time 

series can be represented as [6]: 
 
𝑌𝑡 =  𝑓(𝑡) + 𝜀𝑡          (1) 

Where: 
𝑌𝑡  is the is the value of the series at time 𝑡, 
𝑓(𝑡) represents the deterministic components like trends or seasonal effects, 
𝜀𝑡  is the random error component. 
To predict future values of a time series and address the uncertainty of these predictions, interval forecasting is 

used. Interval predictions provide a range (interval) within which future observations are expected to fall, rather 

than pinpointing a single value. This can be formulated in the equation editor as [7]: 

𝑌̂(𝑡 + ℎ|𝑡) =  𝑓(𝑡 + ℎ) ±  𝑧 ∗  𝜎̂       (2) 

Where: 

 𝑌̂(𝑡 + ℎ|𝑡) =  is the predicted value at time 𝑡 + ℎ, based on the information up to time 𝑡, 

f ̂(t+h) is the predicted deterministic component, 

z is the z-score from the normal distribution corresponding to the desired confidence level, 
𝜎̂  is the estimated standard deviation of the forecast errors. 
 

 

Figure 1. Components of prediction intervals around model outputs [8]. 
 
This approach to forecasting accommodates the inherent uncertainty in future predictions and provides a more 

realistic representation of the expected outcomes, making it invaluable in fields such as economics, finance, and 
environmental science. 
To enhance this model using neutrosophic statistics, which allows for handling data ambiguity and indeterminacy 

more effectively, the interval can be transformed into a neutrosophic number. This transformation involves ex-
panding the classical interval to include an indeterminacy component, reflecting the uncertainty and imprecision 
inherent in real-world data. The neutrosophic treatment of the interval is as follows [9]: 
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𝑓(𝑡 + ℎ) −  𝑧 ∗  𝜎̂  × (𝑓(𝑡 + ℎ) +  𝑧) ⋅ 𝐼𝑁         (3) 
Here, 𝐼𝑁  represents the indeterminacy factor associated with the prediction, where 𝐼𝑁 ∈ [𝐼𝑙 , 𝐼𝑢],  This notation 
introduces the bounds of indeterminacy.  

𝐼𝑙  (lower indeterminacy) and 𝐼𝑢   (upper indeterminacy), which define the range of possible deviations due to 
uncertain elements affecting the forecast. 
This refined representation not only aligns with the principles of neutrosophic statistics but also provides a more 

nuanced and realistic portrayal of the uncertainties inherent in time series forecasting. It makes the prediction 
interval more robust and informative, particularly useful in scenarios where data ambiguity and fuzziness are prev-
alent. This approach is instrumental for researchers and practitioners in fields where data quality and precision are 

variable and often not strictly deterministic. 

2 Material and Methods   

The analysis presented in this article is based on data sourced from the National Survey of Employment, Unem-
ployment, and Underemployment (ENEMDU), provided by the National Institute of Statistics and Censuses 

(INEC). This study integrates advanced time series models to enhance the accuracy and understanding of labor 
trends. Specifically, it combines the established models such as ARIMA[10], the Exponential Smoothing Model 
(ETS)[11] , and SARIMA (Seasonal ARIMA)[12]. The fusion of these methods is achieved through the use of 

neutrosophic means, an approach that adeptly handles the uncertainty and indetermination inherent in predictions. 
This integration not only enhances the robustness of the predictive models but also offers a more profound frame-
work for interpreting the complex dynamics of the labor market[13,14]. 
The neutrosophic mean, denoted as 𝑋𝑛, is calculated by considering the neutrosophic inclusion 𝐼𝑁that belongs to 

the interval [𝐼𝑙 , 𝐼𝑢]. This mean consists of two main elements: 𝑋𝑙, which is the mean of the lower part of the neu-

trosophic samples, and 𝑋𝑢, which is the mean of the upper part. The respective definitions are: 

𝑋𝑙 =
∑ 𝑋𝑖𝑙

𝑛𝑙
𝑖=1

1

𝑛𝑙
                                           (4) 

𝑋𝑢 =
∑ 𝑋𝑖𝑢

𝑛𝑢
𝑖=1

𝑛𝑢
                                           (5) 

where 𝑛𝑙 and 𝑛𝑢represent the number of elements in the lower and upper parts of the neutrosophic samples, re-

spectively. Therefore, the neutrosophic mean 𝑋𝑛, is expressed as the sum of 𝑋𝑙 and 𝑋𝑢, adjusted by the interval of 

indetermination 𝐼𝑛: 

𝑋𝑁 =  𝑋𝑙 +  𝑋𝑢𝐼𝑁; 𝐼𝑁 ∈  [𝐼𝑙 , 𝐼𝑢]                                       (6) 

𝐼𝑙,=0, and 𝐼𝑢 

𝐼𝑢 =
𝑋𝑢−𝑋𝑙

𝑋𝑢

          (7) 

3 Results 

we applied the three methods—ARIMA, ETS, and SARIMA—to the dataset, yielding interval-based predictions. 
These intervals were then transformed into neutrosophic forms, which effectively capture the measures of indeter-
minacy associated with each prediction. This transformation allows for a nuanced interpretation of the data, em-

phasizing the inherent uncertainties within the labor market forecasts. For detailed interval and indeterminacy 
values, refer to Table 1. This table showcases how each model's predictions are expressed in neutrosophic terms, 
providing a clear depiction of the range and reliability of the forecasts. 

 

 First Quarter 
2024 

Second Quarter 
2024 

Third quarter 
2024 

ARIMA   [2.97, 4.25] [2.72, 4.49] [2.52, 4.69] 

ETS [3.05, 3.72] [2.91, 3.58] [2.78, 3.45] 

SARIMA 

 

[2.87, 3.30] [3.16, 3.61] [2.54, 3.01] 

Media  [2.96, 3.76]  [2.93,3.89] [2.61,3.72 

Neutrosophic 

forms  

2.96+3.76I; 𝐼 ∈
[0,0.21] 

2.93+3.89I; 𝐼 ∈
[0,0.247] 

2.61+3.72I; 𝐼 ∈
[0,0.298] 

Table 1: Prediction Intervals and Neutrosophic Forms for Time Series Models. 

 
Table 1 presents the prediction intervals and corresponding neutrosophic forms for three different time series mod-
els: ARIMA, ETS, and SARIMA, across three future quarters of 2024. These intervals reflect the range of potential 
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outcomes, illustrating the inherent uncertainty in our predictions. The neutrosophic forms further quantify this 
uncertainty, highlighting the degree of indeterminacy associated with each interval. This representation allows for 
a more nuanced understanding of the forecasted data, facilitating more informed decision-making in uncertain 

conditions. 
 

Figure 2. Neutrosophic Number Representation 

Figure 2 illustrates the neutrosophic representation of prediction intervals for the first three quarters of 2024, 
clearly depicting an increasing trend in uncertainty as the year progresses. This rise in indeterminacy, captured 
through the enlarging segments of the neutrosophic intervals, is crucial for understanding the dynamics at play 

within the environmental data being analyzed. 

The increase in the indeterminate component of the neutrosophic numbers suggests a growing complexity or var-
iability in the underlying data as the year advances. This could be attributed to several factors, including seasonal 

variations, changes in data collection methodologies, or external economic or environmental impacts that become 
more pronounced over time. 

From a decision-making perspective, this trend underscores the need for adaptive strategies that can accommodate 

an expanding range of outcomes. It also highlights the importance of continuous monitoring and updating of pre-
dictive models to better align with the evolving data landscape, ensuring that decision-making remains robust in 
the face of increasing uncertainty. 

Such observations not only validate the utility of incorporating neutrosophic statistics in the analysis of time series 

data but also emphasize the critical role of these techniques in enhancing our comprehension of uncertainty in 
predictive modeling. 

Conclusion 

This study has demonstrated the effective integration of ARIMA, ETS, and SARIMA models, enhanced by neu-
trosophic statistics, to forecast unemployment trends through interval-based predictions. By transforming these 
intervals into neutrosophic forms, we were able to capture and quantify the underlying indeterminacy, providing 
a more nuanced view of the predictive landscape. This approach not only addresses the uncertainties inherent in 

economic forecasting but also enhances the interpretative power of the results, offering a more comprehensive 
understanding of potential future scenarios. The utilization of neutrosophic statistics has proven instrumental in 
refining the precision of these predictions, allowing for a detailed depiction of uncertainty and variability that 

traditional models might overlook. 
Given the promising results observed in this study, future research could explore the extension of neutrosophic 
statistics to other areas of economic forecasting, such as inflation rates, GDP growth, or market volatility. Addi-

tionally, further refinement of the neutrosophic models to include more dynamic elements of indeterminacy could 
provide even greater accuracy and reliability in predictions. It would also be beneficial to conduct comparative 
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studies across different economies to validate the effectiveness of neutrosophic statistics in diverse economic con-
texts. Such investigations would not only enhance our understanding of neutrosophic methods but also potentially 
lead to the development of standardized approaches for handling uncertainty in economic time series analysis. 
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