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Abstract: An adaptive large neighborhood search (ALNS) lacks a clear measure for 

assessing the improvement degree in the new solution, which causes fuzziness and 

uncertainty in the operator score. To solve the aforementioned problem, the main 

innovation of this study is to propose an adaptive neutrosophic large neighborhood search 

(ANLNS). Specifically, the main work is as follows. Firstly, the number of times each 

operator scores are quantified by constructing NSs, thereby analyzing algorithm 

performance and preventing the idealization of scores. Secondly, a novel neutrosophic 

utility function and score function are proposed to assign an appropriate score for the 

operator within a reasonable interval. Finally, the effectiveness and robustness of the 

proposed ANLNS is validated by the capacitated vehicle routing problem benchmarks with 

three varying scales and comparative analyses. The compared results indicate that the 

proportion of best solutions for ANLNS are 50%, 100%, and 37.5%, which significantly 

highlight the robustness and reliability of the proposed algorithm when the degree of 

destruction is 0.3, 0.5, and 0.7, respectively. Meanwhile, the proposed ANLNS is efficient 

and flexible, providing a novel method for addressing other situation optimization 

problems. 

Keywords: Neutrosophic sets; Utility function; Adaptive neutrosophic large neighborhood 

search; Capacitated vehicle routing problem 

 

 

1. Introduction 

As the complexity and particularity of contemporary work environments, the efficacy of 

solutions and the rationality of algorithm workflows are of concern dramatically. Therefore, it 

is noted that an increasing number of heuristic algorithms have been widely applied and 

researched, such as adaptive large neighborhood search (ALNS) [1]. Usually, the six primary 

sections of ALNS process are initialization, roulette wheel selection (RWS), destroy operators, 

repair operators, adaptive weight adjustment, and acceptance and stopping criteria [2]. 

Especially, in the adaptive weight adjustment stage, the ALNS only focuses on whether the 
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new solution is better than the best solution or current solution. If this condition is met, the 

operator increases the fixed score. However, this established scoring mechanism does not 

evaluate the specific improvement degree in the new solution, which makes it difficult to 

assign the appropriate score for each operator and exhibits fuzziness and uncertainty. 

Based on the aforementioned problems, this study mainly focuses on how to assign an 

appropriate score for each operator. Thereafter, this study proposes an adaptive neutrosophic 

large neighborhood search (ANLNS) algorithm to better assign the operator score. 

Specifically, the main contributions are as follows. 

Firstly, this study keeps track of the number of times that each operator scores under 

four different situations, and quantifies these number of times by constructing neutrosophic 

sets (NSs). Among them, NSs facilitate the ANLNS to comprehensively analyze operator 

performance and enhance the ability to evaluate actual contributions of each operator. 

Secondly, this study proposes a neutrosophic utility function based on neutrosophic sets 

and a score function. This combination of functions not only better measures the algorithm's 

preference for different operators but also assign a suitable score within a reasonable interval. 

Moreover, the scores are rational, reducing the existence of subjective factors. 

Finally, this study verifies the robustness and validity of ANLNS through the capacitated 

vehicle routing problem (CVRP) benchmark instances. Additionally, it provides a novel 

method to address the CVRP by applying ANLNS. 

The rest of this study is organized as follows. Section 2 introduces the literature review 

of ALNS, NSs, and CVRP. Section 3 indicates some definitions of ALNS and NSs, introduces a 

mathematical model on CVRP, and proposes the ANLNS. Section 4 provides a study case and 

proves its validity and robustness of the proposed ANLNS. In Section 5, this study presents 

some conclusions and insights. 

2. Literature review 

For convenience, this section reviews previous studies on ALNS, NSs, and CVRP, 

providing an overview of existing deficiencies that need attention. 

ALNS was proposed by Pisinger and Ropke [3] to address the vehicle routing problem 

(VRP) under various transportation conditions. Subsequently, scholars have carried out 

extensive expansion and in-depth discussion on the ALNS in recent decades. For instance, Cai 

et al. [4] employed a hybrid heuristic algorithm that integrates ALNS and tabu search to 

address the electric vehicle relocation problem. Then, aiming at a bi-objective green VRP, 

Amiri et al. [5] presented an approach integrating three multi-objective solution methods 

with the ALNS. In the same year, by enhancing the ALNS algorithm, Fathollahi-Fard et al. [6] 

resolved the general quadratic allocation problem efficiently. Chen et al. [7] designed a new 

ALNS to effectively address the routing of delivery robots. Simultaneously, Rolim et al. [8] 

constructed a new earliness-tardiness extension of the ALNS, which contained several 

insertion operators and an embedded procedure. 

Meanwhile, NSs offer a powerful framework for effectively analyzing and solving 

uncertain, fuzzy, and contradictory information. In these regards, some scholars have delved 

into the application of NSs. For example, Rashno et al. [9] designed a new clustering 

algorithm based on NSs, effectively addressing boundary and outlier points by defining data 

indeterminacy and optimizing a cost function through gradient descent methods. Then, 
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Saeed et al. [10] extended and proposed the neutrosophic hypersoft graph to hand 

neutrosophic hypersoft information. Later, Ye [11] extended the application of neutrosophic 

(indeterminate fuzzy) multivalued sets and achieved great advancements in teaching quality 

assessment of teachers. Then, Smarandache [12] reviewed the definitions and properties of six 

new topologies introduced between 2019 and 2022. Barbosa and Smarandache [13] 

introduced the Pura Vida Neutrosophic Algebra based on neutrosophic numbers, which 

apply to the Neutrosophic matrices and vectors. Smarandache [14] designed a novel 

SuperHyperSoft Set and Fuzzy Extension SuperHyperSoft Set, which provides examples to 

present these applications. Smarandache [15] applied the n-th PowerSet of a set to describe 

the organizational architecture in the real world more comprehensively and discussed 

SuperHyperFunction, SuperHyperStructure, Neutrosophic SuperHyperFunction, and 

Neutrosophic SuperHyperStructure. Smarandache [16] identified nine groundbreaking 

topologies, providing a comprehensive overview and delving into current trends and future 

challenges. Al-Hijjawi and Alkhazaleh [17] proposed a concept of the possibility of 

neutrosophic hypersoft sets and gave the basic operations and characteristics. To better 

understand Neutrosophic Numbers' operation in the neutrosophic statistics framework, 

Smarandache [18] innovatively presented the Appurtenance Equation and Inclusion Equation 

and gave the solution method. Mishra et al. [19] proposed an integrated multi-attribute 

decision-making methodology using single-valued NSs to evaluate and prioritize energy 

storage technologies. 

Besides, CVRP is NP-hard. CVRP has made some improvements and extensions on the 

basis of the traditional traveling salesman problem [20]. For example, Vidal [21] implemented 

a simple and open-source Hybrid Genetic Search algorithm, which specially contained a new 

neighborhood for the CVRP. Then, Rezaei et al. [22] proposed solving the CVRP, combining a 

refined imperialist competitive algorithm with a hybrid genetic search algorithm for 

enhancing optimization. After that, Jiang et al. [23] designed an evolutionary algorithm for 

solving CVRP based on the relevance matrix. At the same time, Wang et al. [24] effectively 

improved the genetic algorithm and successfully solved the multi-objective CVRP with 

workload balancing. Simultaneously, Chi and He [25] addressed the pickup CVRP with three-

dimensional loading constraints by improving a traditional branch-and-price algorithm. 

Based on the aforementioned, it indicates that many improved ALNS algorithms satisfy 

some practical work requirements. However, the issues of fuzziness and uncertainty need to 

be resolved in the ALNS algorithm. Specifically, the traditional scoring mechanism of the 

ALNS is to subjectively assign a fixed score to the operator, failing to effectively reflect the 

specific improvement degree in the new solution and leading to uncertainty and ambiguity in 

the operator score. Although NSs are widely applied, they have not yet been integrated into 

ALNS, which provides a novel direction for research. Aiming at the above problems, this 

study proposes the integration of NSs into the ALNS to better assign operator scores and 

reflect their performance. 

3. Materials and methods 

For convenience, this section briefly introduces the basic definitions of ALNS and NSs, 

and basic problem description on CVRP. 
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3.1. Preliminaries 

Definition 1. [26] The ALNS algorithm flow refers to the pseudo-code of Algorithm 1. 

ALGORITHM 1 ALNS. 

1: Input: the initial solution 𝑥; 

2: 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ← 𝑥; 𝑥𝑏𝑒𝑠𝑡 ← 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ; 

3: 𝑞 = 𝜇 ⋅ 𝐶𝑁; 𝑡 = 0; 

4: While 𝑡 ≤ 𝑚𝑎𝑥_𝑖𝑡𝑒𝑚 do 

5:   𝑥𝑠 ← 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ; 

6: 𝑥′ ← select a destroy operator by using the RWS, and remove 𝑞 requests from 𝑥𝑠; 

7: 𝑥𝑛𝑒𝑤 ← select a repair operator by using the RWS, and insert 𝑞 requests into 𝑥′; 

8: If 𝑓(𝑥𝑛𝑒𝑤) < 𝑓(𝑥𝑏𝑒𝑠𝑡) then 

9: 𝑥𝑏𝑒𝑠𝑡 ← 𝑥𝑛𝑒𝑤; 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ← 𝑥𝑛𝑒𝑤; increase the score 𝜎1 for the utilized operators;  

10: Else if 𝑓(𝑥𝑛𝑒𝑤) < 𝑓(𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡) then 

11: 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ← 𝑥𝑛𝑒𝑤; increase the score 𝜎2 for the utilized operators;  

12: Else if the simulated annealing criteria is met, then 

13: 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ← 𝑥𝑛𝑒𝑤; increase the score 𝜎3 for the utilized operators;  

14: Else 

15: increase the score 𝜎4 for the utilized operators; 

16: End if 

17: update scores and weights of all operators; 

18: 𝑡 ← 𝑡 + 1; 

19: End while  

20: Output: the best solution 𝑥𝑏𝑒𝑠𝑡 . 

 

Here, Line 1 indicates that the ALNS selects the initial feasible solution 𝑥 as the input 

parameter. Line 2 indicates that the current solution 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡  is assigned the value of 𝑥 , 

followed by setting the best solution 𝑥𝑏𝑒𝑠𝑡  equal to 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡. Line 3 indicates that 𝑞 requests are 

removed from the solution, and the start iteration number is set to 0. Among them, the 

parameter 𝐶𝑁 represents the size of the solution, and the parameter 𝜇 denotes the degree of 

destruction to which requests are removed from the solution. Line 5 indicates that a solution 

𝑥𝑠 is a copy of the 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡. Lines 6-7 execute the RWS to select the operators that construct a 

new solution 𝑥𝑛𝑒𝑤. Apply lines 8-11 to update 𝑥𝑏𝑒𝑠𝑡  and 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡. If 𝑥𝑛𝑒𝑤 is better than 𝑥𝑏𝑒𝑠𝑡 , 

𝑥𝑏𝑒𝑠𝑡  and 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 replace 𝑥𝑛𝑒𝑤. Otherwise, if 𝑥𝑛𝑒𝑤 is better than 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡, 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 replaces 𝑥𝑛𝑒𝑤. 

Then, if the operators produce 𝑥𝑛𝑒𝑤  that is worse than 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 , accept 𝑥𝑛𝑒𝑤  using the 

simulated annealing acceptance criterion (lines12-16). Line 17 performs the update of the 

operator scores and weights. Finally, the algorithm outputs 𝑥𝑏𝑒𝑠𝑡  in line 20. 

Definition 2. [27, 28] Let 𝑋 be a space of points (objects), and each element of 𝑋 is represented 

by 𝑥. A truth-membership function 𝑇𝑆(𝑥), an indeterminacy-membership function 𝐼𝑆(𝑥), and a 

falsity-membership function 𝐹𝑆(𝑥)  are used to describe a NS 𝑆  in 𝑋 . Then, use 𝑆 =

{〈𝑥, 𝑇𝑆(𝑥), 𝐼𝑆(𝑥), 𝐹𝑆(𝑥)〉|𝑥 ∈ 𝑋} as a representation of 𝑆. Functions 𝑇𝑆(𝑥), 𝐼𝑆(𝑥), and 𝐹𝑆(𝑥) are real 

standard or non-standard subsets of ]0−, 1+[ , denoted by 𝑇𝑆(𝑥): 𝑋 → ]0−, 1+[ , 𝐼𝑆(𝑥): 𝑋 →

]0−, 1+[, and 𝐹𝑆(𝑥): 𝑋 → ]0−, 1+[ respectively. There is no restriction on the sum of 𝑇𝑆(𝑥), 𝐼𝑆(𝑥), 

and 𝐹𝑆(𝑥) , resulting in 0− ≤ 𝑇𝑆(𝑥) + 𝐼𝑆(𝑥) + 𝐹𝑆(𝑥) ≤ 3+ . For simplicity, if 𝑋  has only one 

element, 𝑆 is expressed as 𝑆 = 〈𝑇𝑆(𝑥), 𝐼𝑆(𝑥), 𝐹𝑆(𝑥)〉 and can be called a neutrosophic number. 

Example: The student's performance grade is considered a neutrosophic number to 
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effectively represent a student's performance grade in a subject: 〈7.2,7.5,7.8〉. The student's 

grade in the truth-membership degree is 7.2. The student's grade in the indeterminacy-

membership degree is 7.5. The student's grade in the falsity-membership degree is 7.8. 

3.2. Problem description 

The CVRP was defined on a connected graph 𝐺 = (𝑉, 𝐸) . Among them, 𝑉 =

{𝑉0, 𝑉1, … , 𝑉𝑛+1}  is a vertex set and 𝐸 = {(𝑉𝑖 , 𝑉𝑗)|𝑉𝑖 , 𝑉𝑗 ∈ 𝑉, 𝑉𝑖 ≠ 𝑉𝑗 }  is an arc set. Each arc 

represents the distance between two vertices. The vertex 𝑉0  represents the depot, and the 

other vertices represent the customer point. Each vehicle has the same loading capacity and 

carries the same kind of goods, that is, constitutes a group of homogeneous fleets. Each 

vehicle begins its route at the depot and ultimately returns to the depot after completing the 

distribution task. The demand for goods by all customers is known, with each customer being 

served by exactly one vehicle. The loading capacity and total distance of each vehicle are not 

allowed to exceed the maximum loading capacity and maximum distance. The CVRP aims at 

minimizing total cost, which, in practical terms, translates to reducing the overall 

transportation distance. Then, the CVRP is expressed as follows: 
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where Eq. (1) indicates an objective function of CVRP. Eq. (2) indicates that each vehicle 

follows the maximum traveling distance. Eq. (3) indicates that each vehicle begins and ends in 

the depot. Eq. (4) makes sure each customer only accesses one vehicle. Eq. (5) indicates the 

constraint of maximum loading capacity. Eq. (6) indicates that the number of available routes 

after leaving the depot, which is no more than 𝐾. 𝑥𝑖𝑗𝑣 is a 0-1 binary variable, where 𝑥𝑖𝑗 = 1 

indicates that vehicle 𝑣 travels from customer 𝑖 to customer 𝑗, and 0 otherwise. 𝑑𝑖𝑗  represents 

the distance from customer 𝑖 to customer 𝑗, 𝑁 indicates the total number of customers served, 

𝐾 represents the maximum number of vehicles utilized, 𝑄𝑣 represents the maximum loading 
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constraint for vehicle 𝑣 , 𝑀𝑖  represents customer 𝑖  demand, 𝑇𝑣  represents the maximum 

distance traveling of vehicle 𝑣 . Meanwhile, Figure 1 illustrates an instance of CVRP to 

enhance understanding. 

 

Figure 1. Illustration of the capacitated vehicle routing problem. 

3.3. Proposed approach 

This study introduces the concrete steps of the ANLNS algorithm, which is applied to 

solve the CVRP. The initial solution stage is expressed in subsection 3.3.1. Then, the general 

principles of the RWS are explained in subsection 3.3.2. The destroy operators are introduced 

in subsection 3.3.3. The repair operators are introduced in subsection 3.3.4. Furthermore, NSs 

and neutrosophic utility functions are used to assign an appropriate score for the actual 

contribution of the used operator in subsection 3.3.5. The acceptance and stopping criteria are 

introduced in subsection 3.3.6. 

3.3.1. Initial solution 

A high-quality initial feasible solution has a crucial impact on the final best solution, 

which aids the algorithm rapidly to converge, prevents falling into the local best solution, and 

reduces computation time. Due to its simplicity, efficiency, and scalability, this study chooses 

the greedy insertion to generate the high-quality initial feasible solution. Before initialization, 

customers 𝑁  with different demands are known. In general, under the constraint of the 

maximum loading capacity 𝑄𝑣  of vehicle 𝑣 , the greedy insertion algorithm chooses the 

customer nearest to the current customer as the next direction for transportation. According 

to reference [29], the main step for the initial solution is described in Algorithm 2. 

ALGORITHM 2 Initial solution. 

1: Input: a set of customers 𝑁, the maximum loading capacity 𝑄𝑣; 

2: create an empty set of routes 𝑃;  

3: create an empty boole set 𝑉 of uninvited customers; 

4: create an empty current route 𝑅 and set the start point as the depot; 

5: Repeat 

6: insert one customer into the 𝑅, all constraints are suitable; 
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7: set the status of the visited customer as true in the 𝑉; 

8: If the total demand of customers in the 𝑅 exceeds 𝑄𝑣 then 

9: add the depot to the tail of 𝑅, put 𝑅 into the 𝑃, and set 𝑅 empty again; 

10: return to step 4; 

11: Else 

12: return to step 6; 

13: End if 

14: 
Until all customers are served in the 𝑁 as well and all access status is true in the 𝑉, 

respectively; 

15: get the set of routes 𝑃 as the initial solution 𝑥; 

16: Output: the initial feasible solution 𝑥. 

3.3.2. Selection of operators 

The combination of different destroy operators and repair operators not only enhances 

the diversity of solutions but also balances the relationship between exploration and 

exploitation effectively. For each iteration, this study has 𝑘  operators with weight 𝜔𝑖 , 𝑖 ∈

{1, … , 𝑘}, and uses the RWS to choose the operators based on the probability 𝜑. Thereafter, the 

𝜑 of the 𝑗th operator is given as 

1

.
j

k

ii










         (8) 

Noting the destroy operator is selected independently before the repair operator. 

Specially, before the algorithm starts, the weight of each operator is initialized to 1. 

3.3.3. Removal operators 

This study describes three types of destroy operators in detail, namely random removal, 

Shaw removal, and worst removal. For each iteration, these heuristics remove the number of 

customers 𝑞 = 𝜇 ⋅ 𝑁  from the solution 𝑥𝑠 . Among them, 𝑁  indicates the total number of 

customers in 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡. Next, the removed customers are stored in set 𝐷. 

1. Random removal 

The main principle is to remove 𝑞 customers from 𝑥𝑠 randomly. Next, these removed 

customers are stored in set 𝐷. 

2. Shaw removal 

The Shaw removal as a new local search to address the VRP. The core idea of Shaw 

removal is to remove the customer that is similar in geographical location, demand, or being 

visited at similar times [30-31]. To do so, a relatedness function 𝑅(𝑖, 𝑗) is defined to better 

measure the similarity of customer 𝑖 and customer 𝑗. Therefore, the function is defined as 

 , ,ij i jR i j d q q           (9) 

where 𝑑𝑖𝑗  presents the distance of customer 𝑖  and customer 𝑗  as the first term of 𝑅(𝑖, 𝑗) . 
|𝑞𝑖 − 𝑞𝑗| is the second term of 𝑅(𝑖, 𝑗). Meanwhile, the parameters 𝑞𝑖 and 𝑞𝑗 denote the demand 

of customer 𝑖 and customer 𝑗, respectively. The above two terms are weighted using weights 
𝛼 , and 𝛿 , respectively. According to reference [32], the entire Shaw removal process is 

expressed by Algorithm 3. In particular, the parameter 𝑃1  is added to realize the process of 

selection randomly, thereby increasing the diversity of solutions. 

ALGORITHM 3 Shaw removal. 
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1: Function Shaw removal (solution 𝑥𝑠, randomized selection parameter 𝑃1) 

2: create an empty set 𝐷 to store the removed customers;  

3: a randomly selected customer 𝜓 from 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡; 

4: assume that the set 𝐷 contains the customer 𝜓; 

5: while |𝐷| < 𝑞 do 

6: a randomly selected customer 𝑅𝑁 from 𝐷; 

7: a set 𝐿 containing the similarity 𝑅(𝑖, 𝑗) of 𝑅𝑁 with all customers from 𝑥𝑠 not in 𝐷; 

8: sort 𝐿 in ascending order according to the values of 𝑅(𝑖, 𝑗); 

9: generate a random number 𝛾, where 𝛾 ∈ [0,1]; 

10: remove customer 𝐿[𝛾𝑃1|𝐿|] from 𝐿 and insert it into 𝐷; 

11: End while 

12: End function 

 

3. Worst removal 

The fundamental principle of the worst removal is to select and remove the customer 

that brings high costs. At the beginning, let ∆𝑖= 𝑓(𝑥𝑠) − 𝑓−𝑖(𝑥𝑠) be the cost of customer 𝑖 . 

Among them, 𝑓−𝑖(𝑥𝑠) is the cost for 𝑥𝑠 after removing customer 𝑖. Note that the high ∆𝑖 equals 

the longest distance from customer 𝑖 to customer 𝑗 in this study. Therefore, get the cost ∆𝑖 for 

each customer and sort it in descending order. Subsequently, according to the parameter 𝑞, 

the worst removal uses the randomized selection parameter 𝑃2  to remove customers and store 

them in set 𝐷. The procedure of worst removal is referred to the reference [32]. Meanwhile, 

the main steps are shown in Algorithm 4. 

ALGORITHM 4 Worst removal. 

1: Function Worst removal (solution 𝑥𝑠, randomized selection parameter 𝑃2) 

2: create an empty set 𝐷 to store the removed customers; 

3: record the total distance of solution 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 as 𝑓(𝑥𝑠); 

4: while 𝑞 > 0 do 

5: calculate the cost ∆𝑖 of each customer in 𝑥𝑠; 

6: a set 𝐿 containing the cost ∆𝑖 of each customer in 𝑥𝑠; 

7: sort 𝐿 in ascending order according to the values of ∆𝑖; 

8: generate a random number 𝛾, where 𝛾 ∈ [0,1]; 

9: remove customer 𝐿[𝛾𝑃2|𝐿|] from 𝐿 and insert it into 𝐷; 

10: 𝑞 ← 𝑞 − 1; 

11: End while 

12: End function 

3.3.4. Insertion operators  

In this subsection, each removed customer reinserts the broken 𝑥𝑠 to construct the new 

solution. The insertion operators are regret insertion and best insertion, respectively. Then, 

the repair work is not completed until all removed customers are inserted in each iteration. 

1. Regret insertion 

The main work of this operator is to reinsert the removed customer into the lowest 

insertion cost position so that there is not most regretful. According to the reference [33], the 

regret insertion calculates the lowest insertion cost ∆1 to determine the corresponding optimal 

position in route 𝑗1. Then, the second lowest insertion cost ∆2 follows the same approach to 

do so. For each user, the regret value is calculated as 𝑅𝐶 = ∆2 − ∆1. After that, the high regret 

value for customer 𝑖 is selected for reinsert operation, aiming to realize minimization for the 

objective cost. 
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2. Best insertion 

As indicated by reference [34], the best insertion position is selected by using the best 

insertion strategy, which aims to generate the lowest insertion cost for the removed customer. 

Hence, at each iteration, record the insertion cost ∆𝑖 that the removed customers 𝑖 reinsert 

each position of all routes in the broken solution. Then, find the lowest insertion cost to 

determine the best insertion position. 

3.3.5. Adaptive neutrosophic weight adjustment 

As described in Algorithm 1, the scores for each operator are assigned by 𝜎1, 𝜎2, 𝜎3, or 𝜎4, 

respectively in the four different situations. Among them, these scores are integers satisfying 

𝜎1 > 𝜎2 > 𝜎3 > 𝜎4 > 0. However, according to the quality of 𝑥𝑛𝑒𝑤, the ALNS simply increases 

the same score for different operators in each scoring situation, rather than assigning the 

score corresponding to the specific improvement degree of 𝑥𝑛𝑒𝑤 . To do so, this study 

introduces NSs, designing the neutrosophic utility function and the score function to assign 

the appropriate score for each operator. Besides, the adaptive neutrosophic weight 

adjustment follows the basic principle of reference [30]. 

The process of ANLNS is divided into many segments. Each segment iterates 100 times. 

The score of all operators equals 0 before each segment runs. During the segment, let 𝑁𝑁1, 

𝑁𝑁2, 𝑁𝑁3, and 𝑁𝑁4  be the number of times the operator scores under the four different 

scoring levels. Specially, this way applies to each operator in the segment, as shown in Table 

1. 

Table 1. The number of times for operators with four different situations. 

 

Therefore, to analyze the uncertainty of operator performance, the neutrosophic number 

𝑁𝑁 = 〈𝑁𝑇 , 𝑁𝐼 , 𝑁𝐹〉 is constructed by using 𝑁𝑁1, 𝑁𝑁2, 𝑁𝑁3, and 𝑁𝑁4. For convenience, 𝑁𝑇, 𝑁𝐼, 

and 𝑁𝐹 are defined as 
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where 𝑁𝑇  indicates the truth-membership degree that 𝑥𝑛𝑒𝑤  is better than 𝑥𝑏𝑒𝑠𝑡  or 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡  in 

the segment of ANLNS. 𝑁𝐼  indicates the indeterminacy-membership degree that 𝑥𝑛𝑒𝑤  is 

worse than 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡, but 𝑥𝑛𝑒𝑤 is accepted with a certain probability in the segment of ANLNS. 

𝑁𝐹  indicates the falsity-membership degree that 𝑥𝑛𝑒𝑤  is unacceptable in the segment of 

ANLNS. And, 𝜆 is a correction factor. Subsequently, in order to express the degree to which 

ANLNS prefers the operator, inspired by reference [35], this study constructed a novel 

Parameter Score level Description 

𝑁𝑁1 𝜎1 If 𝑥𝑛𝑒𝑤 is better than 𝑥𝑏𝑒𝑠𝑡 . Then, 𝑁𝑁1 increases 1. 

𝑁𝑁2 𝜎2 
If 𝑥𝑛𝑒𝑤 is worse than 𝑥𝑏𝑒𝑠𝑡  and better than 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡. Then, 

𝑁𝑁2 increases 1. 

𝑁𝑁3 𝜎3 
If 𝑥𝑛𝑒𝑤 is worse than 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡, 𝑥𝑛𝑒𝑤 is accepted with a 

certain probability. Then, 𝑁𝑁3 increases 1. 

𝑁𝑁4 𝜎4 
If 𝑥𝑛𝑒𝑤 is worse than 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡, 𝑥𝑛𝑒𝑤 is unacceptable. Then, 

𝑁𝑁4 increases 1. 
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neutrosophic utility function by introducing 𝑁𝑁 into the quadratic utility function. Thus, the 

neutrosophic utility function is obtained as follows: 

  1 2.T F T FU N N N N          (12) 

It is noteworthy that the parameters 𝑁𝑁1, 𝑁𝑁2, 𝑁𝑁3, and 𝑁𝑁4 have the upper limits of the 

scores level, which are 𝜎1, 𝜎2, 𝜎3, and 𝜎4 respectively. Due to the constraints of the conditions, 

the lower limits of the scores for each parameter are also 𝜎2, 𝜎3, 𝜎4, and 0 respectively. In 

order to assign an appropriate score, four different score intervals (𝜎2, 𝜎1], (𝜎3, 𝜎2], (𝜎4, 𝜎3], 

and (0, 𝜎4] are redistributed to correspond to the four different scoring situations respectively. 

Therefore, the new score function for each operator is obtained as 
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where 𝜎𝑐
∗  indicates the new score of the operator in the 𝑐 th scoring situations. 𝜎𝑐 − 𝜎𝑐+1 

indicates the size of the score interval consisting of the score 𝜎𝑐 and 𝜎𝑐+1. In particular, 𝜎𝑐+1 is 

equal to 0 when 𝑐 = 4. The neutrosophic utility value 𝑈 serves as a weight, which influences 

the magnitude of the score change that the operator has within the score interval. After 100 

iterations of segment 𝑠, the weight for all operators 𝑖 is updated to apply in segment 𝑠 + 1 , 

and the 𝜔𝑖,𝑠+1 is defined as 

 , 1 , 1 ,i
i s i s

i


   


           (14) 

where, 𝜙 ∈ (0,1) is a reaction factor. 𝜂𝑖 is the total score obtained by operators 𝑖 in segment 𝑠. 

𝜏𝑖 indicates the utilized times for the operator 𝑖 in the segment 𝑠. 

3.3.6. Acceptance and stopping criteria 

In ANLNS, if 𝑓(𝑥𝑛𝑒𝑤) > 𝑓(𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡) , the simulated annealing acceptance criterion is 

adopted. 𝑥𝑛𝑒𝑤  with a certain probability 𝑒−(𝑓(𝑥𝑛𝑒𝑤)−𝑓(𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡)) 𝑇⁄  is accepted. 𝑇 is the current 

temperature, which equals the start temperature 𝑇0  before this segment starts. With the 

continuous iteration in each segment, 𝑇 is decreased with the cooling rate 𝛽 ∈ (0,1) such that 

𝑇 = 𝑇 ⋅ 𝛽. It is increasingly difficult for ANLNS to accept the probability of poor solutions. To 

ensure the continuous convergence of the algorithm, the setting of 𝑇0 is extremely critical. 𝑇0  

is −𝑡 ⋅ |𝑓(𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡)| 𝑙𝑛𝑇𝑝⁄ , where 𝑡 is the start temperature control parameter. 𝑙𝑛𝑇𝑝  expresses 

that if 𝑥𝑛𝑒𝑤 is worse than 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡 at 𝑇0 , 𝑥𝑛𝑒𝑤 is accepted with a probability of 𝑇𝑝%. 

4. Results and Discussion 

For convenience, this section contains four subsections, which are detailed as follows. 

Subsection 4.1 introduces details about a set of benchmark instances. Subsection 4.2 gives the 

setting parameter of ANLNS. Subsection 4.3 applies the CVRP benchmark instances to test 

the effectiveness and practicability of ANLNS. Subsection 4.4 provides a comparative analysis 

to verify the robustness and validity of ANLNS. 

4.1. Benchmark 

In this subsection, to verify the effectiveness of the proposed ANLNS, this study selected 
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representative instances C1-C3, C6-C8, C12, and C14 in reference [36] as case studies. More 

specifically, these instances are categorized into three scales based on the number of 

customers served. Among them, instances C1 and C6 are classified as small-scale, each 

serving 50 customers. Instances C2 and C7 are classified as medium-scale, each serving 75 

customers. Finally, instances C3, C8, C10, C12, and C14 are classified as large-scale, each 

serving 100 customers. Then, instances C1, C2, C3, and C12 are constrained by the loading 

capacity. In contrast, instances C6, C7, C8, and C14 are subject to additional constraints, 

including the maximum traveling distance and drop time. Meanwhile, the customer demands 

vary for each instance. Furthermore, instances C1-C3, C6-C8, C12, and C14 are designed 

based on the customer distribution, where instances C1-C3, and C6-C8 are randomly 

distributed, and instances C12 and C14 are clustered distributed. In detail, the information for 

CVRP benchmark instances please refers to Table 2. 

Table 2. The information for CVRP benchmark instances. 

Instances 
Number of 

customers 
Loading capacity 

Maximum 

traveling 

distance 

Drop time 

1 50 160 999999 0 

2 75 140 999999 0 

3 100 200 999999 0 

6 50 160 200 10 

7 75 140 160 10 

8 100 200 230 10 

12 100 200 999999 0 

14 100 200 1040 90 

4.2. Parameters setting 

The experimental results are presented for ANLNS in the CVRP benchmark. The 

ANLNS is coded in Python with the PyCharm. The experiments are all conducted on a 

Windows 11 environment, using an Intel Core i7-14650HX CPU clocked at 2.2 GHz with 16 

GB RAM. 

To optimize the algorithm's performance, this study defines several sets of algorithm 

parameters anticipated to bring high quality solutions, and these parameters are tested on 

several instances to keep a balance between solution quality and runtime. This study 

identifies that the randomness parameters of Shaw removal and worst removal, the 

maximum number of iterations, and the start temperature, have a great impact on the 

performance of the algorithm. Therefore, this study tunes these parameters, and the 

remaining parameters are adopted as reference [30]. Then, the operating parameters of 

ANLNS are explained in Table 3. 

Table 3. The operating of parameters of ANLNS 

Description Symbol Numerical value 

the maximum number of iterations 𝑚𝑎𝑥_𝑖𝑡𝑒𝑚 1000 

the degree of destruction 𝜇 0.5 

the weighted parameter of distance item for 𝑅(𝑖, 𝑗) 𝛼 0.75 
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in Shaw removal 

the weighted parameter of loading capacity item 

for 𝑅(𝑖, 𝑗) in Shaw removal 
𝛿 0.1 

the randomness parameters of Shaw removal 𝑃1  4 

the randomness parameters of the worst removal 𝑃2 4 

adaptive adjustment weight parameter 𝜎1, 𝜎2, 𝜎3, 𝜎4, 𝜙 30, 19, 13, 9，0.5 

correction factor 𝜆 0.5 

start temperature control parameter 𝑡 0.07 

cooling rate 𝛽 0.99975 

acceptable probability 𝑇𝑝 0.5 

4.3. Case application 

Each instance varies in characteristics. Specifically, instances C3 and C12 have identical 

customer and demand of 100 and 200, respectively, and the distribution of customers is 

different in both instances. Therefore, this study selects the above instances to represent large-

scale and more complex situations, demonstrating the applicability and the solving capability 

of ANLNS in diverse situations. The vehicle transportation routes of instances 3 and 12 are 

shown in Figure 2. Meanwhile, this study displays the vehicle transportation routes for the 

remaining instances in Appendix A. 

 

(a) 

 

(b) 

Figure 2. (a) The vehicle transportation route of instance; (b) The vehicle transportation route 

of instance 12. 

It is observed from Figure 2 that the transportation routes using the ANLNS are clear. 

Meanwhile, Figure 2 highlights that the number of vehicles in instances 3 and 12 is as low as 8 

and 10, respectively. Therefore, under varying scales of transportation situations, it is found 

that the vehicle transportation routes planned by ANLNS are frequently effective. By 

applying the formula (C𝑎𝑐𝑡𝑢𝑎𝑙 C𝑚𝑎𝑥⁄ ) ⋅ 100% to calculate the vehicle loading rate of instances 3 

and 12, as shown in Figures 3-4. Then, Figures 3-4 indicate that almost all of the loading rate 

exceeds 0.75. The loading rate of each vehicle in instance 3 is as high as 99.50%, 98.00%, 

97.50%, 84.50%, 99.50%, 99.50%, 67.50%, and 83.00%, respectively. The loading capacity rate 
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of each vehicle in instance 12 is as high as 100.00%, 85.00%, 100.00%, 80.00%, 100%, 100.00%, 

95.00%, 75.00%, 85.00%, and 85.00%, respectively. On the other hand, Figures 3-4 reveal that 

the no-load travel distance is reduced and the efficiency of transportation is improved 

through ANLNS's excellent goods allocation. Then, the total transportation distance is greatly 

reduced. In summary, it is observed from Figures 2-4 that ANLNS has significant potential in 

route planning and goods allocation. 

 

Figure 3. The vehicle loading rate in instance 3. 

 

Figure 4. The vehicle loading rate in instance 12. 

Figure 5 shows that ANLNS converges quickly after about 450 and 200 iterations, 

respectively. In the initial stage, ANLNS has a high convergence speed. Therefore, ANLNS 

effectively converges to the best solution of the ideal area. The current transportation routes 

are effective and realistic. 
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(a) 

 

(b) 

Figure 5. (a) The convergence behavior of instance 3; (b) The convergence behavior of 

instance 12. 

4.4. Comparative analysis 

For convenience, the results of experiments for ANLNS, ALNS, and Akpunar et al. [37] 

are compared and analyzed to verify the robustness and reliability of the ANLNS. 

Subsequently, this study uses the degree of destruction, which is 0.3, 0.5 and 0.7, respectively. 

For all instances, each algorithm runs ten times, and each time contains 1000 iterations. Tables 

3-5 below show the comparison results where tables include the benchmark labels in the first 

column. Within the "ANLNS", "ALNS", and "Akpunar et al.' Hybrid ALNS" columns, the sub-

column "BS" represents the best solution from ten algorithm runs. The sub-columns "AS" and 

"WS" display the average and worst solutions from the same ten runs. The "SD" denotes the 

standard deviation. Additionally, select the best solutions for each instance from ANLNS, 

ALNS, and Akpunar et al.' Hybrid ALNS, and highlight them in bold within the BS column. 

Table 3. Compared results at a degree of destruction of 0.3. 

Instance 
ANLNS ALNS Akpunar et al.' Hybrid ALNS 

BS AS WS SD BS AS WS SD BS AS WS SD 

C1 527.94 533.49 539.90 4.78 528.14 534.82 544.90 4.79 528.14 536.04 546.75 5.80 

C2 863.42 877.80 886.29 7.51 869.69 882.87 892.87 7.70 864.34 877.45 887.28 6.79 

C3 836.43 842.35 854.02 5.02 830.48 840.44 849.96 5.56 831.41 838.13 844.65 4.14 

C6 526.22 531.81 541.11 4.84 529.43 538.19 541.11 3.16 524.61 535.20 542.47 5.74 

C7 857.94 875.40 884.83 7.86 864.95 882.90 897.10 8.40 866.34 877.86 895.60 7.43 

C8 836.20 839.73 843.45 2.16 832.62 840.76 846.19 4.46 831.98 839.92 850.89 4.69 

C12 819.97 829.08 838.66 6.72 825.38 846.16 874.18 14.62 819.56 825.79 844.19 7.75 

C14 819.56 833.95 854.38 13.93 826.07 843.98 858.30 9.45 819.60 835.39 864.22 14.68 

Table 4. Compared results at a degree of destruction of 0.5. 

Instance 
ANLNS ALNS Akpunar et al.' Hybrid ALNS 

BS AS WS SD BS AS WS SD BS AS WS SD 
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C1 529.43 538.34 543.05 3.57 539.22 542.06 547.67 2.64 535.00 540.48 543.44 2.42 

C2 860.12 875.46 886.01 7.46 868.98 885.40 898.86 8.24 865.83 876.76 896.02 8.95 

C3 835.72 849.00 856.70 6.24 844.98 853.66 861.84 4.99 844.26 850.06 857.26 3.68 

C6 528.14 538.96 545.64 5.25 537.00 543.63 555.33 4.91 528.14 538.57 543.31 4.91 

C7 863.95 877.02 886.75 6.54 870.75 886.62 901.49 8.68 868.51 876.25 886.96 6.83 

C8 836.55 848.16 856.40 5.48 849.72 854.57 860.73 3.44 841.07 849.57 858.58 6.08 

C12 819.60 821.36 822.95 1.04 821.92 831.38 847.46 8.23 819.60 821.23 823.81 1.37 

C14 819.60 822.59 829.57 2.79 821.15 831.69 852.10 10.01 819.60 821.00 824.21 1.23 

Table 5. Compared results at a degree of destruction of 0.7. 

Instance 
ANLNS ALNS Akpunar et al.' Hybrid ALNS 

BS AS WS SD BS AS WS SD BS AS WS SD 

C1 541.31 543.74 548.76 2.74 542.51 547.73 560.77 5.195 540.47 545.77 557.29 4.83 

C2 875.95 907.00 934.81 16.88 884.84 910.26 935.67 16.82 886.17 906.78 929.12 10.95 

C3 837.69 853.62 865.09 7.82 849.51 857.18 868.53 5.39 840.93 851.23 861.35 5.69 

C6 1072.97 1087.61 1102.90 8.14 1067.83 1103.59 1114.37 12.83 533.63 542.38 547.90 3.84 

C7 1377.23 1404.67 1421.62 12.48 1400.63 1417.16 1436.12 11.70 875.03 911.76 941.99 18.00 

C8 536.13 544.35 552.51 4.77 539.46 544.51 548.28 2.49 842.63 851.91 860.34 5.83 

C12 869.94 907.80 929.44 16.07 882.15 917.41 938.27 17.72 820.48 821.66 823.71 1.03 

C14 846.84 853.05 863.83 4.56 839.02 856.23 870.43 9.09 819.97 821.55 823.25 0.87 

 

Tables 3-5 conclude that the best solution obtained by ANLNS is better than the expected 

result. In the experimental results from 8 instances under three different degrees of 

destruction, ANLNS obtains 15 best solutions. Specifically, when the degree of destruction is 

0.3, 0.5, and 0.7, ANLNS considerably obtains 4(50.0%), 8(100.0%), and 3(37.5%) best solutions 

respectively. Under the same conditions, the total number of best solutions for ALNS, and 

Akpunar et al.' Hybrid ALNS is 1 and 11, respectively. Therefore, Tables 3-5 indicate that 

ANLNS has a robust performance advantage. Meanwhile, it shows that ANLNS possesses a 

good global search capability and diversifies the search. 

In addition, tables 3-5 show the average solution and standard deviation obtained by 

each algorithm in all instances. it is observed that the average solution and standard 

deviation obtained by ANLNS are better than the other two algorithms. Even if some 

instances show that the standard deviation of ANLNS is volatile. However, as a whole, it 

shows that the ANLNS has a stable and strong ability to handle complex and diverse 

instances of different scales. 

Table 6 below shows the execution time of the ANLNS, ALNS, and Akpunar et al.' 

Hybrid ALNS algorithm in seconds. Among them, the "DT" indicates the execution time of 

the algorithm under the degree of destruction is 0.3. The "DF" indicates the execution time of 

the algorithm under the degree of destruction is 0.5. The "DS" indicates the execution time of 

the algorithm under the degree of destruction is 0.7. 

Table 6. Compared execution time at different degrees of destruction. 
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Instance 
ANLNS ALNS Akpunar et al.' HybridALNS 

DT DF DS DT DF DS DT DF DS 

C1 9.93 16.05 19.72 9.96 15.98 19.73 10.96 17.07 21.23 

C2 23.32 36.82 38.46 23.82 38.77 46.53 25.67 41.80 39.84 

C3 62.32 111.5 139.93 62.84 112.26 118.14 68.22 117.48 146.32 

C6 9.83 15.74 422.45 10.05 15.67 42.52 11.18 29.50 34.86 

C7 23.82 38.23 935.93 23.8 39.88 98.47 26.47 57.93 39.53 

C8 63.36 110.62 19.72 63.25 112.02 260.32 124.41 116.96 148.18 

C12 56.60 97.62 37.32 57.87 100.43 238.24 106.86 102.96 134.65 

C14 56.45 97.79 141.52 57.28 99.12 224.61 61.85 211.02 290.83 

 

Table 6 expresses that ANLNS is more efficient than ALNS and Akpunar et al.' Hybrid 

ALNS since the run time of ANLNS is significantly smaller than ALNS. Meanwhile, the 

running time by ANLNS for instance 12 with degree of destruction 0.3 is 56.60 seconds, while 

the corresponding ALNS takes 57.87 seconds and Akpunar et al.' Hybrid ALNS takes 106.86 

seconds. Even if the instance scale and degree of destruction keep increasing, in some cases, 

ANLNS may be slightly worse than ALNS and Akpunar et al.' Hybrid ALNS. But on the 

whole, the result shows that the proposed ANLNS is competitive with ALNS and Akpunar et 

al.' Hybrid ALNS in CVRP. 

4.5. Discussion 

The traditional ALNS and improved ALNS provide a way of dealing with some practical 

work. However, these studies do not consider ALNS existing in the fuzziness and uncertainty 

of assessing and scoring operators. Therefore, this study proposes a novel ANLNS algorithm 

to solve the above problem. The following details are provided. 

Firstly, the NS, which keeps track of the number of times each operator scores in 

different situations, is integrated into the framework of ALNS. This has been of great help to 

the ANLNS in evaluating each operator's performance and actual contribution. Secondly, the 

neutrosophic utility function and score function are proposed in this study, which is helpful 

to assign scores reasonably within a reasonable interval. Finally, in this study, ANLNS tested 

three representative instances of varying scales selected from a set of CVRP benchmark 

instances. 

Compared with previous ALNS-related studies, this study found that the ANLNS 

algorithm not only showed a more detailed and accurate evaluation effect on operator 

performance but also effectively measured the algorithm's preference for different operators 

and reduced the existence of subjective factors. Subsequently, in the results section, the 

experimental results and comparative analysis emphasize the robustness and reliability of 

ANLNS for solving optimization problems. 

However, ANLNS exhibits limitations in exhaustively exploring the solution space. 

Therefore, future work includes continuing to evaluate whether these methods are retained in 

the ANLNS algorithm and considering the introduction of artificial intelligence to effectively 
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improve the algorithm. 

5. Conclusion 

As described before, in the adaptive weight adjustment stage, the score of operators 

exists fuzziness and uncertainty. To address this problem, this study proposes an ANLNS 

algorithm. The main contributions are as follows. 

Firstly, this study records the number of times that the operator scores under four 

different situations, and constructs NSs to quantify these number of times. The application of 

NSs facilitates the ANLNS to analyze and evaluate operator performance more 

comprehensively. 

Secondly, this study proposes a novel neutrosophic utility function and score function. 

Then, the proposed function evaluates the ANLNS's preference and assigns the appropriate 

score for different operators. 

Finally, this study verifies a solving ability of ANLNS through CVRP. Moreover, the 

provided best solution offers a novel way for solving CVRP and other situation optimization 

problems. 

In summary, the effect of this study is that ANLNS can adjust the operator weight to a 

relatively reasonable level, and make the ANLNS workflow more reasonable and efficient. 

However, the limitation of this study is that the ANLNS has not thoroughly explored the 

solution space to find potential high-quality solutions. Therefore, in the future, this research 

will consider the solution space of exploration and exploitation for potential best solutions. 

Therefore, combined with the decision tree and attention mechanisms, the research would 

provide a reasonable, effective, and practical algorithm. 
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