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Abstract: Traditional decision-making methods often struggle with inherent uncertainty and 

imprecision in data. Neutrosophic set-based algorithms offer a novel approach by incorporating 

degrees of truth, indeterminacy, and falsity. This paper explores the structure and implementation of 

these algorithms, highlighting their potential to handle real-world complexities. The application of 

neutrosophic sets in medical diagnosis is presented as a case study, demonstrating how the algorithm 

aids in evaluating probabilities for various diagnoses under uncertain conditions. The paper 

concludes by discussing limitations and potential applications in diverse fields. 
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1. Introduction: 

Decision-making is a fundamental aspect of numerous disciplines. However, real-world data is rarely 

perfect. It often holds uncertainties, ambiguities, and inconsistencies, posing a challenge to traditional 

decision-making methods. These methods frequently rely on binary (yes/no) logic or purely 

probabilistic frameworks, which can struggle to handle such complexities [2]. Neutrosophic set 

theory, introduced by Florentin Smarandache [14], emerges as a revolutionary tool to address these 

limitations. It builds upon fuzzy set theory by incorporating degrees of truth (T), indeterminacy (I), 

and falsity (F) for each element [2]. This allows for a more nuanced representation of information.  
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Imagine a patient's symptoms.  Traditional methods might classify it as either existing or not.  

Neutrosophic sets, however, recommend the possibility of varying degrees: the symptom might be 

present to a certain extent (truth), there might be some ambiguity about its presence (indeterminacy), 

and there is a possibility it is absent (falsity).  This empowers neutrosophic sets to effectively capture 

the inherent uncertainties within real-world data. This paper delves into the potential of neutrosophic 

set-based algorithms for decision-making. We will explore the structure and implementation of these 

algorithms, highlighting their ability to handle the complexities of real-world data. Medical diagnosis 

serves as a compelling example. We will demonstrate how neutrosophic algorithms can be used to 

evaluate probabilities for various diagnoses under uncertain conditions. The paper concludes by 

discussing the limitations and potential applications of neutrosophic sets in diverse fields beyond 

medical diagnosis. 

2. Background  

Decision-making in real-world scenarios is often fraught with uncertainty [2]. Data can be imprecise, 

ambiguous, and riddled with inconsistencies. Traditional methods, which rely on binary 

classifications or purely probabilistic frameworks, can struggle with these complexities. For instance, 

a medical diagnosis might involve symptoms with varying degrees of certainty. The neutrosophic set 

theory offers a powerful framework to address these challenges by incorporating degrees of truth, 

indeterminacy, and falsity. Neutrosophic sets provide a more nuanced representation of information 

than traditional methods [1, 14].  They move beyond simply classifying something as true or false 

and instead acknowledge the existence of varying degrees of "in-between" states. This empowers 

researchers to develop decision-making algorithms that can effectively handle uncertainties within 

real-world data, leading to more informed and robust decisions. The applications of neutrosophic 

sets extend far beyond medical diagnosis [6-20].  Researchers are exploring its potential in various 

fields, including image processing, engineering, and bioinformatics. As research progresses, 

neutrosophic sets have the potential to revolutionize decision-making across numerous disciplines. 

References [1-14] provide background on neutrosophic sets and its founder. References [15-20] 

highlight applications of neutrosophic sets in various fields, focusing on medicine [5, 16, 11]. 
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3. Methodology 

The methodology for a neutrosophic set-based algorithm for decision-making involves the following 

steps: 

1. Define the Decision Problem: Identify the problem you want to solve and the available decision 

alternatives. 

2. Data Representation: Assign neutrosophic values (Truth - T, Indeterminacy - I, Falsity - F) to 

relevant data points associated with each alternative. These values typically range from 0 to 1. The 

logic for determining these values depends on the specific problem and data characteristics. 

3. Neutrosophic Aggregation: Combine the neutrosophic values for each data point across all 

alternatives using an appropriate neutrosophic aggregation operator (e.g., weighted average). This 

results in a single neutrosophic value (T', I', F') representing the overall evaluation of each alternative. 

4. Decision Selection: Select the alternative with the highest Truth-value (T') and the lowest Falsity 

value (F') while considering the Indeterminacy value (I') as well. This might involve setting 

thresholds or using a ranking approach based on neutrosophic scores. The provided pseudo code 

demonstrates a decision-making algorithm that utilizes neutrosophic values (truth, indeterminacy, 

and falsity) to evaluate different alternatives. The algorithm consists of three main parts: functions 

for determining neutrosophic values, a neutrosophic aggregation function, and a decision-making 

function. 

Here bellow some types of neutrosophic functions: 

1. The neutrosophic_value function takes a data point (0 to 1) and determines the truth (T), 

indeterminacy (I), and falsity (F) values based on the input. The specific logic for this determination 

is not provided in the example, as it depends on the problem context. 

2. The neutrosophic_aggregate function combines neutrosophic values (T, I, F) for multiple data 

points, using provided weights to calculate aggregated truth (T'), indeterminacy (I'), and falsity (F') 

values. The specific aggregation logic is also not provided, as it depends on the problem 

requirements. 

3. The neutrosophic_decision function evaluates alternatives based on the neutrosophic values of 

their associated data points. 
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It initializes variables, to keep track of the best recursive alternative found, and then iterates through 

each alternative. For each alternative, it calculates the aggregated neutrosophic values using the 

neutrosophic_aggregate function. It compares the aggregated values with the current best 

alternative, considering the Neutrosophic Set-Based Algorithm for Decision Making: A New Frontier 

for Uncertainty and Imprecision Handling 

Neutrosophic set-based algorithms for decision-making are a type of algorithm that can be used to 

solve problems where there is uncertainty and indeterminacy in the data. Neutrosophic sets are a 

type of mathematical set that can represent uncertainty and indeterminacy. They are characterized 

by three components: truth, indeterminacy, and falsity. The truth-value represents the degree to 

which an element belongs to the set, the indeterminacy value represents the degree to which an 

element is indeterminate, and the falsity value represents the degree to which an element does not 

belong to the set. Neutrosophic set-based algorithms for decision-making can be used to solve a 

variety of problems, such as diagnosing diseases, making investment decisions, and developing 

public policy. For example, a doctor could use a neutrosophic set-based algorithm to diagnose a 

patient's disease by considering the patient's symptoms, medical history, and other factors, while also 

considering the uncertainty and indeterminacy associated with each factor. 

Neutrosophic set-based algorithms for decision-making are a powerful tool for solving problems 

where there is uncertainty and indeterminacy in the data. They have the potential to be used in a 

wide range of fields, including healthcare, business, and government. 

 

 

 

 

 

 

 

 

Fig.1: The Future of Intelligence: A Neutrosophic Perspective 
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This image explores the multifaceted and uncertain nature of intelligence in the foreseeable future. It 

utilizes neutrosophic logic to depict the various possibilities and complexities that might arise as 

intelligence continues to evolve. 

 

3.1. Algorithm Structure: 

1- Define the Decision Problem: Identify the problem you want to solve and the available 

decision alternatives. 

2- Data Representation: Assign neutrosophic values (Truth - T, Indeterminacy - I, Falsity - F) 

to relevant data points associated with each alternative. These values typically range from 0 

to 1. The logic for determining these values depends on the specific problem and data 

characteristics. 

3- Neutrosophic Aggregation: Combine the neutrosophic values for each data point across all 

alternatives using an appropriate neutrosophic aggregation operator (e.g., weighted 

average). This results in a single neutrosophic value (T', I', F') representing the overall 

evaluation of each alternative. 

4- Decision Selection: Select the alternative with the highest Truth-value (T') and the lowest 

Falsity value (F') considering the Indeterminacy value (I') as well. This might involve 

setting thresholds or using a ranking approach based on neutrosophic scores. 

The pseudo code demonstrates a decision-making algorithm that utilizes neutrosophic values (truth, 

indeterminacy, and falsity) to evaluate different alternatives. The algorithm consists of three main 

parts: functions for determining neutrosophic values, a neutrosophic aggregation function, and a 

decision-making function. 

1. The neutrosophic value function takes a data point (0 to 1) and determines the truth (T), 

indeterminacy (I), and falsity (F) values based on the input. The specific logic for this determination 

is not provided in the example, as it depends on the problem context. 

2. The neutrosophic_aggregate function combines neutrosophic values (T, I, F) for multiple data 

points, using provided weights to calculate aggregated truth (T'), indeterminacy (I'), and falsity (F') 
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values. The specific aggregation logic is also not provided, as it depends on the problem 

requirements. 

3. The neutrosophic_decision function evaluates alternatives based on the neutrosophic values of 

their associated data points. It initializes variables to keep track of the best alternative found so far, 

and then iterates through each alternative. For each alternative, it calculates the aggregated 

neutrosophic values using the neutrosophic_aggregate function. It compares the aggregated values 

with the current best alternative, considering thresholds or ranking based on T', I', and F'. If the new 

alternative is better, it updates the best alternative. Finally, the function returns the best alternative 

based on the neutrosophic evaluation. 

In the example usage, a dictionary called data points contains alternatives as keys, and lists of data 

points as values. A list of alternatives is provided, along with weights for truth, indeterminacy, and 

falsity. The neutrosophic_decision function is called with these inputs, and the best choice based on 

the neutrosophic evaluation is returned and printed. 

Pseudo code Example: 

# Define functions for neutrosophic values (T, I, F) 

def neutrosophic_value(data_point): 

  """ 

  This function calculates neutrosophic values (T, I, F) based on a data point (0 to 1). 

  Uses a linear membership function in this example. 

  Args: 

      data_point (float): A numerical value between 0 and 1. 

  Returns: 

      tuple: A tuple containing the truth (T), indeterminacy (I), and falsity (F) values. 

  """ 

  # Linear membership function example (adjust as needed for your problem) 

  truth = data_point 

  indeterminacy = 0.5  # Constant indeterminacy 

  falsity = 1 - truth 

  return truth, indeterminacy, falsity 

 

# Define function for neutrosophic aggregation (e.g., weighted average) 

def neutrosophic_aggregate(T_values, I_values, F_values, weights): 

  """ 

  This function combines neutrosophic values using weights and returns aggregated 

T', I', F' 
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  Args: 

      T_values (list): List of truth values. 

      I_values (list): List of indeterminacy values. 

      F_values (list): List of falsity values. 

      weights (list): List of weights for truth, indeterminacy, and falsity. 

  Returns: 

      tuple: A tuple containing the aggregated truth (T'), indeterminacy (I'), and 

falsity (F') values. 

  """ 

  # Implement your chosen aggregation operator here (e.g., weighted average) 

  aggregated_T = sum(w * t for w, t in zip(weights, T_values)) 

  aggregated_I = sum(w * i for w, i in zip(weights, I_values)) 

  aggregated_F = sum(w * f for w, f in zip(weights, F_values)) 

  return aggregated_T, aggregated_I, aggregated_F 

# Define decision-making algorithm 

def neutrosophic_decision(data_points, alternatives, weights): 

  """ 

  This function evaluates alternatives based on neutrosophic values and returns the 

best choice. 

  Args: 

      data_points (dict): Dictionary where keys are alternatives and values are lists of 

data points. 

      alternatives (list): List of decision alternatives. 

      weights (list): List of weights for truth, indeterminacy, and falsity. 

 

  Returns: 

      str: The best alternative based on the neutrosophic evaluation. 

  """ 

  # ... rest of the code remains the same ... 

# Example usage (replace with your actual data) 

data_points = { 

  "Option A": [0.8, 0.7, 0.6], 

  "Option B": [0.5, 0.4, 0.3] 

} 

alternatives = ["Option A", "Option B"] 

weights = [0.6, 0.3, 0.1]  # Weights for truth, indeterminacy, falsity 

best_choice = neutrosophic_decision(data_points, alternatives, weights) 

print("Neutrosophic decision:", best_choice) 
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Fig.3: Pseudo code Example: # Define functions for neutrosophic values (T, I, F) 

The Fig.3 a snippet of Python code that defines functions for working with neutrosophic values. 

Neutrosophic sets are a mathematical tool used to represent the belief in the truth (T), indeterminacy 

(I), and falsity (F) of a statement or proposition. The code defines functions to calculate neutrosophic 

values for data points, aggregate neutrosophic values, and make decisions based on neutrosophic 

evaluations. 

4. Some Applications: Medical Diagnosis 

4.1. Application 1: 

A doctor is trying to diagnose a patient's disease. The doctor has a number of different symptoms 

to consider, as well as the patient's medical history and other factors. The doctor also needs to 

consider the uncertainty and indeterminacy associated with each symptom and factor. The 

doctor can use a neutrosophic set-based algorithm to help make a diagnosis. The algorithm 

would use neutrosophic sets to represent the different symptoms and factors, as well as the 

uncertainty and indeterminacy associated with each one. The algorithm would then use 

neutrosophic logic and neutrosophic statistics to make the best possible diagnosis based on the 

available information. 

 

 

 

 

 

 

Fig.4: Uncertainties in Medical Diagnosis: A Neutrosophic Approach 
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Fig. 4 illustrates how neutrosophic sets can be a valuable tool in medical diagnosis by incorporating 

uncertainties associated with symptoms, medical history, and potentially the diagnosis itself. This 

approach acknowledges the complexities of medical data and can lead to a more nuanced 

understanding of a patient's condition. 

To illustrate this process, let us consider a hypothetical patient with the following symptoms and 

factors: 

Table 1: Symptoms and Factors with Neutrosophic Set Values 

Symptom/Factor Truth Indeterminacy Falsity 

Fever 0.8 0.1 0.1 

Cough 0.7 0.2 0.1 

Runny nose 0.6 0.3 0.1 

Sore throat 0.5 0.4 0.1 

Medical history (history of asthma) 0.7 0.2 0.1 

Medical history (family history of allergies) 0.6 0.3 0.1 

This table with neutrosophic set values provides a more nuanced view of diagnosing a disease 

compared to traditional binary (yes/no) approaches. By incorporating uncertainty, it acknowledges 

the inherent complexities of medical diagnosis. Doctors can use this information alongside their 

expertise and other test results to make more informed decisions. 

 

Graph 1: Neutrosophic Set Values for Diagnosis Factors 
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The chart provides a visual representation of the neutrosophic set values for various diagnosis 

factors. By combining truth, indeterminacy, and falsity, neutrosophic sets can capture the 

complexities of medical data where there might be varying degrees of certainty or uncertainty about 

a factor's presence or absence. 

Now, the doctor applies the neutrosophic set-based algorithm: 

1. Represent each symptom and factor using neutrosophic sets with truth, indeterminacy, and falsity 

values. 

2. Combine the neutrosophic sets using neutrosophic logic operators, such as union, intersection, and 

complementation, to account for the relationships between symptoms and factors. 

3. Apply neutrosophic statistics to analyze the combined neutrosophic sets and calculate the 

probability of each possible diagnosis. 

For the sake of simplicity, let us assume the algorithm calculates the following probabilities for three 

possible diagnoses: 

Table 2: Diagnosis Probabilities 

Diagnosis Probability 

Influenza 0.75 

Allergic rhinitis 0.65 

Bronchitis 0.55 

Tables 1 and 2 together demonstrate how neutrosophic logic can be used in medical diagnosis. By 

incorporating uncertainty into the analysis, it offers a more comprehensive approach to evaluating a 

patient's condition. However, it should be used as a tool alongside other diagnostic methods and a 

doctor's professional judgment. The doctor then evaluates these probabilities along with the patient's 

medical history and other relevant factors to make an informed decision about the most likely 

diagnosis. In this case, the doctor might conclude that the patient is most likely suffering from 

Influenza, given the higher probability calculated by the neutrosophic set-based algorithm. 
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Graph 2: Diagnosing Disease with Incomplete Information: The Power of Neutrosophic Sets 

This graph explores the potential of neutrosophic sets to address the challenge of incomplete 

information in medical diagnosis. It likely uses a visual representation to demonstrate how 

neutrosophic sets can handle uncertainties associated with symptoms. 

 

Graph 3: Probability of Infection 

Graph 3, this presented in the pie chart, which divides the probability into three sections: Influenza, 

Allergic Rhinitis, and Bronchitis. 

4.2. Application 2: 

The application of neutrosophic set-based algorithms in medical diagnosis offers a compelling 

example of their effectiveness in handling uncertainty. Here is how it works: 
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4.2.1. Neutrosophic Medical Diagnosis: Incorporating Presence, Ambiguity, and 

Absence via Neutrosophic Sets and Statistics 

In the context of medical diagnosis using neutrosophic sets, symptoms and patient history factors are 

assigned truth (T), indeterminacy (I), and falsity (F) values. These values range from 0 to 1 and 

represent the degree of presence, ambiguity, and absence of each factor, respectively. Truth (T): 

Represents the degree to which a symptom or factor belongs to the set present). Indeterminacy (I): 

Represents the degree of uncertainty associated with a symptom or factor. Falsity (F): Represents the 

degree to which a symptom or factor is absent or contradicts the set. 

By incorporating these values, neutrosophic sets provide a more nuanced representation of medical 

data, acknowledging the inherent complexities and uncertainties in diagnosis. This information, 

along with a doctor's expertise and other test results, can be used to make more informed decisions 

about a patient's condition. 

Hypothetical Patient with Neutrosophic Sets 

Let us consider a hypothetical patient with the following symptoms and medical history factors. The 

neutrosophic set values (Truth, Indeterminacy, Falsity) for each factor range from 0 to 1 and 

represent: 

Truth (T): Degree of a symptom/factor being present (higher T suggests stronger presence). 

Indeterminacy (I): Level of uncertainty about a symptom/factor. 

Falsity (F): Degree of a symptom/factor being absent (higher F suggests stronger absence). 

Table 3: Symptoms and Factors with Neutrosophic Set Values 

Symptom/Factor Truth (T) Indeterminacy (I) Falsity (F) 

Fever 0.8 0.1 0.1 

Cough 0.7 0.2 0.1 
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Runny nose 0.6 0.3 0.1 

Sore throat 0.5 0.4 0.1 

Medical history (asthma) 0.7 0.2 0.1 

Medical history (allergies) 0.6 0.3 0.1 

Table 3 effectively demonstrates how neutrosophic sets can be used to represent the complexities of 

medical data, leading to more informed decision-making in the diagnostic process. "Fever" has a high 

Truth (0.8), indicating a strong possibility of fever. The low Indeterminacy (0.1) suggests low 

uncertainty, and the low Falsity (0.1) means fever is likely present. 

 

Graph 4: Neutrosophic Set Representation 

This visualization depicts neutrosophic sets for various factors, potentially aiding diagnosis. This 

approach acknowledges the inherent uncertainties in medical data and provides a more nuanced 

view of a patient's condition compared to traditional binary (present/absent) methods. 
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4.2.2. Exploring Neutrosophic Logic: Combining Symptoms/Factors and 

Comorbidities 

To demonstrate neutrosophic logic operators, let us consider two neutrosophic sets: 

Set A: Represents the symptoms and medical history factors of our patient (Fever, Cough, Runny 

nose, Sore throat). 

Set B: Represents possible comorbid conditions based on symptoms (Asthma history, Allergy 

history). 

We will use neutrosophic union (∨) to combine sets and neutrosophic intersection (∧) to find 

commonalities, considering truth (T), indeterminacy (I), and falsity (F) values. 

Tables 4: Neutrosophic Set Values 

Symptom/Factor Set Truth (T) Indeterminacy (I) Falsity (F) 

Fever A 0.8 0.1 0.1 

Cough A 0.7 0.2 0.1 

Runny nose A 0.6 0.3 0.1 

Sore throat A 0.5 0.4 0.1 

Asthma history B 0.7 0.2 0.1 

Allergy history B 0.6 0.3 0.1 

Table 4: shows neutrosophic set values for symptoms and factors associated with a diagnosis, but it 

includes an additional column called "Set" compared to Table 3. 
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Graph 5: Neutrosophic Set Values for Symptoms/Factors and Possible Comorbidities 

Graph 5 serves to visually represent neutrosophic set values for symptoms and factors that might be 

relevant to identifying possible comorbid conditions. This approach acknowledges the inherent 

uncertainties in medical data analysis. 

Tables 5: Neutrosophic Union 

Symptom/Factor Truth Indeterminacy Falsity 

Fever 0.8 0.1 0.1 

Cough 0.7 0.2 0.1 

Runny nose 0.6 0.3 0.1 

Sore throat 0.5 0.4 0.1 

Asthma history 0.7 0.2 0.1 

Allergy history 0.6 0.3 0.1 

Table 5 demonstrates the application of neutrosophic set operations in medical diagnosis. By 

combining information from multiple sets, neutrosophic union can potentially lead to a more 

comprehensive understanding of the relationship between symptoms/factors and a particular 

diagnosis. 
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Graph 6: Graphical Representation of Neutrosophic Union for Diagnosis 

Graph 6 visualizes the combined neutrosophic values (truth, indeterminacy, falsity) for diagnosis 

after applying the neutrosophic union operation on various symptoms and medical history factors. 

This approach can be helpful in medical decision-making by considering the uncertainties alongside 

the findings. 

This operation identifies all elements, considering the maximum T, I, and F values from both sets. 

The results (including possible comorbidities) are shown in the table above. 

Intersection (Set A ∧ Set B): (Empty Intersection  

 In this scenario, Set A (symptoms) and Set B (comorbidities) have no overlapping elements (e.g., no 

direct link between fever and asthma history). Therefore, the neutrosophic intersection is empty. 

(No intersection exists between Set A and Set B, as they have different elements) 

In this example, we have demonstrated the application of neutrosophic union (∨) and intersection (∧) 

operators to combine and compare the neutrosophic sets representing the symptoms and factors of 

our patient with possible comorbidities. The union operation helps in identifying the common and 

additional elements in both sets, while the intersection operation highlights the overlapping aspects 

between them. Neutrosophic union helps combine symptoms/factors with possible comorbidities, 

acknowledging uncertainties. Intersection can reveal overlapping aspects between sets, but in this 

example, there is no direct overlap. This demonstrates the application of neutrosophic logic operators 

in analyzing medical data with uncertainties. 
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4.2.3. Exploring Neutrosophic Logic: Combining Symptoms/Factors and 

Comorbidities for Diagnosis Probability 

Neutrosophic statistics can be used to calculate diagnosis probabilities based on combined 

neutrosophic sets representing a patient's symptoms/factors and possible comorbidities. Here is the 

process: 

1. Calculate and Normalize Neutrosophic Values: 

 Combine neutrosophic sets using union (Set A ∨ Set B) to get total truth (T), indeterminacy 

(I), and falsity (F) values for each symptom/factor. (Table 6). 

 Normalize the total values by dividing each (T, I, F) by the sum of all T values across 

symptoms/factors. This ensures values range from 0 to 1.  

Table 6: Combined Neutrosophic Values for Symptoms/Factors and Comorbidities 

Symptom/Factor Set 
Truth 

(T) 

Indeterminacy 

(I) 

Falsity 

(F) 

Normalized 

Truth 

Fever A 0.8 0.1 0.1  0.2222 

Cough A 0.7 0.2 0.1  0.1944 

Runny nose A 0.6 0.3 0.1 0.1667 

Sore throat A 0.5 0.4 0.1  0.1389 

Asthma history B 0.7 0.2 0.1 0.1944 

Allergy history B 0.6 0.3 0.1  0.1667 
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Table 6 showcases neutrosophic sets used to analyze symptoms/factors and comorbidities while 

incorporating their relative importance through a normalized truth-value. 

  

Graph 7: Distribution of Neutrosophic Truth Values for Symptoms/Factors and Comorbidities 

Graph 7 Represent different symptoms, factors, and comorbidities (underlying medical conditions) 

relevant to a particular diagnosis. 

 

Graph 8: Normalized Truth Values of Symptoms/Factors for Diagnosis 
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Graph 8 focuses on the core relationship between symptoms/factors and a specific diagnosis using 

neutrosophic set theory. "Normalized" the truth-values. 

Probability of Each Diagnosis (Di): 

We can now use the normalized truth values from the combined neutrosophic sets (refer to the 

revised table) to calculate the probability of each potential diagnosis (Di). The formula is: 

P (Di) = (Sum of normalized truth values for symptoms/factors related to Di) / (Sum of all normalized 

truth values) 

This considers the contribution of each symptom/factor to a specific diagnosis. 

Example with Three Diagnoses (D1, D2, D3): 

 We will assume specific normalized truth-values are assigned to each diagnosis based on 

symptom/factor analysis (details on this assignment are not required here). 

 Calculate the sum of all normalized truth-values (mentioned previously in the text). 

 Calculate the probability of each diagnosis (Di) using the formula. 

Interpretation and Conclusion: 

 The calculated probabilities (P (D1), P (D2), P (D3)) indicate the likelihood of each diagnosis 

based on the neutrosophic analysis. 

 This approach incorporates uncertainty and provides a more nuanced view compared to 

traditional methods that might only give yes/no answers. 

 It is crucial to remember that neutrosophic statistics serve as a decision-making aid for 

doctors. A doctor's expertise and other diagnostic tests remain essential for informed 

conclusions about a patient's condition. 

5. Discussing Neutrosophic Logic for Diagnosis 

Neutrosophic logic offers a promising approach to medical diagnosis by handling inherent 

uncertainties. It allows us to represent symptoms and patient history factors using neutrosophic sets. 

These sets assign values for truth (degree of presence), indeterminacy (ambiguity), and falsity (degree 

of absence) for each factor. 

* Demonstrating Neutrosophic Operators: 
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- Neutrosophic Union (∨): This operator combines sets, considering the maximum truth, 

indeterminacy, and falsity values. It represents the most optimistic scenario where all possibilities 

are considered. 

- Neutrosophic Intersection (∧): This operator reflects the common ground between sets, using the 

minimum values for truth, indeterminacy, and falsity. It signifies the most conservative scenario with 

only overlapping elements considered.  

In Example: We used two neutrosophic sets: 

- Set A (Symptoms and Factors) representing symptoms a patient experiences. 

- Set B (Possible Comorbidities) representing potential underlying conditions. 

Important Note: 

In this example, Set A and Set B have no overlapping elements (e.g., fever is not the same as asthma 

history). Therefore, the neutrosophic intersection results in an empty set. However, the neutrosophic 

union (Set A ∨ Set B) combines both sets, providing a comprehensive view of symptoms and potential 

comorbidities. 

Next Steps: Calculating Diagnosis Probabilities 

To calculate probabilities for various diagnoses based on the combined neutrosophic sets, we follow 

these steps: 

1. Calculate Total Neutrosophic Values:  Sum the truth, indeterminacy, and falsity values for each 

symptom/factor in the combined set (using union). 

2. Normalize Values: Divide the values obtained in step 1 by the sum of all truth-values across 

symptoms/factors. This ensures values range from 0 to 1. 

3. Calculate Diagnosis Probabilities: Use a formula involving normalized truth-values for 

symptoms/factors related to each potential diagnosis. 

This approach provides a more nuanced view compared to traditional methods that might give 

binary (yes/no) answers. However, it's crucial to remember that neutrosophic statistics serve as a 

decision-making aid for doctors.  A doctor's expertise and other diagnostic tests remain essential for 

reaching informed conclusions. 

6. Conclusion 
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In conclusion, neutrosophic set-based algorithms hold great potential in addressing the challenges 

posed by uncertainty and imprecision in decision-making processes. By incorporating degrees of 

truth, indeterminacy, and falsity, these algorithms can effectively tackle complex real-world 

scenarios. The application of neutrosophic sets in medical diagnosis serves as a compelling example 

of their usefulness, particularly when dealing with uncertain data. However, it is essential to 

recognize the limitations of these algorithms and continue exploring ways to enhance their 

performance and applicability. The field of neutrosophic set-based decision-making algorithms has 

a promising future, with potential applications in various domains that involve imprecise data. As 

researchers and practitioners delve deeper into this area, the goal should be to refine the algorithms, 

expand their scope, and promote their adoption in diverse industries for more robust and accurate 

decision-making. 
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