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Abstract. This study has investigated the impact of machine learning techniques on the prediction of academic performance, 

with the objective of analyzing their integration into teaching and their effects on educational quality, costs, and effectiveness of 

teaching strategies. To this end, neutrosophic and plithogenic statistical analyses were applied to evaluate the relationship be-

tween the independent and dependent variables. The results have shown that the combination of machine learning techniques 

with active teaching participation not only improves academic performance but also optimizes costs and raises educational qual-

ity. Consequently, it is concluded that the integration of technology and teaching participation is essential for improving academic 

results. This evidence provides a path for future research and applications in the educational field, by highlighting the need to 

balance technology and humanization in educational strategies. 

 
Keywords: Educational technology, Plithogenic statistics, Teacher participation, Educational quality.

 

1 Introduction 

The use of machine learning techniques to predict students' academic performance has become an essential 
tool in educational management, facilitating informed decision-making that promotes continuous academic pro-

gress. This tool not only aims to anticipate students' future performance but also to identify the most effective 

methodologies that highlight key variables influencing teaching and motivation, thereby contributing to the reduc-

tion of school dropout rates [1]. Since academic performance is a critical indicator of educational quality, the 
implementation of machine learning is positioned as a crucial component for the continuous improvement of aca-

demic management [2]. 

However, despite advancements in using machine learning for predicting academic performance in this field, 

numerous challenges remain unaddressed [3]. Specifically, understanding learning patterns in contexts with low 
literacy levels is fundamental to improving academic performance. 

Furthermore, although there has been a growing interest in developing predictive models of academic perfor-

mance, challenges such as low performance and high dropout rates in higher education persist [4, 5]. In this context, 

machine learning techniques have been intensively adopted, facilitating the processing and analysis of large vol-
umes of data to support educational decision-making [6]. 

Therefore, the present study aims to analyze the impact of machine learning techniques on predicting students' 

academic performance and how their integration into teaching practices influences educational quality[7]. Addi-

tionally, this study seeks to determine the effect of these tools on academic outcomes, the operational costs of 
educational institutions, and the effectiveness of teaching intervention strategies. 

2 Plithogenic statistics 

Plithogenic statistics are applied to analyze complex data in education, particularly in the evaluation of machine 

learning techniques. This approach allows for the investigation of how these techniques influence various educa-
tional factors, such as academic performance, teacher participation, and the quality of teaching. By employing 

plithogenic statistics, a detailed understanding of the interactions between these factors and how they simultane-

ously affect the educational environment is obtained. To implement this method, the plithogenic dynamic must be 

defined in the context of academic performance prediction [8]. 
Plithogeny is the dynamic of different types of opposites, and/or their neutrals, and/or non-opposites, and their 
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organic fusion. Plithogeny is a generalization of dialectics (the dynamic of one type of opposites: <A> and <an-

tiA>), neutrosophy (the dynamic of one type of opposites and their neutrals: <A> and <antiA> and <neutA>), as 
Plithogeny studies the dynamic of many types of opposites and their neutrals and non-opposites (<A> and <antiA> 

and <neutA>, <B> and <antiB> and <neutB>, etc.), and many non-opposites (<C>, <D>, etc.) all together. As an 

application and particular case derived from Plithogeny, the plithogenic set is an extension of the classical set, 

fuzzy set, intuitionistic fuzzy set, and neutrosophic set [9], and it has multiple scientific applications [10]. 
 

Then, it is called a plithogenic set (P,a,V,d,c): 

 

Where "P" is a set, "a" is an attribute (generally multidimensional), "V" is the range of values of the attribute, 
"d" is the degree of membership of the attribute value of each element x to the set P for some given criteria (x∈
P), and "d" means “𝑑𝐹” or “ 𝑑𝐼𝐹 ” or "𝑑𝑁", when it is a fuzzy membership degree, an intuitionistic fuzzy member-

ship, or a neutrosophic membership degree, respectively, of an element x to the plithogenic set P; 

"c" means "𝑐𝐹" or "𝑐𝐼𝐹" or "𝑐𝑁", when it is a fuzzy attribute value contradiction degree function, an intuition-
istic fuzzy attribute value contradiction degree function, or a neutrosophic attribute value contradiction degree 

function, respectively [11]. 

Functions are defined according to the applications that experts need to address. d(∙,∙) and c(∙,∙) then use the 

following notation: x(d(x,V)), where d(x,V) = {d(x,v), for all v∈V},∀x∈P. Thus, plithogenic statistical analysis 

allows for addressing the complexity of the perceptions of the analyzed sample [12, 13].  

3 Material and Methods  

The systematic literature review was conducted using an approach that allowed for an analytical response to 

the research questions related to the use of machine learning in academic performance [7]. The initial search in 

academic databases such as Science Direct and Scopus yielded 717,389 articles. These were filtered through ex-
clusion criteria, resulting in the selection of 88 relevant studies (study sample). The selected articles were evaluated 

based on criteria, including the clarity of objectives and the organization of the document. The data extracted from 

these sources formed the basis for the modeling of plithogenic statistics. 

A linguistic evaluation system was adapted to the plithogenic model to accurately capture the experts' opinions 
(see Table 1). 

 

Table 1: Plithogenic scales to evaluate the educational impact of machine learning.  

 

Scale Plithogenic 

scale 

S([T,I,F]) Using ML ma-

chine learning 

techniques (VI1) 

Teacher par-

ticipation 

(VI2) 

Academic per-

formance (VD1) 

Operational 

costs (VD2) 

Quality of edu-

cation (VD3) 

7 (0.95, 0.05, 

0.05) 

0.90 Extremely High 

(EH)   

Very High 

(VH)   

Extremely High 

(EH)   

Very High 

(VH)   

Extremely High 

(EH)   

6 (0.80, 0.15, 

0.10) 

0.75 Very High (VH)   High (H)   Very High (VH)   High (H)   Very High (VH)   

5 (0.65, 0.25, 

0.20) 

0.65 High (H)   Moderately 

High (MH)   

High (H)   Moderately 

High (MH)   

High (H)   

4 (0.50, 0.35, 

0.30) 

0.50 Moderately High 

(MH)   

Medium (M)   Moderately High 

(MH)   

Medium (M)   Moderately High 

(MH)   

3 (0.35, 0.45, 

0.40) 

0.45 Medium (M)   Moderately 

Low (ML)   

Medium (M)   Moderately 

Low (ML)   

Medium (M)   

2 (0.20, 0.60, 

0.50) 

0.35 Moderately Low 

(ML)   

Low (L)   Moderately Low 

(ML)   

Low (L)   Moderately Low 

(ML)   

1 (0.10, 0.75, 

0.65) 

0.25 Low (L) Very Low 

(VL) 

Low (L) Very Low 

(VL) 

Low (L) 

 

Consequently, the dataset is evaluated, which is formed totally or partially by data with some degree of inde-

terminacy and contradiction. The plithogenic statistical method is used to interpret and organize plithogenic data 

to reveal underlying patterns [14, 15]. 
For the plithogenic statistical modeling in this study, a random variable P is referenced, representing the lower 

and upper levels that the studied plithogenic variable can reach, within an indeterminate and contradictory interval. 

Thus, it follows the plithogenic mean of the variable (P̅) when formulating [16]: 

 

P̅ =
1

𝑛𝑃
 ∑ 𝑃𝑖

𝑛𝑃

𝑖=1
  

(1) 
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Where 𝑛𝑃 is a plithogenic random sample from the studied population. Once the mean is defined, the next step 

is to calculate the variance of the plithogenic sample. To do this, it is necessary to convert a plithogenic number to 
a scalar number according to the methodology analyzed in the study materials. Subsequently, the following equa-

tion is used to calculate 𝑆𝑃 
2 [16]: 

𝑆𝑃
2 =

∑ (𝑃𝑖 − �̅�𝑖)
2𝑛𝑃

𝑖=1

𝑛𝑃
 (2) 

Subsequently, the plithogenic coefficient (𝐶𝑉𝑃) is calculated, which measures the consistency of the variable. 
The lower the value of 𝐶𝑉𝑃, the more consistent the performance of the analyzed element is compared to the others 

studied. The following equation is proposed [16]:  

𝐶𝑉𝑃 = √𝑆𝑃
2 × 100 (3) 

4 Results 

The following presents an analysis of the implications of applying machine learning techniques in education. 

The research has addressed how these techniques can influence various aspects of the educational system, from 

the overall quality of education to the impact on institutional costs. In this context, several hypotheses about the 

effectiveness and benefits of machine learning in different educational areas are explored (see Table 2). 
 

Table 2: Neutrosophic hypothesis of the study.  

 

Question 
Neutrosophic probabil-

istic hypothesis 
Interpretation of studies 

1. Does the reliance on machine 

learning predictions increase the 

overall quality of education 
provided to students? 

(0.91, 0.09, 0) Confidence in machine learning predictions 

improves the overall quality of education by 

accurately forecasting student performance and 
assisting in academic decision-making. 

2. Does machine learning 

improve student outcomes in 

education? 

(0.89, 0.11, 0) Machine learning can enhance student outcomes 

by precisely predicting academic performance, 

thus improving learning experiences and aiding in 

educational decision-making. 

3. Does the use of machine 

learning techniques to predict 

academic performance result in 

significant cost savings for 
educational institutions? 

(0.82, 0.16, 0.2) The use of machine learning techniques can 

generate significant savings for institutions by 

providing more accurate predictions, better 

intervention strategies, and resource optimization. 

4. Does the involvement of 
teachers with predictive learning 

analytics lead to an improvement 

in student academic 

performance? 

(0.60, 0.35, 0.15) Active teacher involvement in predictive analytics 
can improve student performance, but the mere 

provision of analytics does not guarantee changes 

in teaching practices. 

 

To explore how machine learning techniques influence the educational system using a plithogenic approach, 
it is essential to clearly define the variables to be modeled. The following includes the independent and dependent 

variables for statistical modeling, as well as the evaluation of each variable in the presented sample (see Tables 3 

and 4), and the representation of determining and indeterminate elements (see Figure 1). 

 

Table 3: Variables to measure machine learning.  
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Variable Type Description Abbreviation 

Use of machine learning techniques   Independent variable Level of application of machine learning 

techniques   
VI1 

Teacher involvement in predictive 

analytics   

Independent variable Degree of teacher involvement in 

predictive analytics   

VI2 

Academic performance   Dependent variable Measured by the average student grades   VD1 

Operational costs   Dependent variable Total expenses at the educational 

institution   

VD2 

Quality of education Dependent variable Overall satisfaction of students and 

teachers 

VD3 

 

Table 4: Sample analyzed for variables VI1, VI2, VD1, VD2 and VD3.  

 

Source VI1 VI2 VD1 VD2 VD3 

1 (0.78,0.91) (0.9,0.99) (0.78,0.89) (0.76,0.93) (0.9,0.99) 

2 (0.7,0.88) (0.85,0.92) (0.79,0.92) (0.72,0.88) (0.86,0.88) 
3 (0.64,0.75) (0.84,0.89) (0.85,0.95) (0.73,0.89) (0.87,0.89) 

4 (0.77,0.94) (0.86,0.93) (0.83,0.92) (0.78,0.97) (0.8,0.9) 

5 (0.61,0.71) (0.86,0.94) (0.76,0.86) (0.71,0.87) (0.69,0.71) 

6 (0.75,0.91) (0.9,1) (0.77,0.99) (0.76,0.91) (0.83,0.84) 
7 (0.66,0.82) (0.87,0.97) (0.7,0.96) (0.75,0.9) (0.8,0.82) 

8 (0.73,0.86) (0.88,0.95) (0.7,0.81) (0.7,0.88) (0.86,0.88) 

9 (0.62,0.81) (0.84,0.93) (0.77,0.94) (0.8,0.99) (0.88,0.98) 

10 (0.79,0.99) (0.88,0.96) (0.76,0.91) (0.75,0.9) (0.85,0.95) 
11 (0.67,0.82) (0.89,0.94) (0.78,0.88) (0.79,0.98) (0.9,0.94) 

12 (0.69,0.83) (0.89,0.95) (0.71,0.96) (0.73,0.88) (0.86,0.91) 

13 (0.61,0.73) (0.89,0.99) (0.85.1) (0.74,0.91) (0.82,0.85) 

14 (0.67,0.81) (0.86,0.95) (0.71,0.86) (0.79,0.97) (0.83,0.87) 
15 (0.73,0.88) (0.81,0.87) (0.79,0.92) (0.7,0.88) (0.8,0.81) 

16 (0.78,0.88) (0.84,0.9) (0.81,0.91) (0.78,0.95) (0.85,0.92) 

17 (0.75,0.91) (0.87,0.95) (0.71,0.82) (0.72,0.91) (0.84,0.93) 

18 (0.76,0.88) (0.81,0.89) (0.7,0.81) (0.78,0.97) (0.8,0.89) 
19 (0.73,0.92) (0.85,0.95) (0.79,0.9) (0.77,0.92) (0.84,0.89) 

20 (0.69,0.8) (0.85,0.91) (0.72,0.83) (0.78,0.98) (0.81,0.82) 

21 (0.79,0.96) (0.9,0.97) (0.85,0.97) (0.75,0.94) (0.86,0.96) 

22 (0.8,0.97) (0.82,0.89) (0.81,0.93) (0.73,0.89) (0.85,0.86) 
23 (0.69,0.8) (0.82,0.92) (0.83,0.97) (0.79,0.96) (0.83,0.83) 

24 (0.73,0.9) (0.8,0.89) (0.79,0.89) (0.8,0.96) (0.82,0.89) 

25 (0.77,0.89) (0.9,0.97) (0.84,0.97) (0.72,0.9) (0.82,0.89) 

26 (0.74,0.84) (0.83,0.9) (0.77,0.9) (0.76,0.94) (0.8,0.84) 
27 (0.69,0.83) (0.85,0.9) (0.79,0.94) (0.77,0.96) (0.84,0.85) 

28 (0.69,0.79) (0.81,0.86) (0.7,0.84) (0.76,0.93) (0.87,0.94) 

29 (0.69,0.79) (0.87,0.94) (0.78,0.88) (0.78,0.94) (0.79,0.8) 

1-88 (0.64,0.76) (0.83,0.93) (0.75,0.89) (0.76,0.91) (0.85,0.89) 

0-88 (62.07,75.19) (75.15,81.81) (68.05,79.08) (66.6,81.67) (74.19,78.61) 

 
Interpretation of Results: 

 

Use of machine learning techniques (VI1): Values for this variable range from 0.61 to 0.99, covering a spectrum 

from low to extremely high levels. This indicates that educational institutions apply machine learning techniques 
to varying degrees. Institutions using advanced techniques achieve greater accuracy in predicting academic 

performance and better resource optimization, contributing to higher educational quality. 

Teacher participation in predictive analytics (VI2): Values range from 0.81 to 1, showing high to extremely 

high levels of teacher involvement in educational data analysis. Intense participation allows teachers to better adapt 
pedagogical strategies, leading to significant improvements in student academic performance. 

Academic performance (VD1): The variable shows values between 0.7 and 1, reflecting generally high 

academic performance. This suggests that machine learning techniques and effective teaching practices are 

associated with good academic results. Consistency in high performance validates the effectiveness of the applied 
educational strategies. 

Operational costs (VD2): Operational costs range from 0.71 to 0.99, from medium to extremely high levels. 

This variability reflects how different institutions manage their expenses related to the implementation of machine 
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learning techniques. Institutions with high costs invest in advanced technologies, while others optimize resources 

and reduce expenses in the long term. 
Quality of education (VD3): Values for this variable range from 0.69 to 0.99, indicating high educational 

quality. This shows that effective implementation of predictive techniques and active teacher participation 

contribute to a positive educational experience. High educational quality signifies that machine learning techniques 

are well-applied and adapted to student needs. 

Figure 1: Indeterminacy of the analyzed sample.Source: Own elaboration. 

 
In Figure 1, the levels of indeterminacy for each variable are observed. Among them: 

Usage of Machine Learning Techniques (VI1): This section represents the level of application of machine 

learning techniques, which is clearly defined and measured. The determined part shows that, generally, the use of 

these techniques is quite high and well understood. However, the undetermined part reflects challenges such as the 
lack of standardization and variability in the data, introducing uncertainty into the results and the effectiveness of 

these techniques. 

Teacher Participation in Predictive Analysis (VI2): Teacher participation is high and well established, 

suggesting a good degree of involvement in predictive analysis. Nonetheless, the undetermined part represents 
difficulties in accurately measuring this participation, including differences in teacher training and motivation. 

Academic Performance (VD1): Academic performance is relatively stable and measurable, indicating that 

student grades are clearly recorded. However, the undetermined part reflects issues such as variability in 

assessment and uncontrolled external factors, introducing uncertainty into the interpretation of performance data. 

Operational Costs (VD2): Operational costs are relatively clear and well documented, facilitating financial 
management. Despite this, the undetermined part suggests challenges in accurately forecasting costs, such as 

fluctuations in expenses and changes in budgets, which affect planning and the evaluation of economic efficiency. 

Quality of Education (VD3): The quality of education is evaluated quite stably and consistently, reflecting a 

high level of satisfaction among students and teachers. The undetermined part is low, indicating that uncertainties 
in this variable are minor. However, variations in the perception of quality or contextual factors not fully reflected 

in the evaluation should be considered. 

Therefore, the impact of the variables in the research is evaluated based on the analysis of the weighted average 

value, the range of standard deviation, and the weighted coefficient of variation for each variable. These data detail 
the behavior and consistency of the analyzed variables (see Table 5) [17, 18]. 

 

Table 5: Obtaining �̅�𝐏, SP and CVP of the variables VI1, VI2, VD1, VD2 and VD3.  

 

Variable �̅�𝐏 SP CVP 

VI1 0.71 + 0.85 I 0.059 + 0.072 I 0.083 + 0.085 I 

VI2 0.85 + 0.93 I 0.033 + 0.037 I 0.039 + 0.04 I 

VD1 0.77 + 0.9 I 0.05 + 0.052 I 0.065 + 0.058 I 

VD2 0.76 + 0.93 I 0.03 + 0.035 I 0.039 + 0.038 I 

VD3 0.84 + 0.89 I 0.04 + 0.055 I 0.048 + 0.062 I 
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Usage of Machine Learning Techniques (VI1): This variable shows a high average in the use of machine 
learning techniques but presents moderate uncertainty. Compared to other variables, its high variability makes 

predictions of academic performance less consistent. However, intensive use of techniques enhances the prediction 

and reliability of predictive models. 

Teacher Participation in Predictive Analysis (VI2): Teacher participation is high and its uncertainty is low, 
indicating greater consistency in implementing predictive analysis. Compared to VI1, this variable offers greater 

stability, facilitating the accuracy of predictions. High teacher participation helps make machine learning models 

more effective and reliable by contributing to more stable predictions of academic performance. 

Academic Performance (VD1): Academic performance shows a high average but with considerable uncer-
tainty. Its variability is moderate, affecting the stability of predictive models. Compared to VI2, which has lower 

variability, VD1 may present additional challenges in prediction due to its lack of consistency. Variability in aca-

demic performance complicates the task of modeling and predicting student success with precision. 

Operational Costs (VD2): Operational costs show a high mean with low uncertainty, indicating that cost data 
is stable. Compared to VD1, operational costs are more predictable, which facilitates resource optimization without 

significantly affecting the accuracy of academic performance predictions. Stability in costs allows machine learn-

ing models to adjust more efficiently, contributing to better resource management and intervention strategies. 

Quality of Education (VD3): The quality of education has a high average with moderate uncertainty. Its vari-

ability, although lower than that of VD1, can still impact the stability of predictions. Compared to VI2 and VD2, 
the quality of education is less consistent, which may influence the accuracy of predictive models. Improving the 

stability of this variable is crucial for enhancing the accuracy of predictions related to academic performance. 

After performing the comparative plithogenic analysis [18, 19, 20] , the correlation between independent and 

dependent variables is evaluated to identify the strongest relationships and determine which hypothesis is most 
viable (see Table 6). The following relationships are proposed: 

 

❖ H1: Correlation between VI1 and VD3. 

❖ H2: Correlation between VI1 and VD1. 
❖ H3: Correlation between VI1 and VD2. 

❖ H4: Correlation between VI2 and VD1. 

 

Table 6: Pearson correlation coefficients.  

  

VI1 VI2 VD1 VD2 VD3 

VI1 - - 0.0973 0.0272 0.3695 
VI2 - - 0.491 - - 

VD1 0.0973 0.491 - - - 

VD2 0.0272 - - - - 

VD3 0.3695 - - - - 

 

The table shows the Pearson correlation coefficients, which indicate the strength and direction of the linear 
relationships between the variables. This analysis focuses on how the independent variables (VI1 and VI2) relate 

to the dependent variables (VD1, VD2, and VD3). The analysis reveals that teacher participation in predictive 

analysis (VI2) has a significant influence on academic performance (VD1), suggesting that the active involvement 

of teachers in using machine learning tools is crucial for improving student outcomes. On the other hand, the use 
of machine learning techniques (VI1) has a moderate impact on the quality of education (VD3) and a limited effect 

on operational costs (VD2) and academic performance (VD1). This indicates that while technology is a significant 

facilitator, the commitment and participation of teachers in the predictive analysis process are essential for achiev-

ing better academic performance results. 
The acceptance of hypothesis H4 confirms that the active participation of teachers in predictive analysis posi-

tively affects student academic performance. This result highlights several key aspects that must be considered in 

the research: 

❖ Importance of Teacher Intervention: The analysis explores how the integration of machine learning 
techniques, combined with teacher involvement in predictive analysis, affects critical variables such 

as academic performance, operational costs, and educational quality. Hypothesis H4 emphasizes the 

significant impact of teacher participation on improving academic performance, highlighting the cru-

cial role within the analyzed neutrosophic context. 
❖ Direct Connection with Dependent Variables: H4 establishes a clear relationship between teacher 

participation in predictive analysis and improvement in academic performance (VD1), one of the 

most relevant dependent variables. Academic performance, as a key indicator of educational process 
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effectiveness, is directly influenced by this participation, reinforcing the relevance of the hypothesis 

within the research framework. 
❖ Applicability and Relevance: The analysis of the data and the involved variables suggests that H4 

aligns with the idea that active teacher participation in the interpretation and application of predictive 

analysis has a significant impact on student academic outcomes. 

The correlation between the variables allows for the identification of areas where different variables coincide 
or overlap, helping to mitigate specific challenges in predicting academic performance. Among those identified 

are: 

❖ Correlation between VI1 (Use of Machine Learning Techniques) and VD1 (Academic Performance): 

The Pearson correlation coefficient is 0.0973, indicating a moderate intersection between these vari-
ables. This suggests that while appropriate use of machine learning techniques positively impacts 

academic performance, it is not a decisive factor. The intersection highlights an area where optimizing 

these techniques can help overcome challenges in accurately predicting academic performance. 

❖ Correlation between VI2 (Teacher Participation in Predictive Analysis) and VD1 (Academic Perfor-
mance): With a coefficient of 0.491, this intersection is significant. The strong correlation indicates 

that active teacher participation is crucial for improving academic outcomes. Here, the intersection 

reveals that involving teachers in the predictive process mitigates challenges associated with applying 

machine learning techniques without human supervision and adjustment. 

❖ Correlation between VI1 (Use of Machine Learning Techniques) and VD3 (Quality of Education): 
The high intersection (0.3695) shows that the use of machine learning techniques also affects percep-

tions of educational quality. This suggests that optimizing these techniques not only improves perfor-

mance but also enhances overall satisfaction among students and teachers. Addressing challenges in 

perceiving educational effectiveness accurately is crucial for improving quality. 
 

Conclusion 

The validation of hypothesis H4 confirms that active teacher participation in predictive analysis significantly 

enhances students' academic performance. Additionally, the use of plithogenic statistics has been crucial for iden-
tifying and understanding the complex relationships between independent and dependent variables. This approach 

has allowed for the detection of areas of indeterminacy and contradiction, providing a more comprehensive view 

of how interactions between technology and teacher participation impact educational outcomes. 

The plithogenic analysis has demonstrated that combining machine learning techniques with strong teacher 
involvement is essential for improving academic performance. The areas of intersection and union indicated that 

the most effective educational strategies are those that balance technology with human involvement, while the 

levels of contradiction highlight the need for balanced implementation. These solid and applicable relationships 

suggest a clear path for designing educational policies and practices that optimize academic performance through 
machine learning. 
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