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Abstract: This study tackles the problem of missing data in migrant datasets by introducing a new framework 

that combines machine learning techniques with neutrosophic sets. These sets, which can represent uncertainty 

and ambiguity, are well-suited for managing the complex nature of missing information in sensitive fields like 

migration research. We test the effectiveness of KNN, SVM, decision tree, random forest, and Ada Boost 

algorithms on a migrant dataset, comparing their results using different imputation methods (mean/mode, 

model-based imputer (simple tree), and random values). Our research showed that our proposed approach, 

which used neutrosophic sets, improved imputation accuracy and strengthened model reliability. Our results 

underscored the potential of neutrosophic set-based machine learning for addressing missing data issues across 

various fields. 

Keywords: Missing data imputation, neutrosophic sets, machine learning, migrant data, KNN, SVM, decision 

tree, random forest, Ada Boost, classification, accuracy, precision, recall, F1-score. 

1. Introduction 

In statistics, missing data, also known as missing values, occurs when no data value is saved for a variable in 

an observation. Incomplete data is a widespread issue in primary care studies, including clinical trials, 

observational research, and quality improvement projects. It refers to data points that are not available for 

analysis, such as migrants who drop out. Missing data is prevalent and can have a substantial impact on the 

conclusions formed from the data. Missing values in research can lead to bias, reduced validity,  inaccurate 

conclusions and the loss of crucial information from study samples. When missing data is not correctly and 

handled improperly, it might result in statistical bias and hide the underlying relationship between variables. 

Missing data might lead to loss of knowledge, affecting study efficiency and interpretation. Also, missing data 

might reduce the validity and trustworthiness of research findings by increasing bias, causing information loss, 

and reducing statistical power (Suthar and Goswami, 2012; Hourarip et al., 2014; Ayilara et al., 2019). 
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The effect of missing values depends on how much data is missing, what type of data is missing, and why it's 

missing (Zhang, 2015). The most common methods which dealing with  missing data is delectation missing 

values and using the mean to fill in missing values. This method resulted in biased estimation of parameters and 

uncertainty, and decreasing statistical power. 

 Machine learning methods can overcome the shortcomings of traditional approaches like mean, median, and 

regression imputation (Langkamp et al., 2010; Donders et al., 2006). Assessing these methods' performance 

requires careful planning and analysis. Factors like algorithm choice and sampling techniques are key. 

Therefore, selecting the right strategy for handling missing data is crucial, as improper treatment can lead to 

inaccurate results. Recently, advanced analysis models like neutrosophic models have gained popularity in 

studying the link between migration and missing persons. Neutrosophic statistics offers a robust framework for 

dealing with various uncertainties in statistical analysis, making it a powerful tool for predicting intervals in 

machine learning (Smarandache, 2022). 

Neutrosophic machine learning combines neutrosophic theory, introduced by Florentin Smarandache, with 

machine learning algorithms to handle uncertain and incomplete data. While traditional machine learning 

assumes accurate and complete datasets, real-world data often contains ambiguities and gaps that can affect 

model performance. Neutrosophic methods offer a novel approach by directly incorporating uncertainty into 

the learning process, potentially improving model accuracy, flexibility, and interpretability. Neutrosophic sets 

provide a mathematical framework for representing information beyond simple true-false values, making them 

a powerful tool for managing uncertainty and indeterminacy (Salama et al., 2024). By integrating neutrosophic 

theory into machine learning algorithms, we can enhance model performance when dealing with missing data. 

Jdid et al. (2023, 2022) have explored the basics of neutrosophic simulation and its potential uses in handling 

randomness and uncertainty. 

These models show promise in fields where data is often imperfect. However, implementing neutrosophic 

techniques can be complex, requiring significant customization of existing algorithms. Despite these challenges, 

neutrosophic machine learning has the potential to improve outcomes in various applications by better handling 

uncertainty and missing data. It represents a new direction in how models treat uncertainty and imprecision. 

While it currently faces obstacles and needs further validation, its ability to provide a richer and more flexible 

representation of data shows promise for increasing the accuracy and applicability of machine learning models 

across different fields (Maguina, et al., 2024). 

Several studies have addressed missing data issues. For example, (Petersen et al., 2019) examined key 

implications of handling missing data using health indicator records in the UK. (Stiglic et al., 2019) highlighted 

challenges in electronic health records, demonstrating missed opportunities from incomplete data through 

simulations in predictive modeling. Their approach to missing data involved removing incomplete records. The 

rest of this study is designed as follows, in section 2, we proposed the related works, section 3 proposed the  

methodology of this study, in section 4, we presented missing data mechanisms, section 5, introduced machine 

learning algorithms, section 6, proposed neutrosophic machine learning and finally section 7, numerical analysis 

of this study. 
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2. Related Works 

There are many studies related to this study like, Power and Freeman (2012) compared interpersonal 

psychotherapy (IPT) and cognitive-behavioral therapy (CBT) in primary care. Their study, which examined 

three treatments, encountered significant missing data. They suggested that complex imputation methods might 

offer the best estimates. Mirzaei et al. (2022) investigated handling missing survey data using various 

approaches, including deletion, calculation, and likelihood methods, providing guidance on their application. 

Nijman et al. (2022) applied machine learning to tackle missing data in model prediction, finding that deletion, 

complete-case analysis (CCA), and multiple imputation were most effective. Zhou et al. (2022) explored how 

missing data impacts comparative effectiveness research using electronic health records (EHRs), concluding 

that spline smoothing yielded results similar to having complete data. This study aims to employ neutrosophic 

set under machine learning to treat missing data issue.  

3. Methodology 

3.1. Data Collection and Processing 

• Dataset Acquisition: A migrants dataset, either publicly available or proprietary, was obtained, 

containing relevant demographic, socioeconomic, and migration-related information. 

• Data Refinement: The dataset underwent thorough cleaning to eliminate inconsistencies, errors, and 

outliers. Missing values were identified and classified based on their mechanisms like, missing 

completely at random (MCAR), missing at random  (MAR), and missing not completely at random 

(MNAR). 

3.2. Neutrosophic Set Application 

Neutrosophic sets (NSs) introduced by (Smarandache,1998) which represented a generalization of fuzzy sets 

and intuitionistic fuzzy set, is a powerful tool to deal with incomplete, indeterminate and in consistent 

information, which exist in the real-world. Neutrosophic sets are determined by truth membership function (T), 

Indeterminacy membership function(I) and falsity membership function(F). This theory is very essential in 

various applications areas since indeterminacy is quantified explicitly and  the determined memberships 

functions are independent. Wang, Smarandache, Zhang &  Sunderraman (2010) proposed the concept of single 

– valued neutrosophic set. The single-valued neutrosophic set can convey truth-membership degree, 

indeterminacy-membership degree, and falsity-membership degree, addressing incomplete, indeterminate, and 

inconsistent data. The single-valued neutrosophic set accurately describes human thought due to the inadequacy 

of external knowledge. 

• Attribute Representation: Each dataset attribute was represented as a neutrosophic set, assigning 

degrees of truth, falsity, and indeterminacy to possible values. 

• Distance Measures: Appropriate measures (e.g., Hamming distance, Euclidean distance) were defined to 

compare neutrosophic sets, accounting for uncertainty and indeterminacy. 
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3.3. Machine Learning Algorithm Choice 

• Selected Algorithms: The following algorithms were chosen based on their ability to handle missing 

data and incorporate neutrosophic sets:  

▪ K-Nearest Neighbors (KNN) 

▪ Support Vector Machines (SVM) 

▪ Decision Trees 

▪ Random Forest 

▪ AdaBoost 

• Algorithm Modification: These algorithms were adapted to process neutrosophic data by 

incorporating neutrosophic distance measures or adjusting their decision-making processes. 

3.4. Imputation Strategies 

• Conventional Imputation: Standard imputation methods were employed as benchmarks, including:  

▪ Mean imputation 

▪ Median imputation 

▪ Multiple imputation 

• Neutrosophic Imputation: An innovative imputation approach was developed, utilizing neutrosophic 

sets to fill in missing values based on the closest neighbors in the neutrosophic attribute space. 

3.5. Model Training and Assessment 

• Model Training: The chosen machine learning algorithms were trained on the imputed dataset using 

suitable training methods (e.g., cross-validation). 

• Model Assessment: The models' performance was evaluated using common classification metrics, 

such as accuracy, precision, recall, and F1-score. 

• Comparison: The effectiveness of the neutrosophic-based imputation method was compared to 

traditional imputation techniques to gauge its efficacy. 

3.6. Sensitivity Analysis 

• Parameter Adjustment: The sensitivity of the results to various algorithm parameters and 

imputation methods was examined. 

• Missing Data Patterns: The effect of different missing data mechanisms (MCAR, MAR, MNAR) 

on model performance was explored. 

3.7. Ethical Considerations 

• Data Protection: Appropriate steps were taken to ensure data privacy and confidentiality throughout 

the study. 

• Fairness and Bias: The potential for bias and unfairness in the dataset and models was addressed, 

with measures implemented to mitigate these issues. 
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4. Missing Data Mechanisms 

The nature of missing data varies across studies based on the underlying mechanism of missingness. These 

mechanisms define the patterns of missing data. The three common types of missing data patterns are univariate, 

monotone, and non-monotone (Little and Rubin, 2019). Univariate patterns occur when missingness is related 

to a single variable (Demirtas, 2019), often seen in experimental studies (Lacerda et al., 2007). Monotone 

patterns are typically observed in ordered variables, such as those in longitudinal studies (Liu, 1995). Non-

monotone patterns are the simplest to handle as missing values are easily identified through patterns (Dong and 

Peng, 2013). In this case, the missingness of one variable does not influence the missingness of others (Chen, 

2020). 

 

Figure 1: Missing data patterns. 

The assumptions underlying missing data treatment methods are influenced by the mechanisms leading to 

data missingness. Therefore, it is crucial to understand these mechanisms. The theory of missing data, 

established by Rubin (1976), identifies three main mechanisms for missingness, which are determined based 

on the availability and absence of data. 

To define the missing. Let 𝑌 be an entire data matrix, which separated into 𝑌0  observed data and 𝑌𝑚 missing 

data. Let 𝑅 is a matrix of missing value known by, 

       𝑅 = {
0,                           𝑖𝑓 𝑌 𝑖𝑠 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑
1,                            𝑖𝑓 𝑌 𝑖𝑠 𝑚𝑖𝑠𝑠𝑖𝑛𝑔  

                                          (1) 

Let 𝑞  a values vector, which determine the relation between the missing in 𝑅  and the data set 𝑌 . The 

mechanisms of missing values defined by the probability of whether a value observed or missing as it displays 

below. 

a) Missing at Random (MAR) 

In MAR, the probability of missing data is solely linked to the observed data. This probability in MAR can be 

expressed as: 

           𝑝(𝑅|𝑌0, 𝑞)                                                                                          (2) 

Missing at random (MAR) mostly appeared in medical studies data sets. The missing in this mechanism can be 

treated by observed predicator variables (Gomez et al., 2014). 

b) Missing Completely at random (MCAR) 

Occurs when the occurrence of missing data is unrelated to both observed and unobserved measurements. The 

probability of missing completely at random (MCAR) is represented as: 
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             𝑝(𝑅|𝑞)                                                                                        (3) 

 

c) Missing not at random (MNAR) 

This situation occurs when the missing data is independent of the previous two mechanisms, and the missing 

values depend equally on both the missing and observed values. Dealing with missing data using this approach 

is challenging due to its connection with unobserved data. 

The probability of  MNAR is defined as: - 

         𝑝(𝑅|𝑌0, 𝑌𝑚, 𝑞)                                                                                 (4) 

The probability 𝑅  depends on both 𝑌0  and 𝑌𝑚  and this mechanism is applied in various sectors like 

biomedicine in data sets of psychology and education (Grittner  et al., 2011).  

5. Machine Learning Algorithms. 

  The approaches of missing data vary from traditional to improved techniques of machine learning. As the 

imputation of traditional statistical methods has a bias at the final analysis of missing data. Therefore, this study 

introduces some machine learning methods for handling missing data problems. Such learning methods allow 

us to find challenging associations in data sets where exploratory analysis has failed to accurately determine the 

form of the underlying model. We do not want to provide an explicit formula for the distribution of our data; 

instead, we want the algorithm to figure out the pattern on its own, based on the facts. Learning methods allow 

us to challenge the assumptions underlying statistical methodology. Algorithms of machine learning imputation 

are used to develop a predictive technique to treat missing data. In addition, the estimation process of these 

methods relies on the availability of information from observed data using labeled or unlabeled data. The 

machine learning techniques are discussed below. 

(5-1) K nearest Neighbor Classification 

  The algorithm of KNN conducts by classifying the nearest neighbors of missing values and using those 

neighbors for imputation using a distance measure between instances (Maillo et al., 2017). Different distance 

like, Euclidean distance, distance of cosine, Jaccard distance and distance of Minkowski can be used for 

imputation of KNN. However, the distance of Euclidean is the most distance measure used widely. 

The imputation of KNN using distance of Euclidean distance can be written as follows:             

𝐷𝑖𝑠𝑡𝑥𝑦 = √∑ (𝑋𝑖𝑘 − 𝑋𝑗𝑘)
2

 𝑚
𝑘=1                                           (5) 

Where:- 

▪ 𝑫𝒊𝒔𝒕𝒙𝒚: is the Euclidean distance. 

▪ 𝒌: data dimensions 

▪ 𝑿𝒊𝒌: value for 𝑗 .attribute involving missing data.  

▪ 𝑿𝒋𝒌: is the value of 𝑗. Attribute including complete data. 

The 𝒌 points that have a minimum distance value are chosen, and then the estimation of weight mean is 

imputed as: 
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            𝑋𝑘 =
∑ 𝑊𝑗 𝑉𝑗

𝐽
𝑗=1

∑ 𝑊𝑗
𝐽
𝑗=1

                                                            (6) 

Where:- 

▪ 𝑿𝒌: is the estimation. 

▪ 𝑱: is the parameters number with 𝑗 = 1,2,3, … … . , 𝑘. 

▪ 𝑽𝒋: are complete values on attributes including missing data. 

▪ 𝑾𝒋: is the observed nearest neighbors. 

Hence, the weighted value given by the following equation: 

            𝑊𝑗 =
1

𝑑𝑖𝑠(𝑥,𝑦)2
                                                                (7) 

In both discrete and continuous data, The KNN calculation technique is used also, conducted as a handler of 

multiple missing data (Suthar et al., 2012 ; Mailo et al., 2017). 

(5-2) Support Vector Machine (SVM) 

This method represents the most used method for handling missing data (Honghai et al., 2005  ;  Pelckmans et 

al., 2005). SVM discovers an optimal separating hyper- plane for a sample of a labeled training like the distance 

between the hyper- plane and the nearest data points is maximized (Stewart, 2018). The hyper- planes are known 

by: 

𝑤.  𝑥1 + 𝑏 ≥ +1     𝑤ℎ𝑒𝑛       𝑦𝑖 = +1           (8)        

 

               𝑤.  𝑥1 + 𝑏 ≤ −1     𝑤ℎ𝑒𝑛       𝑦𝑖 = −1             (9)    

Where:- 

▪ 𝒘: is a vector of weight. 

▪ 𝒙: is a vector of input. 

▪ 𝒃: is a bias. 

Different researchers applied SVM in various studies. For instance, (Hong et al.,2005) handling missing data 

by using the SVM regression method. They concluded that this method gave precise results on the data set of 

SARS. In addition, (Smola et al., 2005) the authors treating missing data using SVM and Gaussian processes 

by using exponential families in feature peace. In another research (Ghazanfar and Prugel,  2013). The authors 

exchanged the missing values by using the findings assesses from applying the SVM classifier through the set 

of training and used SVM regression to treat the values. 

(5-3) Decision tree 

Describing a machine-learning algorithm that outlines all potential outcomes and the pathways to those 

outcomes in a tree structure format. This approach relies on constructing decision trees to analyze missing 

values for each variable, filling in these gaps by referencing the respective tree (Twala, 2009). Predicted missing 

values are displayed in the leaf nodes. Notably, this algorithm handles numerical and categorical variables with 
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equal effectiveness. Decision trees offer a lower bias in estimation compared to other methods, despite requiring 

a substantial amount of time for computation (Rockach, 2016).  

(5-4) Random forest 

This method enhances decision tree bagging by reducing correlation between trees. Similar to bagging, it 

involves training M decision trees on bootstrap samples. However, during tree construction, each split considers 

a random subset of predictors, allowing changes based only on this subset. In a random forest, each split restricts 

the use of most available predictors. The number of predictors used at each split, 𝑚, is typically the square root 

of the total number of predictors, 𝑝, rounded up: 

𝑚 ≈ √𝑝                                                                          (10) 

It is necessary to utilize a small value of 𝑚 when establishing a random forest in the presence of a large number 

of correlated predictors. The strategy of constructing a random forest, which containing𝑁 trees, is as follows: 

- 

1) Generate a bootstrap 𝑋𝑛 for each tree. 

2) Build each tree 𝑇𝑛 on the sample 𝑋𝑛 

3) At each tree split, the best predictor is selected from a random subset based on criteria like entropy or 

the Gini index. The tree continues to grow until its leaves contain no fewer than a specified minimum 

number of objects or the maximum tree depth is reached. This process results in a model  (Boyko and 

Dypko, 2023):- 

𝑓𝑟𝑎𝑛�̂�(𝑥) =
1

𝑀
 ∑ 𝑓𝑚

𝐵

𝑚=1

(𝑥)                                               (11) 

(5-5) Ada Boost :- 

 This algorithm proposed by Frennd and Schapire in (1997) revolutionized ensemble modeling. This technique 

is extensively employed to tackle binary classification tasks. By converting numerous weak learners into 

formidable, strong learners, this potent algorithm significantly boosts prediction accuracy. The algorithm 

operates by initially constructing a model on the training dataset and subsequently creating a second model to 

rectify errors from the initial model. This iterative process continues until errors are minimized, ensuring 

accurate predictions on the dataset. 

6.  Neutrosophic Machine Learning:- 

Neutrosophic statistics represents an extension of interval statistic, provides a robust framework for handling 

various indeterminacies in statistical analysis (Smarandache, 2022). The main concern of neutrosophic statistics 

is used for the analysis of the uncertainty observation data. Neutrosophic machine learning is an emerging 

branch that merges neutrosophic theory, introduced by Flor-entin Smarandache (Smarandache, 2022 & 

Smarandache, 1999) with algorithms of machine learning to handle uncertainty, imprecision and Missing data. 

Traditional machine learning supposes accurate and complete data, but data often includes ambiguities and gaps 

that can impact on model performance. Neutrosophic provides a novel approach by incorporating uncertainty 

.Directly into the process of learning, enhancing model accuracy, flexibility, and interpretability. 
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These models are useful in different fields where data is often imperfect. Although the complexity of 

implementing neutrosophic techniques because it requiring significant customizing of existing algorithms. 

Despite these challenges, neutrosophic machine learning has the potential to improve outcomes in various 

applications by better handling uncertainty and missing data. So, neytrosophic machine learning presents a new 

progression in the way models treat uncertainty and imprecision. However it currently faces hurdles and needs 

more validation, it is ability to give a richer and more flexible representation of data displays increasing of the 

accuracy and applying of machine learning models in different fields (Maguina, etal.,2024).  

To develop models that can learn from data to make prediction, machine learning uses mathematical  

formulations without being  explicitly programmed to accomplish such tasks (Shinde and Shah, 2018).Interval 

prediction in machine learning refers to the approach of predicting a range of probable outcomes for a given 

input rather than a single point estimate. By offering intervals, these approaches give not just forecasts but also 

insight into the dependability and uncertainty of the predictions, which is vital for decision making in uncertain 

contexts. 

For a data set with independent variables 𝑋 = [𝑥1, 𝑥2, 𝑥3, … . , 𝑥𝑛] and a dependent variable, the main 

objective of regression analysis is to model the relationship between 𝑋 and 𝑌 accurately.  

This relationship is expressed mathematically as: 

𝑦 ≈ 𝑓(𝑥; 𝜃)                                      (12) 

Where:- 

▪ 𝒚: is the dependent variable or the objective to be predicted. 

▪ 𝑋: represents the independent variables that are used to predict 

▪ 𝑓: Is the regression function, which can vary in shape depending on the  type of regression model 

used (Linear, Polynomial, Logistic, etc). 

▪ 𝜃: are the parameters or coefficients of the model, adjusted during the training process to minimize a 

loss function, typically the mean square error(MSE) in regression (Anwar etal., 2024). For instance, 

the prediction interval for a new observation in a simple linear regression is given by: 

�̂�0 ± 𝑡𝛼

2
,𝑛−2. 𝑆𝐸                           (13)  

Where:- 

▪ �̂�𝟎: is the predicted value of 𝑦 from the 𝑡 distribution, for a specific confidence level ∝ and 𝑛 − 2 

degrees of freedom. 

Converting the traditional intervals into a neutrosophic  number is enhanced to contain a component of 

indeterminacy. This addition captures the uncertainty and imprecision that is typically present in real- world 

data, offering a more nuanced understanding of data variability. 

The interval neutrosophic treatment is  as follows:- 

�̂�0 ± 𝑡𝛼
2,𝑛−2

. 𝑆𝐸 + (�̂�0 ± 𝑡𝛼
2,𝑛−2

. 𝑆𝐸) 𝐼𝑁              (14)      

𝐼𝑁 refers to the indeterminacy factor associated with the prediction. Where 𝐼𝑁 ∈ [𝐼𝑙 , 𝐼𝑢]. 
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Where:- 

▪ 𝑰𝒍: lower indeterminacy. 

▪ 𝐼𝑢:upper indeterminacy. 

Which define the range of possible deviations due to uncertain elements that affect the forecast (Delgado, etal., 

2024). Neutrosophic techniques increasing the robustness and reliability of prediction models by presenting a 

more complete framework that takes into account many types of uncertainty. The neutrosopjic mean denoted 

as 𝑋𝑛, is calculated  considering the neutrosophic inclusion 𝐼𝑁 that connects to the interval [𝐼𝑙 , 𝐼𝑢]. This 

mean consists of two main elements 𝑋𝑙  refers to the mean of the bottom part of the neutrosophic samples, and 

𝑋𝑢 is the mean of  the top part. 

The respective definitions are (Castro, etal., 2021):- 

                  𝑋𝑙 =
∑ 𝑋𝑖𝑙

1𝑛𝑙
𝑖=1

𝑛𝑙
                                      (15)  

                  𝑋𝑢 =
∑ 𝑋𝑖𝑢

𝑛𝑢
𝑖=1

𝑛𝑢
                                      (16)  

Where 𝑛𝑙  and 𝑛𝑢 refers to the number of elements in the lower and upper parts of the neutrosophic samples 

respectively. Therefore, the neutrosophic mean 𝑋𝑛 is defined as the sum of  

𝑋𝑙 and 𝑋𝑢, handled by the interval of indeterminacy 𝐼𝑛(Sanchez etal., 2021). 

                 𝑋𝑁 = 𝑋𝑙 + 𝑋𝑢𝐼𝑁;    𝐼𝑁 ∈ [𝐼𝑙 , 𝐼𝑢]                         (17) 

Where:- 

▪  𝐼𝑙 = 0   and , 

▪  𝐼𝑢 =
𝑋𝑢−𝑋𝑙

𝑋𝑢
  

7. Numerical Analysis: - 

 This research utilized data obtained from the Missing Migrants Project, sourced from the International 

Organization for Migration. Specifically, the data originates from the Missing Migrants Project, a distinct 

initiative that monitors the deaths of migrants, including refugees, who have disappeared along complex 

migration paths globally, spanning from 2014 to June 2017. The dataset comprises 2420 individuals and was 

obtained from an open online repository available on the Missing Migrants and the dataset is publicly 

accessible at Global Missing Migrants Dataset (kaggle.com). The primary objective of this study revolves 

around handling missing data and determine the most appropriate machine learning algorithm for this dataset 

type, focusing on  some accuracy metrics. 

 

(7-1) Data set description: - 

https://www.kaggle.com/datasets/nelgiriyewithana/global-missing-migrants-dataset


Neutrosophic Sets and Systems, Vol. 81, 2025     489  

 

 

Doaa A. Abdo, A. A. Salama, Alaa A. Abdelmegaly, Hanan Khadari Mahdi Mahmoud, Enhancing Missing Data Imputation 

for Migrants Data: A Neutrosophic Set-Based Machine Learning Approach 

 The Missing Migrants Project documents individuals who have perished or disappeared while attempting 

migration across international borders or en route to foreign destinations. This tally does not encompass 

fatalities within immigration detention centers, during deportation, or following the forced return of migrants 

to irregular statuses, such as those stemming from labor exploitation. Moreover, it excludes migrants who pass 

away or vanish after settling in a new residence, thus excluding deaths occurring in refugee camps or housing 

facilities. 

The data available offers insights into evolving conditions and trends concerning migration paths and the 

individuals traversing them, providing valuable information for policy formulation and protective strategies. 

This dataset can aid in assessing the comparative risks associated with irregular migration routes. It comprises 

10 predictor variables, including ID, cause of death, region of origin, nationality, missing persons, deceased 

individuals, incident region, date, latitude, and longitude. These variables play crucial roles in- depth analysis 

and discussion of numbers of missing and dead migrants around the world and the challenges involved in 

identification and tracking. But this analysis relied on eight variables that influence missing or death as 

displayed in table 1. Detailed description for the features of the missing and dead migrants are provided in 

table1. 

                        Table1: Description of variables 

Variable     Description  

Id Unique key documenting incident 

Region of origin Horn of Africa, null and other. 

Missing persons Counts (number of missing persons) 

Dead Counts (number of deaths) 

Incident region 

(Source) 

Region where incident was recorded. 

Reliability Verified, partially verified. 

Latitude Spatial coordinates 

Longitude Spatial coordinates 

 

Table 1 introduced features description of eight variables for 2420 individuals. Firstly, the id variable 

represented numerical variable, and the key recorded for each incident. The region of individuals decomposed 

in three areas horn of Africa with percentage 20%, the percentage of persons with non-region was 18% and 

persons who belonged to other areas represented 62% of the total number of persons. The incident – region 

identified two places of missing or death north Africa contained 26% of instances, Mediterranean included 24% 

and the rest of percent (50%) represented other areas. The source of recording the states contained regional 

mixed, this source recorded 27% of migrants, 8% of people recorded by Pima county office of the medical 

examiner and the other sources recording 65% of people. Finally, reliability, the percent of verified individuals 

was 33% while partially verified involved 47% and the other percent 20%. 
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Table2: Feature statistics under missing data. 

Variable Mean Mode Median Dispersion Minimum Maximum Missing  

Region- origin  Home of 

Africa(p) 

 2.19   443(18%) 

Missing 39.66  10 2.12 0 750 2149(89%) 

Dead 4.73 1 1 4.34 0 750 102(4%) 

Incident – 

region 

 North Africa  1.91   10(0%) 

Lat. 26.9014 12.5331 29.3489 0.428083 -26.2245 66.9672 4(0%) 

Lon. -13.9959 1.85869 14.4711 -4.40709 -117.071 116.225 4(0%) 

Reliability  Partially 

verified 

 0.908   324(13%) 

Id 95926.26 1 121178 0.65 1 184750 0(0%) 

Table 2 presented the statistics of predicators using Orange software, under this study like mean, mode, median, 

dispersion, minimum, maximum value and missing number and percent of each variable. The highest variable 

of dispersion was missing. This proved that there were differences and variation between these variable values 

with a mean of 39.7 affected by missing observations. The less dispersion variable was dead variable this 

emphasized on symmetrical between its observation. This study depended on partially verified persons, which 

represented 13% from all instances with high dispersion equals 0.908. The number of missing migrants and the 

percentage of them through the covering period. The results showed that the highest percentage was for missing 

variable with 89%, then region origin with 18% and finally reliability with 13%. This variation in missing 

percentage relied on the number of missing persons to the total number of instances. 

 

Figure 2: Distribution of study variables through missing data 

Figure 2 proposed study predictors distributions. The figure displayed that the reliability of partially verified 

have a normal distribution, while missing is a right skewed variable, this emphasized on that the most extreme 
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values are on the right side and the mean or average is greater than the median because of the presence of 

missing values of some migrants. 

  The main objective of this study is to treat the missing values of people who are missing or partially verified 

in migration. This study depended on three methods to replace missing values they are , average/ most frequent 

method , a method of random values and model based imputer (simple tree). Also, using four precision measures 

to evaluate these methods under machine learning algorithms involving classification accuracy (CA), F1 – score, 

precision and Recall. Classification accuracy represents the ratio of the number of correct predictions to the 

total number of input samples. 

 While F1 is the weighted average of the accuracy and recall rates close to 1 indicating higher accuracy levels, 

F1 – score equals: - 

                  =
2×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙
                          (18) 

 On the other hand, Recall or true positive rate (TPR) measures the percentage of relevant data points that 

were correctly identified by the model, represents a metric that measures how machine learning model correctly 

identifies positive instances. TPR can be written as follows: - 

         
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                             (19)     

Finally, precision is one indicator of a machine learning model’s performance- the quality of a positive 

prediction made by the model. Precision refers to the number of true positives divided by the total number of 

positive predictions (i.e. the number of true positives plus the number of false positives as follows: - 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑝

𝑇𝑝 + 𝐹𝑝
                                              (20) 

 Table 3: Confusion matrix 

 Predicted: Yes Predicted: No 

1 0 

            Actual: Yes 

            Actual: No 

1 TP FN 

0 FP TN 

 

Table 4:  The effectiveness of replacing missing data under random values method 

Model CA F1 Precision Recall 

Tree 0.924 0.518 0.541 0.497 

Logistic Regression 0.901 0.269 0.344 0.221 

Naïve Bayes 0.869 0.539 0.379 0.930 

SVM 0.898 0.283 0.333 0.246 

KNN 0.905 0.346 0.396 0.307 

Random forest 0.919 0.522 0.507 0.538 
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Ada boost 0.919 0.512 0.507 0.518 

 

Table 4 proposed the imputation of random values, which is used to substitute missing values, there by 

constructing a data set with non-missing. Which this approach is straight forward, it doesn’t utilize any 

information from the data set and may present randomness that affects subsequent analyses (Hui, et al., 2023). 

The precision measurements of machine learning under missing data issue introduced. The findings showed 

that the Recall measure for naïve Bayes has the highest precision with ratio 93%, then classified accuracy for 

tree algorithm, and after that random forest and ad boost have the same value under the same measure. 

 

Figure 3  : Comparison of Machine Learning Algorithms for Missing Data Imputation and 

Classification (Random Values Method) 

Figure 3 introduced ( CA, F1, precision and Recall) measures for proposed machine learning algorithms under 

random values method. The previous figure showed how these measures varies through different algorithms 

introduced. This figure displayed that the Naïve Bayes algorithm is the best for Recall measure with percent 

93%, then the three algorithms of (tree, Ada boost and random forest) are the best for classified accuracy (CA) 

measure with percent (0.924, 0.919, 0.919) respectively. 

Table 5: Handling missing data using average/ most frequent method 

Model CA F1 Precision Recall 

Tree 0.924 0.431 0.452 0.412 

Logistic 

regression 

0.929 0.023 0.333 0.012 

Naïve Bayes 0.844 0.414 0.281 0.782 

SVM 0.854 0.314 0.234 0.476 

KNN 0.918 0.261 0.357 0.206 

Random forest 0.929 0.387 0.495 0.318 

Ada boost 0.924 0.454 0.461 0.447 

  

Table 5 exhibited average/ most frequent method for fixing missing data. This method counted on replacing 

missing entries with the average (mean) or most frequent value(mode). This is quick and easy approach, but it 



Neutrosophic Sets and Systems, Vol. 81, 2025     493  

 

 

Doaa A. Abdo, A. A. Salama, Alaa A. Abdelmegaly, Hanan Khadari Mahdi Mahmoud, Enhancing Missing Data Imputation 

for Migrants Data: A Neutrosophic Set-Based Machine Learning Approach 

can introduce bias if the missing data is not randomly distributed (Tamboli, 2024). This study built on missing 

completely at random, hence the observations followed normal distribution, so, it reckoned on mean to 

substitute missing data. The findings clarified that logistic regression and random forest were the best methods 

under this technique according to CA measure with proportion 92.9. 

 

Figure 4: Comparison of Machine Learning Algorithms for Missing Data Imputation and Classification 

(Average/Most Frequent Method) 

Figure 4 illustrated four different measures of accuracy to compare between (tree, logistic regression, Naïve 

Bayes, SVM, KNN, random forest and Ada boost)  algorithms based on  average/ most frequent  enhancing 

missing data method. The figure concluded that according to classified accuracy measure, the  logistic 

regression  and random forest machine learning algorithms have the highest percent of accuracy with 

ratio(92.9). 

Table 6: Treating missing data by model-based imputer (simple tree) through machine learning 

methods 

Model CA F1 Precision Recall 

Tree 0.922 0.420 0.442 0.400 

Logistic 

regression 

0.928 0.022 0.250 0.012 

Naïve Bayes 0.845 0.420 0.285 0.800 

SVM 0.874 0.278 0.232 0.341 

KNN 0.918 0.250 0.351 0.194 

Random Forest 0.926 0.382 0.466 0.324 

Ada boost 0.926 0.464 0.470 0.459 

 

Table 6 illustrated using model based imputer (simple tree) for replacing missing values. This methods strategr 

depended on  constructs a model for predicting the missing values based on values of other attributes, a separate 
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model is constructed for each attribute. By another way involves creating  astatistical model to predict the 

missing values based on other features in the data. This can be a powerful technique but it requires complex 

computations(Tamboli, 2024).This method displayed good results for logistics regression with percent 92.8. 
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Figure 5: Comparison of Machine Learning Algorithms for Missing Data Imputation and 

Classification(simple tree) 

Figure 5 conducted the seventh machine learning presented algorithms using simple tree treating missing data 

method and comparing between these algorithms relied on various measures of accuracy. The logistic regression 

, random forest and Ada boost algorithms displayed superiotity versus other methods poposed  with (0.928, 

0.926, 0.926) percents respectively 

 

g.1 ROC curve of random values methods         g.2 ROC curve of average method  
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                      g.3 Roc curve of simple tree method 

              Figure 6: ROC curve under missing data handling methods. 

Figure 6 introduced a ROC curve of proposed methods, which illustrated the performance of a binary classifier 

model at varying threshold values, it also can be thought of as a plot of the statistical power as a function of 

type 1 error. The area under Roc curve (AUC) is widely recognized as the measure of a diagnostic test’s 

discriminatory power (Fan et al., 2006). The maximum value for the AUC is 1.0, thereby identifying a 

(theoretically) perfect test (i.e., 100% sensitive and 100% specific). An AUC value of 0.5 indicates no dis-

criminative value (i.e., 50% sensitive and 50% specific) and is represented by a straight, diagonal line extending 

from the lower left corner to the upper right. There are various scales for AUC value interpretation but, in 

general, ROC curves ≤0.75 are not useful and an AUC of 0.97 has a very high value, correlating with likelihood 

ratios of approximately 10 and 0.1 (Faraggi and Reiser, 2002). For all presented curves, the most dominant 

curve is the logistic regression curve and Ada Boost curve, introduced accurate tests under proposed methods 

in this study with 0.92% AUC. 

Table 7: Merging between some machine learning algorithms. 

Model CA F1 Precision Recall 

Tree 0.922 0.420 0.442 0.400 

Logistic 

Regression 

0.928 0.022 0.250 0.012 

Naïve Bayes 0.845 0.420 0.285 0.800 

SVM 0.874 0.276 0.232 0.341 

KNN 0.918 0.250 0.351 0.194 

Random forest 0.926 0.382 0.466 0.324 

Ada Boost 0.926 0.464 0.470 0.459 

Merging 0.926 0.151 0.381 0.094 

 

Table 7 presented merging between machine learning algorithms to get the best fit and the most effective 

methods of handling missing values of migration. Merging contained all proposed machine learning algorithms 

in this study. Also, merging logistic regression, random forest and Ada boost with values of classified accuracy 

0.928, 0.926 and0.926 respectively. Merging results showed that the best merger was merging Ada boost and 
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logistic regression with accuracy measure equals 0.926. This emphasized that merging and using machine 

learning handling missing values with 92.6 percent.  
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Figure7: Comparison of Machine Learning Algorithms for Missing Data Imputation and Classification 

(Merged Models) 

Figure 7 revealed the accuracy of merging between proposed algorithms at this study. The merged models 

conducted that a best performance with accuracy was merging Ada boost and logistic regression algorithms 

with percent 0.926. 

            Table8: Feature statistics under methods of treating missing data.     

Method Variable Mean Mode Median Dispersion Mini. Max. Missing 

 

 

Simple 

tree 

 

Region- 

origin 

 Home of 

Africa(p) 

 2.02   0(0%) 

Missing 40.66 1 10.21 2.22 0 750 0 (0%) 

Dead 5.02 1 1 4.07 0 750 0(0%) 

Incident – 

region 

 North 

Africa 

 1.9   0(0%) 

Lat. 26.9011 12.533 29.34 0.428083 -26.2245 66.9672 0(0%) 

Lon. -13.97 1.85869 14.51 -4.41274 -117.071 116.225 0(0%) 

Reliability  Partially 

verified 

 0.862   0(0%) 

Id 95926.3 1 121178 0.65 1 184750 0(0%) 

 

 

Region- origin  Home of 

Africa(p) 

 2   0(0%)  

Missing 40.66 1 10.21 2.22 0 750 0 (0%) 

Dead 5.02 1 1 4.25 0 750 0(0%) 

Incident –   North 

Africa 

 1.9   0(0%) 
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Random 

values 

 

 

Region- 

origin 

 Home of 

Africa(p) 

 2.19   0(0%) 

Missing 40.66 1 10.21 2.22 0 750 0 (0%) 

Dead 4.69 1 1 4.29 0 750 0(0%) 

Incident 

Region 

   1.91   0(0%) 

Lat. 26.9011 12.5331 29.3489 0.42791 -26.2245 66.9672 0(0%) 

Lon. -14.0435 1.85869 14.4711 -4.44 -117.071 116.225 0(0%) 

Reliability  Partially 

verified 

 0.912   0(0%) 

Id 95926.3 1 121178 0.65 1 184750 0(0%) 

 

Table8 illustrated the statistics of variables after handling missing data using three methods of treatment, simple 

tree, average/ adequate value and random values. The percentage of missing after applying these techniques 

equals 0% with lower dispersion for both methods of simple tree and average/ adequate value. The less 

dispersion method for all variables is average/adequate method. 

 

 

 

 

 

              Figure8: Feature distributions after handling missing values 

Figure 8 displayed the distributions of features after treatment of missing data. The figure showed that the 

distribution of some variables closed to normal distribution like, incident region, lat., and Lon. Also, reducing 

Average/ 

mode 

value 

Region 

Lat. 26.9011 12.5331 29.34 0.428083 -26.2 66.9672 0(0%) 

Lon. -13.9687 1.85869 14.4711 -4.41274 -117.1 116.225 0(0%) 

Reliability  Partially 

verified 

 0.862   0(0%) 

Id 95926.26 1 121178 0.65 1 184750 0(0%) 
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the outliers value for both missing and reliability variables. This demonstrates on treating missing data 

improving the distribution of the data and hence getting more accurate results. 

Table9: Accuracy Measures of  Average Method for  Handing Missing Data Under  neutrosophic 

numbers 

 

Table10: Accuracy Measures of  Simple Tree Method for  Handing Missing Data Under  

neutrosophic numbers 

Model CAN F1N PrecN RecallN 

Tree 0.996+0.996IN;  IN 

𝜖[0,0.000] 

0.97+0.97 IN ;  IN 

𝜖[0,0.000] 

0.976+0.976 IN ;  IN 

𝜖[0,0.000] 

0.965+0.965 IN ;  IN 

𝜖[0,0.000] 

Logistic Regression 0.917+0.918 IN ;  IN 

𝜖[0,0.001] 

0.082+0.092 IN ;  IN 

𝜖[0,0.109] 

0.184+0.208 IN ;  IN 

𝜖[0,0.115] 

0.053+0.059 IN ;  IN 

𝜖[0,0.113] 

Naive Bayes 0.843+0.844 IN ;  IN 

𝜖[0,0.001] 

0.449+0.449 IN ;  IN 

𝜖[0,0.000] 

0.298+0.298 IN ;  IN 

𝜖[0,0.000] 

0.906+0.912 IN ;  IN 

𝜖[0,0.007] 

SVM 0.856+0.858 IN ;  IN 

𝜖[0,0.009] 

0.335+0.336 IN ;  IN 

𝜖[0,0.003] 

0.243+0.248 IN ;  IN 

𝜖[0,0.020] 

0.518+0.547 IN ;  IN 

𝜖[0,0.053] 

kNN 0.995+0.995 IN ;  IN 

𝜖[0,0.000] 

0.965+0.965 IN ;  IN 

𝜖[0,0.000] 

0.959+0.959 IN ;  IN 

𝜖[0,0.000] 

0.971+0.971 IN ;  IN 

𝜖[0,0.000] 

Random Forest 0.996+0.997 IN ;  IN 

𝜖[0,0.001] 

0.97+0.976 IN ;  IN 

𝜖[0,0.006] 

0.988+1 IN ;  IN 

𝜖[0,0.012] 

0.953+0.953 IN ;  IN 

𝜖[0,0.000] 

AdaBoost 0.996+0.996 IN ;  IN 

𝜖[0,0.000] 

0.971+0.973 IN ;  IN 

𝜖[0,0.002] 

0.971+0.976 IN ;  IN 

𝜖[0,0.005] 

0.971+0.971 IN ;  IN 

𝜖[0,0.000] 

Merging 0.997+0.998 IN ;  IN 

𝜖[0,0.001] 

0.979+0.985 IN ;  IN 

𝜖[0,0.006] 

0.994+1 IN ;  IN 

𝜖[0,0.006] 

0.965+0.971 IN ;  IN 

𝜖[0,0.006] 

Model CAN F1N PrecN RecallN 

Tree 0.996+0.996 IN ;  IN 

𝜖[0,0.000] 

0.97+0.97 IN ;  IN 

𝜖[0,0.000] 

0.976+0.976 IN ;  IN 

𝜖[0,0.000] 

0.965+0.965 IN ;  IN 

𝜖[0,0.000] 

Logistic 

Regression 

0.915+0.920 IN ;  IN 

𝜖[0,0.005] 

0.072+0.085 IN ;  IN 

𝜖[0,0.153] 

0.154+0.22 IN ;  IN 

𝜖[0,0.300] 

0.047+0.053 IN ;  IN 

𝜖[0,0.113] 

Naive Bayes 0.841+0.843 IN ;  IN 

𝜖[0,0.002] 

0.443+0.445 IN ;  IN 

𝜖[0,0.004] 

0.29+0.296 IN ;  IN 

𝜖[0,0.007] 

0.9+0.9 IN ;  IN 

𝜖[0,0.000] 

SVM 0.858+0.871 IN ;  IN 

𝜖[0,0.015] 

0.292+0.317 IN ;  IN 

𝜖[0,0.079] 

0.238+0.24 IN ;  IN 

𝜖[0,0.008] 

0.376+0.471 IN ;  IN 

𝜖[0,0.202] 

kNN 0.995+0.995 IN ;  IN 

𝜖[0,0.000] 

0.965+0.965 IN ;  IN 

𝜖[0,0.000] 

0.959+0.959 IN ;  IN 

𝜖[0,0.000] 

0.971+0.971 IN ;  IN 

𝜖[0,0.000] 

Random Forest 0.996+0.996 IN ;  IN 

𝜖[0,0.000] 

0.97+0.973 IN ;  IN 

𝜖[0,0.003] 

0.994+1 IN ;  IN 

𝜖[0,0.006] 

0.947+0.947 IN ;  IN 

𝜖99.[0,0.000] 

AdaBoost 0.995+0.995 IN ;  IN 

𝜖[0,0.000] 

0.968+0.968 IN ;  IN 

𝜖[0,0.000] 

0.965+0.965 IN ;  IN 

𝜖[0,0.000] 

0.971+0.971 IN ;  IN 

𝜖[0,0.000] 
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Table11: Accuracy Measures of  Random Values Method for  Handing Missing Data Under  

neutrosophic numbers 

 

Tables 9, 10  &11 provided algorithms of machine learning and merging between these models under 

neutrosophic sets. These tables contained random values, average/adequate method and simple tree method to 

enhance missing data. For table 9, under average method and after entering neutrosophic sets on the data, we 

found that the classified accuracy increasing to 99.8 percent. While at table10 under simple tree method, 

neutrosophic sets increased accuracy to 99.8 percent. Finally at table 11, neutrosophic sets under random values 

method raised the accuracy to 98.2 percent. The findings from these tables proved on that using neutrosophic 

sets provided more accuracy rather than using algorithms only. 

Conclusion: - 

In this paper, we introduced seven machine learning algorithms namely, decision tree, logistic regression, naïve 

Bayes, support vector machine, K nearest neighbor, random forest and Ada Boost to handle missing data issue. 

These algorithms were applied on data of  missing migrations to treat missing data. Handling missing data was 

conducted using three replacing missing data methods involving, random values, average value and simple tree 

method. Additionally accuracy criteria measurements were conducted for  these algorithms and utilized in the 

analysis. 

 The analysis findings revealed that Naïve Bayes was superior performance in fitting missing data for random 

values method, logistic regression, while logistic regression was the best algorithm for both average method 

Merging 0.998+0.998 IN ;  IN 

𝜖[0,0.000] 

0.985+0.982 IN ;  IN 

𝜖[0,0.003] 

0.994+1 IN ;  IN 

𝜖[0,0.006] 

0.971+0.971 IN ;  IN 

𝜖[0,0.000] 

Model CAN F1N PrecN RecallN 

Tree 0.969+0.978 IN ;  IN 

𝜖[0,0.009] 

0.817+0.863 IN ;  IN 

𝜖[0,0.053] 

0.797+0.861 IN ;  IN 

𝜖[0,0.074] 

0.838+0.865 IN ;  IN 

𝜖[0,0.031] 

Logistic Regression 0.902+0.903 IN ;  IN 

𝜖[0,0.001] 

0.1+0.125 IN ;  IN 

𝜖[0,0.200] 

0.194+0.227 IN ;  IN 

𝜖[0,0.145] 

0.067+0.086 IN ;  IN 

𝜖[0,0.221] 

Naive Bayes 0.866+0.868 IN ;  IN 

𝜖[0,0.002] 

0.53+0.54 IN ;  IN 

𝜖[0,0.019] 

0.367+0.377 IN ;  IN 

𝜖[0,0.027] 

0.948+0.949 IN ;  IN 

𝜖[0,0.001] 

SVM 0.882+0.9 IN ;  IN 

𝜖[0,0.020] 

0.219+0.297 IN ;  IN 

𝜖[0,0.263] 

0.238+0.338 IN ;  IN 

𝜖[0,0.296] 

0.203+0.264 IN ;  IN 

𝜖[0,0.231] 

KNN 0.981+0.984 IN ;  IN 

𝜖[0,0.003] 

0.88+0.896 IN ;  IN 

𝜖[0,0.018] 

0.923+0.927 IN ;  IN 

𝜖[0,0.004] 

0.838+0.87 IN ;  IN 

𝜖[0,0.037] 

Random Forest 0.98+0.986 IN ;  IN 

𝜖[0,0.006] 

0.869+0.906 IN ;  IN 

𝜖[0,0.041] 

0.916+0.97 IN ;  IN 

𝜖[0,0.056] 

0.827+0.85 IN ;  IN 

𝜖[0,0.027] 

Ada Boost 0.971+0.975 IN ;  IN 

𝜖[0,0.004] 

0.829+0.846 IN ;  IN 

𝜖[0,0.020] 

0.811+0.827 IN ;  IN 

𝜖[0,0.019] 

0.848+0.865 IN ;  IN 

𝜖[0,0.020] 

Merging 0.982+0.986 IN ;  IN 

𝜖[0,0.004] 

0.882+0.907 IN ;  IN 

𝜖[0,0.028] 

0.932+0.965 IN ;  IN 

𝜖[0,0.034] 

0.838+0.855 IN ;  IN 

𝜖[0,0.020] 
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and simple tree. Finally, merging between proposed algorithms emerged logistic regression as the best 

algorithm for CA criteria. Additionally applying neutrosophic sets gave more performance of accuracy, as it 

raised the ratio of accuracy for all proposed algorithms as shown in tables 9,10 and 10. The classified accuracy 

of merging increased from 92.6 percent to 99.8 percent, this emphasized on the good performance of proposed 

neutrosophic technique. 

For future scope, we seek to apply  type-2 Neutrosophic- logic  to handle missing data. Also, we plan to 

develop a hybrid framework between a neutrosophic set and type-2 neutrosophic  which incorporates machine 

learning. Furthermore, more applications will be conducted to test the efficiency of the proposed model with 

other membership functions or a higher number of membership functions. 
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