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Abstract. Brain tumor image classification is a vital part of the medical image area. Early treatment diagnosis

of brain tumors is challenging through the Magnetic Resonance Imaging (MRI) in clinical neuroradiology.

Brain tumor detection is a development of vital significance where Convolutional Neural Networks (CNN) find

application. However, the accuracy and time required to detect brain tumors is a large challenge. To address

the issue, the proposed Differential Quadri-partitioned Neutrosophic Interval-valued Polynomial Attention-

based Deep CNN (DQNI-PADCNN) is introduced for brain tumor detection. Initially, the region of interest

(RoI) detection is performed by using Differential Quadripartitioned Neutrosophic Sets. After RoI detected

brain tumor images, classification is carried out via Interval-valued Quadripartitioned Neutrosophic Polynomial

Attention-based Deep Convolutional Neural Network. The designed model includes convolutional layers, pooling

layers, and fully connected layers. In the convolutional layer, feature maps consider RoI brain tumor images.

Feature maps are sampled down and offered as input to the pooling layers. In this layer, the ELU function

is estimated. Finally, the brain tumor detection result is obtained in the fully connected layer with higher

accuracy and less time. Experimental evaluation is carried out by using the brain tumor dataset with different

factors, such as the PSNR, the brain tumor detection accuracy, the brain tumor detection time, sensitivity, and

specificity. The results confirm that the proposed technique achieves higher accuracy of the PSNR and disease

detection with a minimum of time and space complexities than the conventional classification methods.

Keywords: Brain Tumor; Magnetic Resonance Imaging; Differential Quadri-partitioned Neutrosophic Set;

Region of Interest detection;. Polynomial Attention; Interval-valued Deep Convolutional Neural Network.
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1. Introduction

The Brain tumors are one of the most regular sources of human death. Therefore, an

early and precise diagnosis is analytical for an efficient therapeutic process. In clinical neu-

roradiology, preliminary treatment diagnosis of brain tumors utilizing Magnetic Resonance

Imaging (MRI) is demanding. Today, the association of Information Technology (IT) and

digital healthcare techniques in the medical domain aids physicians in achieving better quality

health services for the diseased.

A novel deep learning technique for detecting brain tumors was proposed in [1]. Here, ini-

tially, a compound filter was applied as a preprocessing system integrating three types of

filters, namely, Gaussian, mean and median filters. Following the preprocessed output, image

segmentation was performed employing threshold and histogram techniques. Next, pertinent

features were extracted using Grey Level Co-occurrence Matrix (GLCM). Optimal feature

selection was then made via optimized convolution neural network (CNN) using whale and

grey wolf optimization and finally, the CNN classifier was applied for accurate brain tumor

detection. The method was proved to be efficient in terms of accuracy, precision, and recall.

Nevertheless, these tests had certain disadvantages that in turn resulted in detection delays.

A convolutional Neural Network (CNN)-based brain tumor diagnosis method was proposed

in [2] by employing EfficientNetv2s architecture. Here, introducing an optimization technique

using the Ranger function and a considerable amount of preprocessing not only resulted in

accuracy improvement but also minimized the delay factor considerably.

A survey was conducted in [3] on brain tumor detection via MRI to assist the researchers in

performing brain tumor analysis. Nevertheless, manual brain detection is considered a time

consuming and laborious process that can result in even erroneous analysis. The application

of computer-aided techniques assists in addressing these limitations.

In [4], a deep convolutional neural network (CNN) EfficientNet-B0 was fine-tuned with the

purpose of significantly classifying the detecting brain tumor images. The conventional ma-

chine learning techniques utilized handcrafted feature for performing classification, whereas

deep learning techniques without handcrafted feature extraction achieved precision classifi-

cation results. Two deep learning techniques were designed in [5] for identifying normal and

multiclass brain tumors with which classification accuracy was ensured. As far as clinical prac-

tice is concerned, distinct radiographic image modalities are seen to be utilized in different

types of brain tumors, their size, and location. In [6], an automatic classification, localization,

and segmentation method from T1W-CE Magnetic Resonance Image (MRI) datasets were de-

signed. Also, by using a pre-trained model considerable amount of accuracy was ensured. Yet

another accurate and automatic brain tumor detection method employing CNN-based deep

learning was presented in [7]. Nevertheless, a precise integration of convolution and attention
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to enhance brain tumor segmentation is still considered an interesting issue to be addressed.

UNet architecture with the inclusion of attention and replacement of processing block with

dual convolution sequences referred to as the Multipath Residual Attention Block (MRAB)

was proposed in [8]. Despite several important endeavors and inspiring results, accuracy and

classification continue to be demanding issues. An assessment matrix employing specific sys-

tems and dataset types to elucidate the brain tumor morphology employing machine learning,

deep learning, and transfer learning was investigated in [9]. In [10], automatic brain tumor

detection using ensemble deep learning architectures like, Inception V3, and Mobile Net were

presented. This type of ensemble technique not only improved the accuracy rate but also re-

duced error significantly. The inception of the analysis of images in a quantitative manner has

given rise to fields like radiomics for accurate clinical prediction. Among them, the growing

area of interest is brain tumor analysis.

1.1. Research Gap

Detection and Classification of brain tumors is a significant part of image processing. MRI

helps the radiologist discover the tumor region. Several conventional methods were developed

for detecting brain tumors. But, the time was higher to detect brain tumors. Early diagnosis

of a brain tumor is vital for classification. However, the accurate brain detection rate was

insufficient. Also, the brain tumor diagnosis approaches failed to enhance image quality. The

motivation of this research is to conduct extensive experimentation using deep convolutional

neural networks to automate the process of brain tumor classification and detection.

1.2. Novelty and Contributions of the Paper

This paper presents a brain tumor detection method in which Differential Quadri-partitioned

Neutrosophic-based Region of Interest detection algorithms are used along with Interval-value

and Polynomial Attention-based Deep Convolutional Neural Network. The contributions of

the work include the following:

• To accurately detect brain tumor detection, the proposed DQNI-PADCNN is intro-

duced

• To improve the region of interest detection, Novel Differential Quadri-partitioned Neu-

trosophic is introduced in the proposed DQNI-PADCNN for accurate brain tumor

diagnosis. In this way, sensitivity and specificity are improved.

• To classify the brain tumor images into glioma, meningioma, no tumor, and pituitary,

Deep Convolutional Neural Network is applied with the innovation of Interval-valued

and Polynomial Attention. It comprises pooling layers, convolutional layers, and fully

connected layers. Quadri-partitioned convolution layer is employed for every RoI brain
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tumor image. Also, the Polynomial Attention Coefficient function is measured in the

convolution layer. Then, the ELU function is applied in the pooling layer. Lastly,

the output generated from the fully connected layers for better accuracy and timely

learning procedure of the brain tumor diagnosis.

• Extensive experimental evaluation of the DQNI-PADCNN method against deep learn-

ing technique and CNN-based brain tumor classification to demonstrate the superior

predictive performance of the proposed method by analyzing performance metrics like

PSNR, specificity, brain tumor detection accuracy, and brain tumor detection time.

1.3. Organization of the work

In the general structure of this work, Section 2 reviews related works on brain tumor de-

tection employing, machine learning and deep learning techniques. Following this a detailed

description of the proposed method with some considerations on the RoI detection tasks and

classification for brain tumor detection with the aid of an algorithm is presented in Section 3.

In Section 4, the experimental setup along with the dataset description is provided. Section

5 discusses in terms of both the quality and quantitative analysis with the aid of graphs and

tables via case study. Finally, section 6 introduces the conclusions.

2. Related Works

The role of CNN for accurate and precise brain tumor segmentation was investigated in [11].

Yet another method employing CNN with regularization, fine tuning of momentum, and in-

troduction of loss functions was investigated in [12]. The classification of brain tumors is yet

considered a challenging issue in the medical image processing domain. A hybrid method

employing Neutrosophy and Convolutional Neural Networks called (NS-CNN) was presented

in [13]. The method was designed with the objective of improving the accuracy and reducing

errors involved in classifying tumor region areas as benign and malignant. A survey employing

deep learning techniques for multi-grade brain tumor classification was investigated in [14].

Yet another three-dimensional CNN was designed in [15] focusing on the classification ac-

curacy aspect. In [16], a novel correlation mechanism employing a learning technique that

integrated CNN with a traditional framework was proposed. The support neural network

assisted CNN in identifying the pertinent filers for both pooling and convolution. With this,

the main neural classifier convergence speed was proven to be faster therefore ensuring higher

efficiency. The prevailing method was however found to be laborious and time-consuming

susceptible to human errors. These drawbacks show how mandatory it is to perform a fully

automatic multi-classification method for brain tumors based on deep learning. In [17], brain

tumor multiclassification for early diagnosis employing CNN was presented to focus on the
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accuracy and timeliness aspects. Neutosophic logic which consists of logic, set theory, and

probability/statistics, can depict the imprecision arising due to tumor detection. In [18], a

comprehensive introduction regarding image processing with the inclusion of uncertainty was

stated. Following this, the neutrosophic sets for image processing were also expressed. Yet

another fuzzy CNN employing neutrosophic logic was designed in [19] with the focus laid on ac-

curate tumor detection. An automatic classification employing a complex neural network was

designed in [20]. In [21] Quadri-Partitioned neutrosophic set properties and definitions were

discussed. Also, the algebraic properties for morphology in the Quadri partitioned set were

defined. Secant span was employed in [24] for handling medical diagnosis issues with maximum

accuracy. But, the time was not minimized. DNA sequence-matching algorithm was intro-

duced in [23] for determining similarity. However, if failed to consider the specificity. Although

numerous valuable studies on brain tumor diagnosis using several DL algorithms have been

proposed have is room for improvement in overall performance. In this work, a method called,

Differential Quadri-partitioned Neutrosophic Interval-valued Polynomial Attention-based Deep

CNN (DQNI-PADCNN) is proposed focusing on the aspects of PSNR, specificity, brain tumor

detection accuracy, and brain tumor detection time.

3. Differential Quadri-partitioned Neutrosophic Interval-valued Polynomial

Attention-based Deep Convolutional Neural Network (DQNI-PADCNN)

Brain tumor is contemplated as a grave disease, wherein brain MRI image plays a significant

part. The impact of brain tumor detection comprises early detection, improved image qual-

ity and accuracy, tumor classification and lesser detection time has significant improvements

in diagnosis. Accuracy in brain tumor diagnosis assists in accurately detecting the regions

contrived by the tumor, and furthermore, reduces the mortality rate. As a result, hidden

pattern detection is mandatory for achieving enhanced diagnosis and boosting image quality.

Nevertheless, it becomes a crucial point at issue in obtaining precise diagnosis taking into con-

sideration distinct cases of lesion. To address these aspects faced by traditional methods, in

this work, Differential Quadri-partitioned Neutrosophic Interval-valued Polynomial Attention-

based Deep CNN (DQNI-PADCNN) is proposed. Differential Quadri-partitioned Neutrosophic

is used to find ROI with higher PSNR. Deep CNNs are employed to find brain tumors at earlier

stages due to their higher sensitivity for timely treatment interventions. Deep CNNs are used

to obtain higher accuracy and less time in brain tumor detection. Deep CNNs are developed

for categorizing dissimilar types of brain tumors for treatment planning and prognosis. An

elaborate description of DQNI-PADCNN is provided in the following sections.
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3.1. Differential Quadri-partitioned Neutrosophic-based Region of Interest detection

In this work, an extensively organized method is designed to classify MR brain image, to

assist the clinician to stick with the correct decision. Nevertheless, making a precise decision is

not possible at a first sight. Here, biased feature image representation (i.e., customized region

of interest) must be seized from brain MRI, with the intention of getting enhanced feature

representation. The method proposes a novel classification model where customized region of

interest is identified by the Quadri-partitioned Neutrosophic Set model. To employ the Quadri-

partitioned Neutrosophic Set (QNS) designing for detecting region of interest (RoI) towards

brain tumor detection, the input brain image must be converted to a QNS field. In our work,

the region of interest is detected by employing Differential Quadri-partitioned Neutrosophic

model. Figure 1 shows the structure of Differential Quadri-partitioned Neutrosophic-based

Region of Interest detection model.

Figure 1. Structure of Differential Quadri-Partitioned Neutrosophic-based

Region of Interest detection model.

With the hypothesis that the QNS-based image processing is expanded into four levels,

namely, degrees of truth ‘T’, degrees of contradiction ‘C’, degrees of ignorance ‘I’, and degrees of

falsehood ‘F’ subsets, and a brain test image ‘BI’ with length ‘len’ and width ‘wid’ respectively,

the QNS-based brain test image is visualized by the format as given below:

BI = {⟨BI, Tout(BI), Cout(BI), Iout(BI), Fout(BI)⟩} (1)
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From the above format (1), Tout(BI), Cout(BI), Iout(BI), Fout(BI) represent the true member-

ship subset, contradiction membership subset, ignorance membership subset, and false mem-

bership subset with their subsequent length and width respectively [23,24].

T (len,wid) =
g′(len,wid)− gmin

g′max − g′min

(2)

g′(len,wid) =
1

W ·W

len+w
2∑

m=len−w
2

wid+w
2∑

n=wid−w
2

g(len,wid) (3)

F (len,wid) = 1− T (len,wid) =
g′max − g′(len,wid)

g′max − g′min

(4)

I(len,wid) =
δ′ − δ′min

δ′max − δ′min

, δmax = max δ(len,wid), δmin = min δ(len,wid) (5)

δ(len,wid) = |g(len,wid)− g′(len,wid)| (6)

C(len,wid) = 1− I(len,wid) (7)

Also, from the above equations 2, 3, 4, 5, 6, and 7, the truth membership, false membership,

contradiction membership, and ignorance membership results for the corresponding brain test

image BI with len and wid are arrived at for further processing. Moreover, g′max and g′min

represent the maximum and minimum values of the gray-level QNS brain test images, while

g(len,wid) represents the length and width of the gray-level QNS brain test image. The fo-

cal advantage of the above formulations remains in controlling truth, false, ignorance, and

contradiction subsets between the ranges 0 and 1. Integrating the hitherto acquired quadri-

partitioned neutrosophic components T, F,C, and I can contribute to acquiring absolute infor-

mation about inherited variability in the problem space (i.e., glioma brain tumor detection).

3.1.1. Definition - Differential Quadri -partitioned Neutrosophic Entropy Set

Then, the differential entropy of corresponding Quadri-partitioned Neutrosophic set ‘QNS’

as defined in [25,26] is mathematically stated as given below.

DiffEnt(NS) =

∫ 1− 1

3

∑
(len,wid)∈G

(T(len,wid) + F(len,wid)

+C(len,wid) + I(len,wid) · Ent1 · Ent2 · Ent3) · Ent4 (8)

DiffEnt1 =

∫ [
T(len,wid)− T′(len,wid)

]
, where T′(len,wid) = F(len,wid) (9)

DiffEnt2 =

∫ [
F(len,wid)− F′(len,wid)

]
, where F′(len,wid) = T(len,wid) (10)

DiffEnt3 =

∫ [
C(len,wid)− C′(len,wid)

]
, where C′(len,wid) = I(len,wid) (11)

DiffEnt4 =

∫ [
I(len,wid)− I′(len,wid)

]
, where I′(len,wid) = 1− C(len,wid) (12)
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With the above formulates as input, let us consider the representation of two QNS brain test

images given by BIi and BIj . These QNS brain test images possess L degrees of grayness and

G(len,wid) denotes the magnitude of the brain test image at the specific locality (len,wid)

where (len,wid) differs between 0 and 255. The QNS brain test images along with the degree

of magnitude for BIi are then written as given below.

BIi =


G(1, 1) G(1, 2) · · · G(1,wid)

G(2, 1) G(2, 2) · · · G(2,wid)
...

...
. . .

...

G(len, 1) G(len, 2) · · · G(len,wid)

 (13)

From the above formulate 13, ‘len’ and ‘wid’ denote the length and width of the QNS brain

test image BIi and G(len,wid) ∈ BIi. In a similar manner, QNS brain test images along with

the degree of magnitude for BIj are formed. Following which, each gray-level QNS brain test

image element G(len,wid) of the brain test images is characterized individually in the NS

matrix representation as given below.

BI(QNS) =


⟨T (1, 1) F (1, 1) C(1, 1) I(1, 1)⟩ ⟨T (1, 2) F (1, 2) C(1, 2) I(1, 2)⟩ · · · ⟨T (1,wid) F (1,wid) C(1,wid) I(1,wid)⟩
⟨T (2, 1) F (2, 1) C(2, 1) I(2, 1)⟩ ⟨T (2, 2) F (2, 2) C(2, 2) I(2, 2)⟩ · · · ⟨T (2,wid) F (2,wid) C(2,wid) I(2,wid)⟩

...
...

. . .
...

⟨T (len, 1)F (len, 1)C(len, 1)I(len, 1)⟩ ⟨T (len, 2)F (len, 2)C(len, 2)I(len, 2)⟩ · · · ⟨T (len,wid)F (len,wid)C(len,wid)I(len,wid)⟩


(14)

Finally, differential entropy of QNS brain test images is modeled individually in ‘QNS’

matrix with which the region of interest for brain tumor detection is represented as given

below.

RoI =


DiffEnt(QNS(1, 1)) DiffEnt(QNS(1, 2)) · · · DiffEnt(QNS(1, wid))

DiffEnt(QNS(2, 1)) DiffEnt(QNS(2, 2)) · · · DiffEnt(QNS(2, wid))
...

...
. . .

...

DiffEnt(QNS(len, 1)) DiffEnt(QNS(len, 2)) · · · DiffEnt(QNS(len, wid))

 (15)

From the above formulated results differential Quadri-partitioned Neutrosophic regions of in-

terest are obtained for corresponding brain test images. The flowchart of Differential Quadri-

partitioned Neutrosophic-based Region of Interest detection is described in Figure 2.
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Figure 2. Flowchart of Differential Quadri-partitioned Neutrosophic-based

Region of Interest Detection.

The pseudo code representation of Differential Quadri-partitioned Neutrosophic-based Re-

gion of Interest detection is given below. As given in the below algorithm to detect the

region of interest with improved PSNR, Differential Quadri-partitioned Neutrosophic Set is

applied to the raw brain tumor MRI dataset. By applying the Differential Quadri-partitioned

Neutrosophic Set for detecting RoI, all four measures, i.e., truth, false, contradiction and inde-

terminate results are obtained without affecting others in the decision-making process. With

this by addressing the uncertainty involved in raw brain tumor MRI dataset and dealing the

concept of indeterminacy in an efficient manner, the Peak Signal-to-Noise-Ratio (PSNR) is

said to be improved, therefore corroborating the objective.
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Input Dataset ‘DS’, Brain MRI Image ‘BI = { BI1,BI2, . . . ,BIN}′

Output Robust and specificity improved region of interest detection

Steps

1 Initialize ‘N (sample instances)’, ‘len = 0 to 255’, ‘wid = 0 to

255’

2 Begin

3 For each Dataset ‘DS’ with Brain MRI Image ‘BI’

4 Visualize Brain MRI Image ‘BI’ as Quadri-partitioned Neutro-

sophic brain test image as given in (1)

5 Obtain true membership subset, contradiction membership sub-

set, ignorance membership subset and false membership subset

with their subsequent length and width as given in (2), (3), (4),

(5), (6) and (7)

6 Evaluate differential entropy of corresponding Quadri-partitioned

Neutrosophic set ‘QNS’ as given in (8), (9), (10), (11) and (12)

7 Formulate differential gray-level brain test image characterized

individually in ‘QNS’ matrix as given in (13) and (14)

8 Obtain region of interest as given in (15)

9 Return region of interest ‘RoI’

10 End for

11 End

Algorithm 1. Differential Quadri-partitioned Neutrosophic-based Region of Interest detection

3.2. Interval-valued Quadri-partitioned Neutrosophic Polynomial Attention-based Deep Con-

volutional Neural Network

With the obtained RoI by addressing the uncertainty involved in raw brain tumor MRI

dataset employing Differential Quadri-partitioned Neutrosophic-based Region of Interest de-

tection, in this section, Interval-valued Quadri-partitioned Polynomial Attention-based DCNN

model is designed. Figure 3 shows the structure of Interval-valued Quadri-partitioned Neutro-

sophic Polynomial Attention-based DCNN model.
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Figure 3. Structure of Interval-valued Quadri-partitioned Neutrosophic Poly-

nomial Attention-based CNN model.

The structural design of the Interval-valued Quadri-partitioned Neutrosophic Polynomial

Attention-based CNN model is portrayed in this section using figure. The Interval-valued

Quadri-partitioned Neutrosophic Polynomial Attention-based CNN model consists of pooling

layers, convolutional layers, and fully connected layers. The convolutional layer establishes the

feature maps considering the RoI brain tumor images and the feature maps are further sampled

down and provided as input to the pooling layers, that forms the second layer in Interval-

valued Quadri-partitioned Neutrosophic Polynomial Attention-DCNN model. Finally, the fully

connected layer result in the classification process. Here, the interval-valued represents the

modeling of classifier results in the fully connected layer where according to the interval, four

distinct classes of brain tumor detected results are obtained.

3.2.1. Definition - Convolution layer magnitude representation

The input to the convolution layer is RoI brain tumor images generated as the result of

Differential Neutrosophic process and the magnitude of the convolution layers is given below.

CL = {CL1,CL2, . . . ,CLl, . . . ,CLk} (16)

From the above formulates (16), ‘k’ refers to the number of convolution layers [26,27] and ‘CLl’

indicate the lth convolution layer in Polynomial Attention-DCNN model. With the above

derived magnitude for each RoI brain tumor images at the convolution layer, the portions
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found at ‘p, q’ acquire the output. Then, the Quadri-partitioned Neutrosophic convolution

layer for each RoI brain tumor image is modeled as given below.

(CLh
v)(p,q)(T [RoI]) = (TBIhv)(p,q) +

size(FM)∑
p=1

m∑
i=1

n∑
j=1

(
FMi

train,p

)
(i,j)

· (CL(h−1)
v )(p+i,q+j) (17)

(CLh
v)(p,q)(F [RoI]) = (FBIhv)(p,q) +

size(FM)∑
p=1

m∑
i=1

n∑
j=1

(
FMi

train,p

)
(i,j)

· (CL(h−1)
v )(p+i,q+j) (18)

(CLh
v)(p,q)(C[RoI]) = (CBIhv)(p,q) +

size(FM)∑
p=1

m∑
i=1

n∑
j=1

(
FMi

train,p

)
(i,j)

· (CL(h−1)
v )(p+i,q+j) (19)

(CLh
v)(p,q)(I[RoI]) = (IBIhv)(p,q) +

size(FM)∑
p=1

m∑
i=1

n∑
j=1

(
FMi

train,p

)
(i,j)

· (CL(h−1)
v )(p+i,q+j) (20)

From the above equations (17), (18), (19), and (20), ‘*’ refers to the convolution operator with

(CL
(h−1)
v ) referring to the brain pattern extraction obtained from adjoining convolution layers,

FMi
train,p representing the feature map for convolution to be trained using the Polynomial

Attention Coefficient function concerning truth membership, false membership, contradiction

membership, and ignorance membership subsets, respectively. Due to that, brain tumor MRI

images are classified into four classes (i.e., glioma, meningioma, no tumor, and pituitary). We

employ Interval-valued in addition to the polynomial attention coefficient to focus on a subset

of target regions. The polynomial attention coefficient is mathematically stated as given below.

αi = σ1
[
W T

GGi +W T
GGj + bi

]
+ bj , where Gi, Gj ∈ BI (21)

From the above formulation (21), ‘σ1’ is selected as the Exponential Linear Unit (ELU) acti-

vation function in contrast to ReLU [1], which produces classified results based on the interval

and thus assists in enhancing classification accuracy in an optimal training time.

3.2.2. Definition - Rectified Linear Unit activation function

The ReLU activation function for correction layer transforms all negative values received as

inputs by zeros by acting as activation function as given below.

ReLU(G) = max(0, G) (22)

Then, the Quadri-partitioned Neutrosophic ReLU activation function is mathematically stated

as given below.

ReLU
(
G
[
(CLh

v)(p,q)(T [RoI])
])

= max
(
0, G

[
(CLh

v)(p,q)(T [RoI])
])

(23)

ReLU
(
G
[
(CLh

v)(p,q)(F [RoI])
])

= max
(
0, G

[
(CLh

v)(p,q)(F [RoI])
])

(24)

ReLU
(
G
[
(CLh

v)(p,q)(F [RoI])
])

= max
(
0, G

[
(CLh

v)(p,q)(C[RoI])
])

(25)
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ReLU
(
G
[
(CLh

v)(p,q)(F [RoI])
])

= max
(
0, G

[
(CLh

v)(p,q)(I[RoI])
])

(26)

The advantage of employing ELU function permits to push mean unit activation closer to zero

with lower computational complexity.

fun(G) =

G if G > 0

α(eG − 1) if G ≤ 0
(27)

The output from the ELU layer, when fed with the feature map for convolution according to

interval-valued is mathematically formulated as given below.

CLh
v = fun(CL(h−1)

v ) (28)

From the above equation (28), CLh
v symbolizes the input, where CL

(h−1)
v represents the output,

with fun representing the activation function in the h layer. Finally, the brain patterns

produced from the convolution and pooling layers are provided as input to the fully connected

layers for starting the brain MRI image classification, with the objective of detecting distinct

brain tumor classes. The output produced from the fully connected layers is mathematically

stated as given below.

PACh
f =

size(FM)∑
p=1

m∑
i=1

n∑
j=1

(
BIh(f,p,i,j) · CL

(h−1)
v [T [RoI]] ,

CL(h−1)
v [F ],

CL(h−1)
v [C[RoI]] ,

CL(h−1)
v [I[RoI]]

)
(i,j)

(29)

From the above equation (29), BIh(f,p,i,j) represents the weight associated with (i, j) in the

p-th feature map of layer h − 1 and the f -th unit in layer h respectively. The weights are

tuned optimally using the proposed polynomial attention coefficient function. The best tumor

detection results are discovered based on the fitness function as given below.

ff =
1

N

N∑
i=1

(EOi − POi)
2 (30)

From the above equation (30), the fitness function ff results are arrived at based on the ex-

pected output EOi and the predicted output POi for an overall of N samples. The flowchart of

the Interval-valued Quadri-partitioned Neutrosophic Polynomial Attention-based Deep Con-

volutional Neural Network is demonstrated in Figure 4.
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Figure 4. Flowchart of Interval-valued Quadri-partitioned Neutrosophic Poly-

nomial Attention-based Deep Convolutional Neural Network.

The pseudo code representation of the Interval-valued Quadri-partitioned Neutrosophic

Polynomial Attention-based Deep Convolutional Neural Network is given below.

As given in the below algorithm, Differential Quadri-partitioned Neutrosophic brain MRI RoI

detected results are subjected to the classification process for detecting computationally ef-

ficient results. With this objective, the overall Deep CNN is split into convolution layers

where with the aid of distinct magnitude the convoluted results are obtained via Interval-

valued and Polynomial Attention Coefficient function for each Differential Quadri-partitioned

Neutrosophic brain MRI RoI detected results. Next, the convoluted output is subjected to a

pooling layer to minimize the feature map dimension via the ELU activation function accord-

ing to different intervals. Finally, with the aid of output produced from the fully connected

layers, efficient classification between four distinct classes (i.e., glioma, meningioma, no tumor,

and pituitary) is made in a computationally efficient manner based on the fitness function
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Input Dataset ‘DS’, Brain MRI Image ‘BI={ BI1,BI2, . . . ,BIN }’
Output Computationally efficient brain tumor detection

Steps

1 Initialize ‘N (sample instances)’, region of interest ‘RoI’

2 Begin

3 For each Dataset ‘DS’ with Brain MRI Image ‘BI’ and region of

interest ‘RoI’

// Convolutional layers

4 Obtain magnitude of the convolution layers as given in (16)

5 Obtain Quadri-partitioned convolution layer for each RoI brain

tumor image as given in (17), (18), (19) and (20)

6 Evaluate Polynomial Attention Coefficient function as given in

(21)

// Pooling layer

7 Evaluate ELU function as given in (22)

8 Obtain output from the ELU layer for Quadri-partitioned mem-

bership subset as given in (23), (24), (25) and (26)

9 Obtain output from the ELU layer as given in (27) and (28)

// Fully connected layers

10 Generate output produced from the fully connected layers as given

in (29)

// Error evaluation

11 Measure error rate using fitness function as given in (30)

12 Return detected results (‘glioma’, ‘meningioma’, ‘no tumor’, ‘pi-

tuitary’)

13 End for

14 End

Algorithm 1. Interval-valued Quadri-partitioned Neutrosophic Polynomial Attention-based Deep

Convolutional Neural Network

4. Experimental setup

The proposed Differential Neutrosophic Polynomial Attention-based Deep Convolutional

Neural Network (DNPA-DCNN) method is developed using MATLAB 2017. The Brain Tumor

MRI dataset (https://www.kaggle.com/datasets/masoudnickparvar/brain-tumor-mri-dataset)

used in Differential Neutrosophic Polynomial Attention-based Deep Convolutional Neural Net-

work (DNPA-DCNN) is a combination of three datasets, fig share, SARTAJ and Br35H re-

spectively. This Brain Tumor MRI dataset contains 7023 images on human brain MRI images

was used in this study, 90% (6320) of which was employed as the training images and 10%

(702) of which was employed as the testing images were split into four distinct classes, namely,
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glioma, meningioma, no tumor and pituitary. To evaluate the proposed system, several per-

formance measure metrics like, PSNR, specificity, brain tumor detection accuracy and brain

tumor detection time are used that are computed with the help of equations (31) to (35).

5. Comparative Study

In this section, the proposed DNPA-DCNN method is compared with the existing methods

such as [1], and [2] based on five certain metrics such as PSNR, specificity, brain tumor

detection accuracy, brain tumor detection time, and sensitivity. The brain MRI images 50 to

500 are considered for experiments conduction. The performance results are presented through

tabular data and graphical representations for comparison.

5.1. Impact of PSNR

PSNR associates to an MRI brain images immune function to noise external interference

signals. When PSNR level is higher, the noisy interference signal’s influence on the MRI brain

image is minimum. The optimal PSNR value ranges between 40 and 60 dB. It is calculated

by using the equation (31) as given below, where the value of ‘MAX’ is ‘255’ and ‘MSE’ refers

to the mean square error.

PSNR = 10 log10

(
MAX

MSE

)
(31)

MSE =
1

MN

M∑
i=1

N∑
j=1

[BI(i, j)− RI(i, j)]2 (32)

From the above equations (31) and (32), the resultant PSNR is arrived at based on the

cumulative square estimation error between the input brain image BI(i, j) and the resultant

image RI(i, j) respectively.

In the first iteration, the PSNR calculations for the proposed DQNI-PADCNNmethod, existing

methods, Deep learning [1], and CNN-based brain tumor classification [2] are detailed below.

Panimalar A, Aarthi D, Santhosh Kumar S and Sanjayprabu S - Differential
Quadri-Partitioned Neutrosophic Interval-Valued Polynomial Attention-Based Deep CNN
For Brain Tumor Detection

Neutrosophic Sets and Systems, Vol. 86, 2025                                                                                 38



Proposed DQNI-PADCNN PSNR Calculations The input brain image is

39.05 KB and the resultant image is 38.25 KB

MSE: (39.05− 38.25)2 = (0.8)2 = 0.64

PSNR: 10 log10
(
255∗255
0.64

)
= 10 log10(101601) = 50.69 dB

Deep Learning [1] PSNR Calculations The input brain image is 39.05 KB

and the resultant image is 38.15 KB

MSE: (39.05− 38.15)2 = (0.9)2 = 0.81

PSNR: 10 log10
(
255∗255
0.81

)
= 10 log10(80277) = 49.04 dB

CNN-based Brain Tumor Classification [2] PSNR Calculations : The input

brain image is 39.05 KB and the resultant image is 1.05 KB

MSE: (39.05− 38)2 = (1.05)2 = 1.1025

PSNR: 10 log10
(
255∗255
1.1025

)
= 10 log10(58979.59) = 47.70 dB

According to the above calculations, similar results are provided for 10 different simulation

runs performed with varying sizes and their results are provided in Table 1.

Table 1. Tabulations of PSNR using DQNI-PADCNN, deep learning [1] and

CNN-based brain tumor classification [2]

Brain MRI Size DQNI-PADCNN (dB) Deep Learning (dB) CNN-based (dB)

39.05 50.06 49.04 47.70

45.64 40.45 38.64 37.73

55.17 45.71 41.81 40.63

54.62 45.08 43.94 42.46

44.90 46.19 42.78 41.68

45.46 46.33 44.84 43.72

43.32 53.32 51.60 50.74

43.90 45.20 42.33 41.93

38.95 44.60 42.78 41.89

32.89 43.67 42.55 41.36
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Figure 5. Performance analysis of PSNR versus different sizes of brain MR

images.

Figure 5 given above illustrates the graphical representation of PSNR results of varying sizes

for a simulation of 10 runs using the three methods, DQNI-PADCNN, deep learning [1], and

CNN-based brain tumor classification respectively. Neither increasing nor decreasing trends

are observed owing to the distinct sizes used for simulation. But comparative results showed

betterment using DQNI-PADCNN than [1] and [2]. The reason behind the improvement was

by applying the Differential Quadri-partitioned Neutrosophic function for Region of Interest

detection, all the four measures, i.e., truth, false, contradiction, and ignorance membership

results were obtained separately without affecting others (i.e., overlap results between truth

and false, overlap results between false and ignorance results, overlap results between ignorance

and contradiction results) in the decision-making process. In this way, the uncertainty involved

during the region of interest detection was made in an efficient manner via differential quadri-

partitioned entropy of the corresponding neutrosophic set. This in turn improved the Peak

Signal-to-Noise-Ratio (PSNR) using DQNI-PADCNN by 5% compared to [1] and 7% compared

to [2].

5.2. Impact of Brain Tumor Detection Accuracy

Brain tumor detection accuracy is defined as the ratio of the number of samples properly

classified for disease detection. It is mathematically determined as given below.

BTDacc =

N∑
i=1

SAD

Si
× 100 (33)

From the above equation (33), brain tumor detection accuracy BTDacc is measured by tak-

ing into consideration the brain tumor samples Si and the brain tumor samples accurately

detected as SAD. It is measured in terms of percentage (%). The performance analysis of
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brain tumor detection accuracy is measured in the first iteration to validate the significance of

the proposed DQNI-PADCNN and existing methods, Deep learning [1], and CNN-based brain

tumor classification [2] as given below.

Proposed DQNI-PADCNN Brain Tumor Detection Accuracy

The number of correctly identified brain tumor images is 48 and the total number of

brain tumor images is 50. Thus, the brain tumor detection accuracy is measured as,

BTDacc(DNPA−DCNN) = 48
50 × 100 = 96%

Deep Learning [1] Brain Tumor Detection Accuracy

The number of correctly identified brain tumor images is 46 and the total number of

brain tumor images is 50. Thus, the brain tumor detection accuracy is measured as,

BTDacc(DeepLearning) = 46
50 × 100 = 92%

CNN-based Brain Tumor Classification [2] Brain Tumor Detection Accuracy

The number of correctly identified brain tumor images is 45 and the total number of

brain tumor images is 50. Thus, the brain tumor detection accuracy is measured as,

BTDacc(CNN − basedBrainTumorClassification) = 45
50 × 100 = 90%

Based on the above calculations by substituting the values in (33), similar results are per-

formed for 10 different simulation runs with varying sizes and their results are listed in table

2.
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Table 2. Tabulations of accuracies using DQNI-PADCNN, deep learning [1]

and CNN-based brain tumor classification [2]

Brain MRI Size DQNI-PADCNN (dB) Deep Learning (dB) CNN-based (dB)

50 96.00 92.00 90.00

100 95.35 89.25 85.35

150 93.10 88.65 84.10

200 92.25 86.45 83.25

250 90.45 85.35 80.10

300 89.75 84.25 78.25

350 88.45 82.35 77.10

400 87.65 79.10 76.45

450 86.10 78.35 76.10

500 85.25 76.65 74.10

Figure 6. Performance analysis of accuracies versus different sample brain

MR images.

Figure 6 gives the brain tumor detection accuracy comparison for all three methods. All

three methods are trained for a total of 10 numbers of epochs. The accuracy shown here is

specifically the validation accuracy i.e., the accuracy involved during the detection of brain tu-

mor. For all the methods the brain tumor detection accuracy is high at the initial state of the

training and towards the end of the training it gets to a value of 85.25% using DQNI-PADCNN,

76.55% using [1] and 74.10% using [2] respectively. It is entirely evident from the compari-

son graph that better performance is given by the proposed method with DQNI-PADCNN.

The DQNI-PADCNN method has a better brain tumor detection accuracy curve and con-

vergence rate than other methods [1] and [2]. The accuracy improvement DQNI-PADCNN
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method owes to the application of an Interval-valued Quadri-partitioned Neutrosophic Poly-

nomial Attention-based Deep Convolutional Neural Network. By applying this model, brain

pattern extraction is made based on the adjoining convolution layers’ results according to dis-

tinct intervals with the objective of detecting various classes of brain tumors. The adjoining

convolution layers results were obtained using an Interval-valued Quadri-partitioned Neutro-

sophic Polynomial Attention Coefficient function that in turn only concentrated on a subset

of target regions that in turn improved brain tumor samples accurately detected being higher.

This in turn improved the brain tumor detection accuracy of the DQNI-PADCNN method by

7% compared to [1] and 13% compared to [2].

5.3. Impact of Brain Tumor Detection Time

Brain tumor detection time metric is estimated as the time used to detect the brain tumor

and it is expressed as follows.

BTDtime =
N∑
i=1

Si · Time(ff) (34)

From the above equation (34), brain tumor detection time BTDtime is measured by taking

into account the brain samples MRI images Si and the time consumed in returning the fitness

function results that provide us with the actual time consumed in brain tumor detection

Time(ff). It is measured in terms of milliseconds (ms).In the first iteration, the brain tumor

detection time results are validated and listed in Table 3.
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Proposed DQNI-PADCNN Brain Tumor Detection Time

The time taken for detecting one tumor affected image is 0.31ms and the number of

brain tumor images is 50. Thus, the brain tumor detection time is estimated as,

BTDtime(DNPA−DCNN) = 50× 0.31 = 15.5 ms

Deep Learning[1] Brain Tumor Detection Time

The time taken for detecting one tumor affected image is 0.45ms and the number of

brain tumor images is 50. Thus, the brain tumor detection time is estimated as,

BTDtime(DeepLearning) = 50× 0.45 = 22.5 ms

CNN-based Brain Tumor Classification[2] Brain Tumor Detection Time

The time taken for detecting one tumor affected image is 0.50ms and the number of

brain tumor images is 50. Thus, the brain tumor detection time is estimated as,

BTDtime(CNN − basedBrainTumorClassification) = 50× 0.50 = 25 ms

Based on the above calculations by substituting the values in (34), similar results are per-

formed for 10 different simulation runs with varying sizes and their results are listed in Table

3

Table 3. Tabulations of detection time using DQNI-PADCNN, deep learning

[1] and CNN-based brain tumor classification [2]

Brain MRI Size DQNI-PADCNN (dB) Deep Learning (dB) CNN-based (dB)

50 15.5 22.5 25

100 16.25 30.35 40.45

150 20.10 36.55 50.25

200 23.45 48.15 65.05

250 26.25 60.65 80.25

300 33.25 68.05 100.25

350 37.45 80.15 115.15

400 53.05 90.25 125.25

450 60.25 100.05 140.45

500 70.85 110.25 155.25
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Figure 7. Performance analysis of specificity versus different sample brain

MR images.

Now coming to Figure 7, we can see that the brain tumor detection time for all the methods

has a low value at the start of epoch one and converges to 70.85ms using DQNI-PADCNN and

110.25ms using [1], 155.25ms using [2] respectively at the tenth epoch. Out of all the differ-

ent methods our proposed DQNI-PADCNN has a better convergence rate. It converges to the

minimum value among all the other methods. A very high value for brain tumor detection time

loss is found for CNN-based brain tumor classification but it successfully converges towards

the end. Deep learning also starts from a very high value and later it converges. However,

our proposed DQNI-PADCNN method shows a steady performance throughout the training

session. So, from the brain tumor detection time comparison plot, we can conclude that our

proposed method has superior performance for the detection of the location of distinct tumors.

The reason behind the minimization of time was due to the application of an Interval-valued

Quadri-partitioned Neutrosophic Polynomial Attention-based Deep Convolutional Neural Net-

work. By applying this algorithm, the overall process of brain tumor detection was split into

convolution layers employing distinct magnitude via Quadri-partitioned Neutrosophic ReLU

activation function the convoluted results were initially obtained. Next, by employing an

interval-valued in addition to the polynomial attention coefficient to the ELU activation func-

tion the feature map dimension was reduced. Finally, the classification was made based on the

fitness function that in turn reduced the brain tumor detection time using the DQNI-PADCNN

method by 45% compared to [1] and 59% compared to [2].
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5.4. Impact of specificity

Specificity refers to the probability of a test to correctly identify people without brain tumor

disease. It is mathematically stated as given below

Spe =
TN

TN + FP
(35)

From the above equation (35), the specificity rate ‘Spe’ is measured by taking the true negative

values ‘TN’ (i.e., non-tumor patients correctly identified as patients with non-tumor) and

the false positive values ‘FP’ (i.e., healthy people incorrectly identified as tumor patients)

respectively. . The performance analysis of specificity is measured in the first iteration to

validate the efficiency of the methods and detailed comparisons are made with [1] and [2] as

given below.

Proposed DQNI-PADCNN Specificity

True negative value is 46 and False positive value is 4.

Then, the specificity is determined as,

Spe(DNPA−DCNN) = 46
46+4 = 0.92

Deep Learning [1] Specificity

True negative value is 45 and False positive value is 5.

Then, the specificity is determined as,

Spe(DeepLearning) = 45
45+5 = 0.90

CNN-based Brain Tumor Classification [2] Specificity

True negative value is 44 and False positive value is 6.

Then, the specificity is determined as,

Spe(CNN − basedBrainTumorClassification) = 44
44+6 = 0.88
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Table 4. Tabulations of specificity using DQNI-PADCNN, deep learning [1]

and CNN-based brain tumor classification [2]

Brain MRI Size DQNI-PADCNN (dB) Deep Learning (dB) CNN-based (dB)

50 0.92 0.90 0.88

100 0.89 0.86 0.84

150 0.88 0.85 0.83

200 0.88 0.84 0.82

250 0.88 0.84 0.82

300 0.87 0.84 0.79

350 0.87 0.82 0.78

400 0.85 0.82 0.77

450 0.84 0.80 0.77

500 0.83 0.78 0.75

Figure 8. Performance analysis of specificity versus different sample brain

MR images.

Figure 8 given above illustrates the specificity results of the three different methods. We

utilize several colors to denote distinct methods, where blue color signifies the DQNI-PADCNN

method specificity results, maroon and green denotes the [1] and [2] specificity results on the

original sample brain MR images. From figure 8 it is seen that DQNI-PADCNN method

achieves the best specificity results of brain tumors. Then, we amplify the tumor region

via normalized Quadri-partitioned Neutrosophic function, aiming to provide a more compre-

hensive comparison. This in turn aid in achieving the best tumor detected results. These

normalized results via Quadri-partitioned Neutrosophic function further indicate that maxi-

mum and minimum values from the gray brain test image focus on different tumor regions

in recognizing correctly which help improving the performance of three tumor regions. This

in turn improved the specificity using DQNI-PADCNN method by 4% compared to [1] and
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8% compared to [2] respectively. Third, the performance analysis of brain tumor detection

accuracy is measured to validate the significance of the proposed DQNI-PADCNN and existing

methods, Deep learning [1] and CNN-based brain tumor classification [2].

5.5. Impact of sensitivity

Sensitivity is a performance metric and is also called recall. It is defined as the ratio of

samples that are accurately classified to the overall relevant incidences. The sensitivity is

mathematically computed as follows,

Sensitivity =
TP

TP + FN
(36)

Where ‘TP’ denotes a True Positive, and ‘FN’ indicates a False Negative. The Sensitivity is

determined in percentage (%). Finally, the sensitivity results are estimated and tabulated in

Table 5 for the first iteration.

Proposed DQNI-PADCNN Sensitivity

The true positive value is 47 and the False negative value is 3.

Then, the sensitivity is determined as,

Sensitivity(DNPA−DCNN) = 47
47+3 = 0.94

Deep Learning [1] Sensitivity

True positive value is 46 and False negative value is 4.

Then, the sensitivity is determined as,

Sensitivity(DeepLearning) = 46
46+4 = 0.92

CNN-based Brain Tumor Classification [2] Sensitivity

True positive value is 44 and False negative value is 6.

Then, the sensitivity is determined as,

Sensitivity(CNN − basedBrainTumorClassification) = 44
44+6 = 0.88

Based on the above calculations by substituting the values in (36), similar results are given

for 10 different simulation runs performed with varying sizes and their results are provided in

Table 5.
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Table 5. Tabulations of sensitivity using DQNI-PADCNN, deep learning [1]

and CNN-based brain tumor classification [2]

Sample Brain MRI images DQNI-PADCNN Deep Learning CNN-based

50 0.94 0.92 0.88

100 0.92 0.90 0.87

150 0.91 0.89 0.87

200 0.90 0.88 0.86

250 0.89 0.87 0.85

300 0.88 0.86 0.83

350 0.88 0.85 0.81

400 0.87 0.83 0.79

450 0.85 0.82 0.79

500 0.84 0.80 0.77

Figure 9. Performance analysis of sensitivity versus different sample brain

MR images.

Figure 9 shows the results of sensitivity based on the sample brain MRI images. The

performance of the sensitivity of the proposed DQNI-PADCNN method is compared with

existing deep learning [1] and CNN-based brain tumor classification [2]. The x-axis denotes

the number of brain MRI image samples and the y-axis indicates results of sensitivity using

various methods. The above graphical illustrates that the proposed DQNI-PADCNN method

attained higher sensitivity than the conventional methods. With the input of 50 brain MRI

sample images, the overall sensitivity is measured as 94% in the DQNI-PADCNN method.

Similarly, 92% and 88% of sensitivity is obtained in existing [1] and [2] respectively. From

that, the sensitivity of the proposed DQNI-PADCNN method is found to be higher than the

other methods. This is due to the application of Deep Convolutional Neural Networks for

tumor detection. The designed classifier is employed to classify the images into four different

classes. This helps to increase the sensitivity involved in tumor detection. Therefore, the
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DQNI-PADCNN method enhances the sensitivity by 3% as compared to existing [1] and 7%

as compared to existing [2] respectively.

6. Discussion

In this section, we compare the experimental results of the proposed DQNI-PADCNN with

the ones of the existing methods, including the [1], the [2] based on various parameters, such

as the PSNR, specificity, the brain tumor detection accuracy, the brain tumor detection time

and the sensitivity. A comparison of the performance of the proposed method with the ones

of the state-of-the-art methods is shown in Table 6.

Table 6. Comparison of proposed technique with state-of-the-art methods.

Metrics DQNI-PADCNN Deep Learning CNN-based

PSNR (dB) 46.06 44.03 42.98

Specificity 0.87 0.83 0.80

Brain tumor detection accuracy (%) 90.43 84.24 80.48

Brain tumor detection time (ms) 112.64 107.50 127.32

Sensitivity 0.88 0.86 0.83

Figure 10. Comparison of different methods with respect to the PSNR, brain

tumor detection accuracy,brain tumor detection time.

Figure 11. Comparison of different methods with respect to specificity and

sensitivity.
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Figure 10 and 11 compare the performances of different methods with respect to the PSNR,

specificity, brain tumor detection accuracy, brain tumor detection time, and sensitivity. From

the above table and graph, it can be seen that the proposed DQNI-PADCNN method outper-

forms Deep learning [1], the CNN-based brain tumor classification [2]. The overall observed

performance results show that the accuracy is 90.43% using the DQNI-PADCNN method,

84.24% using [1], and 80.48% using [2]. The overall observed performance results show that

the specificity is 0.87 using the DQNI-PADCNN method, 0.83 using [1], and 0.80 using [2].

The overall observed performance results show that the sensitivity is 0.88 using the DQNI-

PADCNN method, 0.86 using [1], and 0.83 using [2]. The overall observed performance results

show that the time is 112.64ms using the DQNI-PADCNN method, 107.50ms using [1], and

127.32ms using [2].

7. Conclusion

Proposed Differential Quadri-partitioned Neutrosophic

Interval-valued Polynomial Attention-based Deep CNN (DQNI-PADCNN) is introduced for

brain tumor detection using MR images. The designed method applies RoI detection and clas-

sification. Next, the Region of Interest detection is performed for each input brain MRI image

using normalized Quadri-partitioned Neutrosophic function and differential entropy. In addi-

tion, the Interval-valued and Polynomial Attention Coefficient along with the ELU function

are employed for the efficient detection of brain tumors. Experimental analysis is conducted

to assess the performance of the DQNI-PADCNN method and compare it with conventional

methods, using various metrics such as PSNR, accuracy, time, specificity, and sensitivity. The

results of DQNI-PADCNN achieve higher PSNR, brain tumor detection accuracy, specificity,

and sensitivity outperformed other conventional methods. Additionally, the DQNI-PADCNN

method achieves a reduction in time compared to conventional methods. However, the dimen-

sionality reduction was not performed in the proposed method to decrease the computational

complexity involved in disease detection. In future work, novel machine learning methods will

be comprised to address the dimensionality issue.
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