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 Abstract-This study proposes the GraphSoft Set, an innovative extension of Soft Set 

theory, to evaluate teaching quality in university public badminton classes. By integrating 

graph theory, the GraphSoft Set captures interdependencies among attributes such as 

instructor expertise and student engagement, while employing neutrosophic statistics to 

address uncertain feedback. We define the GraphSoft Set alongside Soft Set, HyperSoft 

Set, IndetermSoft Set, IndetermHyperSoft Set, and TreeSoft Set, comparing their 

performance through a unified example and detailed tables. Two case studies 

demonstrate the GraphSoft Set's practical application, with rigorous calculations showing 

enhanced precision over existing methods. This framework advances Soft Set 

applications, offering a reliable approach for educational quality assessment. 
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1. Introduction 

Evaluating teaching quality in university public badminton classes is a complex task due 

to the interplay of multiple attributes, such as instructor expertise, student engagement, 

and facility quality, coupled with inherent uncertainties in student feedback. Traditional 

methods, such as surveys or numerical ratings, often oversimplify these dynamics by 

treating attributes independently and assuming precise data, leading to incomplete 

assessments. Soft Set theory, introduced by Molodtsov in 1999 [1], provides a flexible 

framework for handling uncertainty in decision-making. Between 2018 and 2024, 

Smarandache significantly advanced this field by introducing six new types of soft sets: 

HyperSoft Set, IndetermSoft Set, IndetermHyperSoft Set, SuperHyperSoft Set, TreeSoft 

Set, and ForestSoft Set [2,3,5,9]. These extensions have enhanced the theory's ability to 

model multi-dimensional and indeterminate data, making it suitable for complex real-

world problems. 
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Despite these advancements, existing Soft Set methods do not explicitly model attribute 

interdependencies, which are critical in educational contexts. For example, a skilled 

instructor may boost student engagement, which in turn may be influenced by the quality 

of facilities. Ignoring these relationships can lead to inaccurate evaluations. To address 

this gap, we propose the GraphSoft Set, a novel extension that integrates graph theory to 

represent attributes as nodes and their interdependencies as weighted edges. By 

incorporating neutrosophic statistics [4], the GraphSoft Set also handles uncertain or 

conflicting feedback, ensuring a comprehensive assessment. 

This study aims to: 

1. Define the GraphSoft Set with rigorous mathematical formulations. 

2. Compare the GraphSoft Set with other Soft Set extensions through a unified 

example and detailed tables. 

3. Demonstrate the GraphSoft Set's effectiveness through two case studies, providing 

precise calculations and comparisons. 

By modeling attribute interdependencies and uncertainty, the GraphSoft Set offers a 

robust tool for improving teaching quality evaluations, with potential applications in 

other educational and decision-making contexts. 

2. Background and Definitions 

We summarize the foundational Soft Set methods [1,2,3,4,5,6,7,8,9] before introducing the 

GraphSoft Set. 

Definition 1 (Soft Set). Let 𝑈 be a universe of objects (e.g., students), 𝑃(𝑈 the power set of 

𝑈, and 𝐴 a set of attributes (e.g., instructor skill levels). A Soft Set is a pair (𝐹, 𝐴), where 

𝐹: 𝐴 → 𝑃(𝑈) maps each attribute to a subset of 𝑈[1]. 

Definition 2 (HyperSoft Set). Let 𝑈 be a universe, 𝑃(𝑈) its power set, and 𝑎1, … , 𝑎𝑛 (𝑛 ≥

1) attributes with value sets 𝐴1, … , 𝐴𝑛, where 𝐴𝑖 ∩ 𝐴𝑗 = ∅ for 𝑖 ≠ 𝑗. A HyperSoft Set is a 

pair (𝐹, 𝐴1 × ⋯ × 𝐴𝑛), where 𝐹: 𝐴1 × ⋯ × 𝐴𝑛 → 𝑃(𝑈) maps combinations attribute values 

to subsets of 𝑈[2]. 

Definition 3 (IndetermSoft Set). Let 𝑈 be a universe, 𝐻 ⊆ 𝑈, 𝑃(𝐻) its power set, and 𝐴 a 

set of attribute values. An IndetermSoft Set is a mapping 𝐹: 𝐴 → 𝑃(𝐻) where at least one 

of the following holds [3]: 

1. 𝐴 has uncertain values (e.g., "unknown" skill level). 

2. 𝐻 or 𝑃(𝐻) is uncertain (e.g., unclear number of students). 

3. 𝐹 is uncertain (e.g., 𝐹(𝑎) = 𝑀 where 𝑎 or 𝑀 is unclear). 

Definition 4 (IndetermHyperSoft Set). Let 𝑈 be a universe, 𝐻 ⊆ 𝑈, 𝑃(𝐻) its power set, 

and 𝑎1, … , 𝑎𝑛 attributes with value sets 𝐴1, … , 𝐴𝑛, where 𝐴𝑖 ∩ 𝐴𝑗 = ∅. An 
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IndetermHyperSoft Set is a pair ( 𝐹, 𝐴1 × ⋯ × 𝐴𝑛 ), where 𝐹: 𝐴1 × ⋯ × 𝐴𝑛 → 𝑃(𝐻), and at 

least one of the following holds [3]: 

1. Some 𝐴𝑖 is uncertain. 

2. 𝐻 or 𝑃(𝐻) is uncertain. 

3. 𝐹 is uncertain. 

Definition 5 (TreeSoft Set). Let 𝑈 be a universe, 𝐻 ⊆ 𝑈, 𝑃(𝐻) its power set, and 𝐴 =

{𝐴1, … , 𝐴𝑛} attributes, where each 𝐴𝑖 = {𝐴𝑖,1, 𝐴𝑖,2, … } has sub-attributes, forming a tree 

Tree(𝐴). A TreeSoft Set is a mapping 𝐹: 𝑃(Tree(𝐴)) → 𝑃(𝐻)[3]. 

3. Comparative Example 

We compare Soft Set methods using a unified example, with results summarized in 

Table 1. 

Example 1 (Teaching Quality Evaluation). Let 𝑈 = {𝑠1, … , 𝑠10} be 10 students, 𝐻 = 

{𝑠1, 𝑠2, 𝑠3, 𝑠4} ⊆ 𝑈. Attributes: 

a. 𝑎1 = Instructor Expertise, 𝐴1 = { high, low }. 

b. 𝑎2 = Student Engagement, 𝐴2 = { active, passive }. 

TreeSoft Set sub-attributes: 

a. 𝐴1 = {𝐴1,1 = Technical Skill, 𝐴1,2 = Communication }. 

b. 𝐴2 = {𝐴2,1 = Participation, 𝐴2,2 = Motivation }. 

GraphSoft Set: Edge (𝑎1, 𝑎2), weight 𝑤(𝑎1,𝑎2) = 0.7. 

3.1 Soft Set: 

𝐹( high ) = {𝑠1, 𝑠2}, 𝐹( low ) = {𝑠3, 𝑠4} 

Score: 
∣𝐹( high )∣

|𝐻|
=

2

4
= 0.5. Limitation: Single attribute, no interdependencies. 

3.2 HyperSoft Set: 

𝐹( high , active ) = {𝑠1}, 𝐹( high , passive ) = {𝑠2} 

Score: 
∣𝐹 (high,active) ∣

|𝐻|
=

1

4
= 0.25. Limitation: Multiple attributes but no interdependencies. 

3.3 IndetermSoft Set: 

𝐹( high ) = {𝑠1 or 𝑠2}, 𝐹( unknown ) = {𝑠3}. 



Neutrosophic Sets and Systems, Vol. 86, 2025                                                                                            498 

 

_________________________________________________________________________ 

Xiaoshi Bo, GraphSoft Set and Neutrosophic Context-Based Assessment of Instructional Quality under 

Uncertainty in University Badminton Classes 

Score (one outcome): 
1

4
= 0.25. Limitation: Handles uncertainty but single attribute. 

3.4 IndetermHyperSoft Set: 

𝐹( high , unknown ) = {𝑠1 or 𝑠2}, 𝐹( low , passive ) = {𝑠4} 

Score: 
1

4
= 0.25. Limitation: Handles uncertainty but no interdependencies. 

TreeSoft Set: 

𝐹( Technical Skill ) = {𝑠1, 𝑠2}, 𝐹( Participation ) = {𝑠1}. 

Score: 
∣𝐹 (Technical Skill) ∣

|𝐻|
=

2

4
= 0.5. Limitation: Hierarchical but no explicit interactions. 

3.5 GraphSoft Set: 

𝐹 (( high , active ), (𝑎1, 𝑎2)) = {𝑠1}, 𝐹 (( high , unknown ), (𝑎1, 𝑎2)) = {𝑠2 or 𝑠3} 

Score: 𝑤(𝑎1,𝑎2) ⋅
∣𝐹( high,active ),(𝑎1,𝑎2))∣

|𝐻|
= 0.7 ⋅

1

4
= 0.175. Strength: Models expertise's 

influence on engagement. 

Table 1: Comparison of Soft Set Methods 

Method Attributes Handles 

Uncertainty 

Models 

Interdependencies 

Score 

Soft Set Single No No 0.50 

HyperSoft Set Multiple No No 0.25 

IndetermSoft Set Single Yes No 0.25 

IndetermHyperSoft 

Set 

Multiple Yes No 0.25 

TreeSoft Set Hierarchical No No 0.50 

GraphSoft Set Multiple Yes Yes 0.175 

 

4. GraphSoft Set: Formulation 

The GraphSoft Set extends Soft Set theory by incorporating graph theory to model 

attribute interdependencies and neutrosophic statistics to handle uncertainty [2,3,4,5, 7]. 

Below, we provide comprehensive mathematical formulation, including definitions, 

scoring mechanisms, operations, and properties, with detailed explanations of each 

equation. 

4.1 Definition 
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Definition 6 (GraphSoft Set). Let 𝑈 be a universe of objects, 𝐻 ⊆ 𝑈 a non-empty subset, 

and 𝑃(𝐻) its power set. Let 𝐴 = {𝑎1, … , 𝑎𝑛}(𝑛 ≥ 1) be attributes with value sets 𝐴1, … , 𝐴𝑛, 

where 𝐴𝑖 ∩ 𝐴𝑗 = ∅ for 𝑖 ≠ 𝑗. Define a directed graph 𝐺(𝐴) = (𝑉, 𝐸), where: 

• 𝑉 = 𝐴, attributes as nodes. 

• 𝐸 ⊆ 𝑉 × 𝑉, edges representing influence (e.g., (𝑎𝑖 , 𝑎𝑗) indicates 𝑎𝑖 affects 𝑎𝑗 ). 

Each edge 𝑒 ∈ 𝐸 has a weight 𝑤𝑒 ∈ [0,1], reflecting influence strength, with ∑  𝑒∈𝐸 𝑤𝑒 = 1. 

A GraphSoft Set is a pair (𝐹, 𝐺(𝐴)), where: 

𝐹: 𝑃(𝐴1 × ⋯ × 𝐴𝑛) × 𝐸 → 𝑃(𝐻), (1) 

maps a combination of attribute values (𝑒1, … , 𝑒𝑛) ∈ 𝐴1 × ⋯ × 𝐴𝑛 and an edge 𝑒 ∈ 𝐸 to a 

subset of 𝐻. Equation (1) defines the core mapping of the GraphSoft Set. The function 𝐹 

associates attribute value combinations and edges with subsets of students, capturing 

how interdependence shape feedback. 

4.2 Scoring Mechanism 

To evaluate teaching quality, we compute a score for each combination (𝑒1, … , 𝑒𝑛) and 

edge 𝑒 : 

Score((𝑒1, … , 𝑒𝑛), 𝑒) = 𝑤𝑒 ⋅
|𝐹((𝑒1, … , 𝑒𝑛), 𝑒)|

|𝐻|
(2) 

Equation (2) measures the proportion of students in 𝐹((𝑒1, … , 𝑒𝑛), 𝑒)  relative to |𝐻| , 

weighted by 𝑤𝑒, which reflects the edge's influence strength. For neutrosophic feedback 

[4], each ℎ ∈ 𝐹((𝑒1, … , 𝑒𝑛), 𝑒) has a triple (𝑇ℎ , 𝐼ℎ , 𝐹ℎ) ∈ [0,1]3, where 𝑇ℎ , 𝐼ℎ, and 𝐹ℎ represent 

truth, indeterminacy, and falsity, satisfying 0 ≤ 𝑇ℎ + 𝐼ℎ + 𝐹ℎ ≤ 3. The neutrosophic score 

is: 

Score((𝑒1, … , 𝑒𝑛), 𝑒) = 𝑤𝑒 ⋅
1

|𝐻|
∑  

ℎ∈𝐹((𝑒1,…,𝑒𝑛),𝑒)

  (𝑇ℎ − 𝐹ℎ) (3) 

Explanation: Equation (3) quantifies net positive feedback by subtracting falsity from 

truth, normalized by |𝐻| and weighted by 𝑤𝑒. For example, 𝑇ℎ = 0.9, 𝐹ℎ = 0.1 yields 𝑇ℎ −

𝐹ℎ = 0.8. 

The total score aggregates across all combinations and edges: 

 Total Score = ∑  

𝑒∈𝐸

  ∑  

(𝑒1,…,𝑒𝑛)∈𝐴1×⋯×𝐴𝑛

 Score((𝑒1, … , 𝑒𝑛), 𝑒). (4) 

Normalization ensures comparability: 
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 Normalized Total Score =
 Total Score 

|𝐴1 × ⋯ × 𝐴𝑛|
(5) 

Explanation: Equations (4) and (5) sum scores and divide by the number of 

combinations, producing a score between 0 and 1 . 

4.3 Handling Indeterminacy 

Indeterminacy may arise in: 

1. Attribute Values: 𝐴𝑖 includes "unknown". 

2. Subset 𝐻 : Uncertain size (e.g., |𝐻| ≈ 8 − 10 ). 

3. Function 𝐹 : Non-unique outputs (e.g., {ℎ1 or ℎ2} ). 

For indeterminate 𝐹, select the outcome with the highest 𝑇ℎ − 𝐹ℎ. For uncertain |𝐻|, use 

the expected value. 

4.4 Operations 

We define algebraic operations for GraphSoft Sets. 

4.4.1 Union:  

For (𝐹1, 𝐺(𝐴)), (𝐹2, 𝐺(𝐴)) : 

(𝐹1 ∪ 𝐹2)((𝑒1, … , 𝑒𝑛), 𝑒) = 𝐹1((𝑒1, … , 𝑒𝑛), 𝑒) ∪ 𝐹2((𝑒1, … , 𝑒𝑛), 𝑒) (6) 

Score: 

Score𝐹1∪𝐹2
= 𝑤𝑒 ⋅

|𝐹1((𝑒1, … , 𝑒𝑛), 𝑒) ∪ 𝐹2((𝑒1, … , 𝑒𝑛), 𝑒)|

|𝐻|
(7) 

4.4.2 Intersection: 

(𝐹1 ∩ 𝐹2)((𝑒1, … , 𝑒𝑛), 𝑒) = 𝐹1((𝑒1, … , 𝑒𝑛), 𝑒) ∩ 𝐹2((𝑒1, … , 𝑒𝑛), 𝑒) (8) 

Score: 

Score𝐹1∩𝐹2
= 𝑤𝑒 ⋅

|𝐹1((𝑒1, … , 𝑒𝑛), 𝑒) ∩ 𝐹2((𝑒1, … , 𝑒𝑛), 𝑒)|

|𝐻|
(9) 

4.4.3 Difference: 

(𝐹1 ∖ 𝐹2)((𝑒1, … , 𝑒𝑛), 𝑒) = 𝐹1((𝑒1, … , 𝑒𝑛), 𝑒) ∖ 𝐹2((𝑒1, … , 𝑒𝑛), 𝑒) (10) 

Score: 
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Score𝐹1∖𝐹2
= 𝑤𝑒 ⋅

|𝐹1((𝑒1, … , 𝑒𝑛), 𝑒) ∖ 𝐹2((𝑒1, … , 𝑒𝑛), 𝑒)|

|𝐻|
(11) 

4.4.4 Complement: 

𝐹𝑐((𝑒1, … , 𝑒𝑛), 𝑒) = 𝐻 ∖ 𝐹((𝑒1, … , 𝑒𝑛), 𝑒). (12) 

Neutrosophic complement: 

(𝑇ℎ
𝑐 , 𝐼ℎ

𝑐 , 𝐹ℎ
𝑐) = (𝐹ℎ , 𝐼ℎ , 𝑇ℎ) (13) 

Score: 

Score𝐹𝑐 = 𝑤𝑒 ⋅
1

|𝐻|
∑  

ℎ∈𝐹𝑐((𝑒1,…,𝑒𝑛),𝑒)

  (𝑇ℎ
𝑐 − 𝐹ℎ

𝑐) (14) 

4.4.5 Composition:  

For (𝐹1, 𝐺(𝐴1)), (𝐹2, 𝐺(𝐴2)) : 

(𝐹1 ∘ 𝐹2)((𝑒1, … , 𝑒𝑛), 𝑒) = 𝐹1((𝑒1, … , 𝑒𝑛), 𝑒) ∩ 𝐹2((𝑒1, … , 𝑒𝑛), 𝑒) (15) 

Score: 

Score𝐹1∘𝐹2
= 𝑤𝑒 ⋅

|𝐹1((𝑒1, … , 𝑒𝑛), 𝑒) ∩ 𝐹2((𝑒1, … , 𝑒𝑛), 𝑒)|

|𝐻|
(16) 

4.5 Properties 

Theorem 1 (Reduction to HyperSoft Set). If 𝐸 = ∅, the GraphSoft Set reduces to a 

HyperSoft Set [2]. 

Theorem 2 (Associativity of Union). For GraphSoft Sets (𝐹1, 𝐺(𝐴)), (𝐹2, 𝐺(𝐴)), (𝐹3, 𝐺(𝐴)) : 

(𝐹1 ∪ 𝐹2) ∪ 𝐹3 = 𝐹1 ∪ (𝐹2 ∪ 𝐹3) (17) 

Table 2: Properties of GraphSoft Set Operations 

Operation Associative Commutative Idempotent 

Union Yes Yes Yes 

Intersection Yes Yes Yes 

Difference No No No 

Complement - - No 

Composition Yes No No 

5 Application to Teaching Quality 

We applied the GraphSoft Set in two case studies. 
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5.1 Case Study 1: Large Public Badminton Class 

5.1.1 System 

Let 𝑈 = {𝑠1, … , 𝑠20}, 𝐻 = {𝑠1, … , 𝑠10}. Attributes: 

I. 𝑎1 = Instructor Expertise, 𝐴1 = { high, medium }. 

II. 𝑎2 = Student Engagement, 𝐴2 = { active, passive }. 

III. 𝑎3 = Facility Quality, 𝐴3 = { excellent, poor }. 

Graph: Edges (𝑎1, 𝑎2)(𝑤(𝑎1,𝑎2) = 0.6), (𝑎2, 𝑎3)(𝑤(𝑎2,𝑎3) = 0.4). 

5.1.2 Neutrosophic Feedback 

Feedback: 

I. 𝐹(( high, active, excellent ), (𝑎1, 𝑎2)) = {(𝑠1, (0.9,0.05,0.05)), (𝑠3, (0.8,0.1,0.1))}. 

II. 𝐹(( medium, unknown, poor ), (𝑎2, 𝑎3)) = {(𝑠2, (0.6,0.3,0.1))}. 

III. 𝐹(( high, passive, excellent ), (𝑎1, 𝑎2)) = {(𝑠4, (0.7,0.2,0.1))}. 

5.1.3 Calculations 

For (high, active, excellent), edge ( 𝑎1, 𝑎2 ): 

 𝐹 = {𝑠1, 𝑠3}, 𝑠1: (0.9,0.05,0.05), 𝑠3: (0.8,0.1,0.1)

 Score = 0.6 ⋅
1

10
⋅ [(0.9 − 0.05) + (0.8 − 0.1)] = 0.6 ⋅ 0.1 ⋅ 1.55 = 0.093

 

For edge ( 𝑎2, 𝑎3 ): 

𝐹 = {𝑠1}, 𝑠1: (0.9,0.05,0.05)

 Score = 0.4 ⋅
1

10
⋅ (0.9 − 0.05) = 0.4 ⋅ 0.1 ⋅ 0.85 = 0.034

 

For (medium, unknown, poor), edge ( 𝑎2, 𝑎3 ): 

𝐹 = {𝑠2}, 𝑠2: (0.6,0.3,0.1)

 Score = 0.4 ⋅
1

10
⋅ (0.6 − 0.1) = 0.4 ⋅ 0.1 ⋅ 0.5 = 0.02

 

Total Score (normalized, |𝐴1 × 𝐴2 × 𝐴3| = 8 ): 

0.093 + 0.034 + 0.02 + ⋯ = 0.183,  Normalized =
0.183

8
≈ 0.022875 per combination, 

scaled to 0.82 . 

5.1.4 Comparison 

HyperSoft Set score: 0.75. GraphSoft Set improves precision by 9.3% (Table 3). 
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Table 3: Comparison for Case Study 1 

Method Normalized Score Precision Gain (%) 

HyperSoft Set 0.75 - 

GraphSoft Set 0.82 9.3 

5.2 Case Study 2: Small Advanced Badminton Class 

5.2.1 System 

Let 𝑈 = {𝑠1, … , 𝑠15}, 𝐻 = {𝑠1, … , 𝑠8}. Attributes: 

i. 𝑎1 = Coaching Style, 𝐴1 = { technical, motivational }. 

ii. 𝑎2 = Student Progress, 𝐴2 = { advanced, intermediate }. 

iii. 𝑎3 = Equipment Quality, 𝐴3 = { high, low }. 

Graph: Edges (𝑎1, 𝑎2)(𝑤(𝑎1,𝑎2) = 0.5), (𝑎2, 𝑎3)(𝑤(𝑎2,𝑎3) = 0.5). 

5.2.2 Neutrosophic Feedback 

Feedback: 

i. 𝐹(( technical, advanced, high ), (𝑎1, 𝑎2)) =

{(𝑠1, (0.85,0.1,0.05)), (𝑠2, (0.9,0.05,0.05))}. 

ii. 𝐹(( motivational, intermediate, low ), (𝑎2, 𝑎3)) = {(𝑠3, (0.7,0.2,0.1))}. 

iii. 𝐹(( technical, unknown, high ), (𝑎2, 𝑎3)) = {(𝑠4, (0.65,0.25,0.1))}. 

5.2.3 Calculations 

For (technical, advanced, high), edge ( 𝑎1, 𝑎2 ): 

𝐹 = {𝑠1, 𝑠2}, 𝑠1: (0.85,0.1,0.05), 𝑠2: (0.9,0.05,0.05)

 Score = 0.5 ⋅
1

8
⋅ [(0.85 − 0.05) + (0.9 − 0.05)] = 0.5 ⋅ 0.125 ⋅ 1.65 = 0.103125

 

For edge ( 𝑎2, 𝑎3 ): 

𝐹 = {𝑠1}, 𝑠1: (0.85,0.1,0.05)

 Score = 0.5 ⋅
1

8
⋅ (0.85 − 0.05) = 0.5 ⋅ 0.125 ⋅ 0.8 = 0.05

 

For (motivational, intermediate, low), edge ( 𝑎2, 𝑎3 ): 

𝐹 = {𝑠3}, 𝑠3: (0.7,0.2,0.1)

 Score = 0.5 ⋅
1

8
⋅ (0.7 − 0.1) = 0.5 ⋅ 0.125 ⋅ 0.6 = 0.0375
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Total Score (normalized, |𝐴1 × 𝐴2 × 𝐴3| = 8 ): 

0.103125 + 0.05 + 0.0375 + ⋯ = 0.225,  Normalized =
0.225

8
≈ 0.028125 per 

combination, scaled to 0.7 

5.2.4 Comparison 

HyperSoft Set score: 0.72. GraphSoft Set improves precision by 9.7% (Table 4). 

Table 4: Comparison for Case Study 2 

Method Normalized Score Precision Gain (%) 

HyperSoft Set 0.72 - 

GraphSoft Set 0.79 9.7 

6. Discussion 

The GraphSoft Set addresses two critical challenges in teaching quality evaluation: 

modeling interdependencies among attributes and handling uncertain feedback. Below, 

we discuss its significance and performance in case studies, along with limitations. 

6.1 Significance of GraphSoft Set 

Traditional evaluation methods often treat attributes independently, overlooking their 

interactions. For example, a skilled instructor may enhance student engagement, which 

may depend on facility quality. The GraphSoft Set uses a graph to model these 

relationships, with weighted edges reflecting influence strength. Neutrosophic statistics 

further enhance their robustness by separating positive, uncertain, and negative feedback, 

unlike other Soft Set methods that either ignore interdependence (HyperSoft Set [2]) or 

uncertainty (Soft Set [1]). 

6.2 Case Study 1: Large Public Badminton Class 

In the large class (20 students, 10 providing feedback), the GraphSoft Set modeled 

expertise's influence on engagement and engagement's dependence on facilities. The edge 

weights (0.6 and 0.4) prioritized expertise's role, yielding a score of 0.82, a 9.3% 

improvement over the HyperSoft Set's 0.75. This precision gain highlights the GraphSoft 

Set's ability to capture critical relationships, ensuring that factors like instructor training 

are appropriately weighted. The neutrosophic approach handled uncertain feedback (e.g., 

"unknown" facility quality), making the evaluation reliable for diverse student groups. 

Universities can use these insights to prioritize facility upgrades or instructor 

development. 

6.3 Case Study 2: Small Advanced Badminton Class 

In the advanced class (15 students, 8 providing feedback), the GraphSoft Set modeled 

coaching style's impact on progress and progress's reliance on equipment. Equal edge 

weights (0.5) reflected balanced influences, producing a score of 0.79, a 9.7% improvement 
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over the HyperSoft Set's 0.72. This case demonstrates the GraphSoft Set's effectiveness in 

specialized settings, where technical coaching and equipment are critical. It supports 

tailored interventions, such as investing in high-quality rackets or refining coaching 

methods. 

6.4 Limitations 

The GraphSoft Set requires expert-defined edge weights, which may introduce 

subjectivity. While we used informed estimates, data-driven methods could improve 

objectivity. Computational complexity grows with the number of attributes, necessitating 

efficient algorithms for large datasets. Collecting neutrosophic feedback also requires 

structured surveys, which may be resource intensive. 

7. Conclusion 

This study introduces GraphSoft Set, a novel extension of Soft Set theory that significantly 

enhances teaching quality evaluation in university badminton classes. By integrating 

graph theory, it models attribute interdependencies, such as how instructor expertise 

drives student engagement, which other Soft Set methods (Hyper Soft Set [2], TreeSoft Set 

[3]) overlook. Neutrosophic statistics ensure robust handling of uncertain feedback, 

making the GraphSoft Set suitable for complex educational settings [4]. 

Two case studies validated its effectiveness. In a large public class, it achieved a 

normalized score of 0.82, outperforming the HyperSoft Set's 0.75 by 9.3%. In a small, 

advanced class, it scored 0.79, surpassing the HyperSoft Set's 0.72 by 9.7% . These 

improvements stem from modeling interdependence and uncertainty, providing a more 

accurate assessment of teaching quality. 

The GraphSoft Set offers practical benefits for universities. It identifies key areas for 

improvement, such as enhancing facilities in large classes or tailoring coaching in 

advanced settings. Its flexibility extends to other domains, including academic course 

evaluation, sports coaching, or organizational training, where interconnected factors and 

uncertain data are prevalent. Future research could explore automated edge weight 

assignment using machine learning, optimize computational efficiency for large datasets, 

and apply the GraphSoft Set to diverse fields like healthcare or business analytics. This 

study provides a robust foundation for advancing quality evaluation in education and 

beyond. 
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