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Abstract. Tree-width is a fundamental parameter that quantifies how ”tree-like” an undirected graph is,
based on its optimal tree decomposition [32]. Several related concepts, including Hypertree-width [20], Branch-
width [30], Linear-width [5], Local Tree-width [22], and SuperHypertree-width [13], have been extensively
studied. Clique-width, on the other hand, is defined as the minimum number of labels required to construct a
graph using four operations: vertex creation, disjoint union, edge insertion, and relabeling [24]. Local tree-width
is a function mapping radius r to the maximum tree-width among all r-neighborhood induced subgraphs in a
graph. A hypergraph is a generalization of a graph where each edge can connect any number of vertices, not
just two. The concept of a SuperHyperGraph generalizes the classical notion of a hypergraph by introducing
recursive hierarchical structures.

In this paper, we introduce new graph parameters: HyperClique-width, SuperHyperClique-width, Local
Hypertree-width, and Local SuperHypertree-width. We formally define these parameters and provide an initial
mathematical exploration of their structural properties.
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1. Introduction

1.1. Graph Width Parameters

Graphs have been extensively studied in recent years [9, 26], with particular emphasis on
structural parameters that capture how “tree-like” or “path-like” a graph is. Understand-
ing these parameters is essential for designing efficient algorithms in areas such as network
optimization, database theory, and machine learning [20].

Key width parameters include:
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• Tree-width [31]: measures the minimum size of the largest bag minus one in a tree
decomposition, quantifying how closely a graph resembles a tree.

• Path-width [25]: similar to tree-width but restricted to path‐like decompositions.
• Clique-width [28]: the minimum number of labels needed to construct the graph

using vertex creation, disjoint union, edge insertion between labels, and relabeling.
• Local Tree-width [8,22]: the function r 7→ maxv∈V tw

(
G[Nr(v)]

)
, where Nr(v) is the

set of vertices at distance at most r from v, capturing the maximum tree-width of all
r-neighborhoods.

• Additional parameters such as cut-width [23], rank-width [29], boolean-width [1], and
bandwidth [7] have also been widely investigated.

These width parameters often correspond to tractable structural decompositions, driving much
of the research on parameterized and approximation algorithms.

1.2. Hypergraph and SuperHyperGraph

A hypergraph generalizes a graph by allowing each edge (hyperedge) to connect any number
of vertices [4]. Hypertree-width [19] and hyperpath-width [27] extend tree- and path-width to
hypergraphs, with important applications in database theory and constraint satisfaction.

More recently, the SuperHyperGraph has been introduced [34] as a further generalization.
In a SuperHyperGraph, each supervertex may be an element, a subset, or a nested subset up to
n levels, and each superedge connects groups of supervertices at possibly different hierarchical
levels. This framework is well suited to modeling hierarchical structures, multi-level networks,
and layered relationships in real-world systems.

1.3. Our Contribution

Although several width parameters have been defined for graphs and hypergraphs, the
study of width parameters in SuperHyperGraphs remains in its infancy [13]. In this paper, we
introduce and investigate four new parameters:

• HyperClique-width: an extension of clique-width to r-uniform hypergraphs, mea-
suring the minimum number of labels needed to construct the hypergraph using hy-
peredge‐insertion operations.

• SuperHyperClique-width: a further generalization of HyperClique-width to n-
SuperHyperGraphs, capturing the label complexity required to build hierarchical su-
pervertices and superedges.

• Local Hypertree-width: the function r 7→ maxv∈V htw
(
H[N r

H(v)]
)
, which records

the maximum hypertree-width among all r-neighborhood subhypergraphs of H.
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• Local
SuperHypertree-width: the analogous local parameter for n-SuperHyperGraphs,
defined by r 7→ maxv∈V n-SHTW

(
S[N r

S(v)]
)
.

We hope that the introduction of the above parameters will promote further research into
the mathematical structure and applications of graph width parameters, stimulate deeper
exploration of hypergraphs and superhypergraphs, and encourage the study of relationships
between these new parameters and other established graph invariants.

1.4. Structure of This Paper

This paper is organized as follows:

• Section 2 provides definitions and examples of hypergraphs, SuperHyperGraphs, tree-
width, hypertree-width, and SuperHypertree-width.

• Section 3 introduces our new parameters: HyperClique-width, SuperHyperClique-
width, Local Hypertree-width, and Local SuperHypertree-width.

• Section 4 concludes the paper and discusses directions for future work.

2. Preliminaries and Definitions

This section presents a structured overview of the fundamental concepts and definitions
essential for understanding the main results of this paper. Throughout this paper, we consider
only concepts that are undirected, finite, and simple.

2.1. Graph and Hypergraph

A hypergraph extends the concept of a graph by allowing edges, known as hyperedges, to
connect multiple vertices rather than just pairs. This generalization provides a more flexible
framework for modeling complex relationships [4, 20]. The fundamental structures of graphs
and hypergraphs are formally defined below.

Definition 2.1 (Complete Graph). A complete graph Kn is a graph with n vertices where
every pair of distinct vertices is connected by an edge. Formally,

E(Kn) = {{u, v} | u, v ∈ V (Kn), u 6= v}.

Definition 2.2 (Hypergraph [4, 6]). A hypergraph H = (V (H), E(H)) is a pair where:

• V (H): A non-empty set of vertices.
• E(H): A set of hyperedges, each of which is a subset of V (H).

This paper focuses exclusively on finite hypergraphs.
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Definition 2.3 (Induced Subhypergraph [6]). Let H = (V (H), E(H)) be a hypergraph, and
let X ⊆ V (H) be a subset of its vertices. The subhypergraph induced by X is defined as:

H[X] =
(
X, {e ∩X | e ∈ E(H)}

)
.

The hypergraph obtained by removing X from H is denoted by:

H \X := H[V (H) \X].

Definition 2.4 (Separation in a Hypergraph). Let H = (V (H), E(H)) be a hypergraph. A
separation of H is a pair of subhypergraphs (A,B) that satisfies the following:

• A = H[VA] and B = H[VB], where VA, VB ⊆ V (H) are subsets of the vertex set V (H).
• VA ∪ VB = V (H), ensuring that A and B collectively cover all vertices in H.
• VA∩VB, referred to as the separator, ensures E(A)∩E(B) = ∅, meaning no hyperedge

in H is shared between A and B.

The order of the separation (A,B) is defined as the size of the separator:

|VA ∩ VB|.

2.2. n-SuperHyperGraph

The concept of a SuperHyperGraph generalizes the classical notion of a hypergraph by
introducing recursive hierarchical structures. It has been recently formalized and studied
extensively in the literature [15,16,34]. Below, we present its formal definition.

Definition 2.5 (n-th Powerset). (cf. [17, 35])
The n-th powerset of a set H, denoted Pn(H), is defined iteratively as follows:

P1(H) = P (H), Pn+1(H) = P (Pn(H)), for n ≥ 1,

where P (H) is the standard powerset of H. Similarly, the n-th non-empty powerset, P ∗
n(H),

is defined recursively as:

P ∗
1 (H) = P ∗(H), P ∗

n+1(H) = P ∗(P ∗
n(H)),

with P ∗(H) representing the powerset of H excluding the empty set.

Definition 2.6 (n-SuperHyperGraph). (cf. [16, 33]) Let V0 be a finite base set of vertices.
The n-th iterated powerset of V0 is defined recursively as:

P0(V0) = V0, Pk+1(V0) = P
(
Pk(V0)

)
,

where P(A) denotes the standard powerset of set A.
An n-SuperHyperGraph is an ordered pair H = (V,E), where:

• V ⊆ Pn(V0): The set of supervertices, which are elements of the n-th powerset of V0.
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• E ⊆ Pn(V0): The set of superedges, which are also elements of Pn(V0).

Each supervertex v ∈ V can be one of the following:

• A single vertex (v ∈ V0).
• A subset of V0 (v ⊆ V0).
• A nested subset up to n levels (v ∈ Pn(V0)).
• An indeterminate or fuzzy set.
• The null set (v = ∅).

Each superedge e ∈ E connects supervertices, which may reside at different hierarchical
levels up to n.

Example 2.7 (A 2-SuperHyperGraph). Let the base set be

V0 = {a, b}.

Then

P1(V0) =
{
∅, {a}, {b}, {a, b}

}
,

P2(V0) = P
(
P1(V0)

)
,

the powerset of these four subsets. We choose the set of supervertices

V =
{
{a}, {b}, {{a}, {b}}, {{a, b}}

}
⊆ P2(V0),

where for instance {{a}, {b}} is a nested subset of level 2. Let the superedges be

E =
{
e1, e2, e3

}
,

with

e1 =
{
{a}, {{a}, {b}}

}
, e2 =

{
{b}, {{a}, {b}}

}
, e3 =

{
{a, b}, {{a, b}}

}
.

Each superedge ei ∈ E connects two supervertices possibly at different hierarchical levels.

Definition 2.8 (n-SuperHypertree). (cf. [13, 18]) An n-SuperHypertree (n-SHT) is an n-
SuperHyperGraph SHTn = (V,E) that satisfies the following properties:

(1) Host Tree Condition: There exists a tree T = (VT , ET ), called the host tree, such that:
• The vertex set of T is VT = V , where V ⊆ Pn(V0).
• Each n-superedge e ∈ E corresponds to a connected subtree Te ⊆ T . Specifically,

for each e ∈ E, there exists a subtree Te such that:⋃
t∈V (Te)

Bt ⊇ e,

where Bt ⊆ V are subsets associated with the nodes of T .
(2) Acyclicity Condition: The host tree T must be acyclic, ensuring that SHTn inherits

the acyclic structure of T .
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(3) Connectedness Condition: For any two n-supervertices v, w ∈ V , there must exist a
sequence of n-superedges e1, e2, . . . , ek ∈ E such that:
(a) v ∈ e1 and w ∈ ek.
(b) ei ∩ ei+1 6= ∅ for all 1 ≤ i < k.

Example 2.9 (A 2-SuperHypertree). Using the same V and E as above, we construct a host
tree

T = (VT , ET ), VT = V,

with edges

ET =
{
({a}, {{a}, {b}}), ({b}, {{a}, {b}}), ({a, b}, {{a, b}})

}
.

For each node t ∈ VT we assign the bag Bt = {t}. Then:

• For e1 = {{a}, {{a}, {b}}}, the subtree Te1 is the path {a}–{{a}, {b}}, and⋃
t∈V (Te1 )

Bt = { {a}, {{a}, {b}}} = e1.
• Similarly for e2 and e3, each ei is covered by the connected subtree on its two endpoints.
• T is acyclic by construction, and any two supervertices are joined by a path in T , so

the connectedness condition holds.

Hence
(
V,E

)
together with T and the bags Bt form a 2-SuperHypertree.

2.3. n-SuperHypertree-width

Tree-width quantifies how closely a graph resembles a tree by considering the minimum
width of its optimal tree decomposition, where the width is defined as the size of the largest
bag minus one [14,32]. Hypertree-width extends tree-width to hypergraphs by minimizing the
maximum bag size in a hypertree decomposition while ensuring connectivity and full hyperedge
coverage [20]. The concept of SuperHypertree-width has been widely studied in the literature,
including [13]. Below, we formally define Tree-width, Hypertree-width, and SuperHypertree-
width.

Definition 2.10 (Tree-width). [32] Let G = (V,E) be a graph. A tree-decomposition of G is
a pair (T, {Xt | t ∈ V (T )}), where:

• T = (V (T ), E(T )) is a tree,
• Xt ⊆ V for each t ∈ V (T ) (called bags),

such that:

(1)
⋃

t∈V (T )Xt = V , i.e., every vertex of G appears in at least one bag.
(2) For every edge {u, v} ∈ E, there exists t ∈ V (T ) such that u, v ∈ Xt, ensuring edge

coverage.
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(3) For all t1, t2, t3 ∈ V (T ), if t2 lies on the path between t1 and t3 in T , then Xt1 ∩Xt3 ⊆
Xt2 , ensuring connectivity.

The width of a tree-decomposition is defined as:

width(T, {Xt}) = max
t∈V (T )

(
|Xt| − 1

)
,

where |Xt| is the number of vertices in the bag Xt. The tree-width of G, denoted tw(G), is the
minimum width over all possible tree-decompositions of G:

tw(G) = min
(T,{Xt})

width(T, {Xt}).

Definition 2.11 (Hypertree-width). [20,21] Let H = (V (H), E(H)) be a hypergraph, where
V (H) is the set of vertices and E(H) is the set of hyperedges. A tree decomposition of H is a
tuple (T, (Bt)t∈V (T )), where:

• T = (V (T ), F (T )) is a tree.
• (Bt)t∈V (T ) is a family of subsets of V (H), called bags, such that:

(1) For every hyperedge e ∈ E(H), there exists a node t ∈ V (T ) such that e ⊆ Bt.
(2) For every vertex v ∈ V (H), the set {t ∈ V (T ) | v ∈ Bt} induces a connected

subtree of T .

The width of a tree decomposition (T, (Bt)t∈V (T )) is defined as:

width(T, (Bt)t∈V (T )) = max
t∈V (T )

(|Bt| − 1) .

The hypertree-width of H, denoted by tw(H), is the minimum width over all possible tree
decompositions of H.

Example 2.12 (Hypertree‐width of a Simple Hypergraph). Consider the hypergraph

H = (V,E), V = {v1, v2, v3, v4}, E = {e1, e2},

where
e1 = {v1, v2, v3}, e2 = {v2, v3, v4}.

We construct a tree decomposition (T, {Bt}t∈V (T )) of H as follows:

• The host tree T has two nodes t1 and t2 joined by an edge:

t1 − t2.

• The bags are
Bt1 = {v1, v2, v3}, Bt2 = {v2, v3, v4}.

We verify the decomposition conditions:

(1) Coverage of hyperedges: e1 = {v1, v2, v3} ⊆ Bt1 and e2 = {v2, v3, v4} ⊆ Bt2 .
(2) Connectedness of vertex appearances:
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• v1 appears only in Bt1 , so its index set {t1} is connected.
• v4 appears only in Bt2 , so {t2} is connected.
• v2 and v3 each appear in both Bt1 and Bt2 , and {t1, t2} is connected in T .

The width of this decomposition is

max
{
|Bt1 | − 1, |Bt2 | − 1

}
= max{3− 1, 3− 1} = 2.

Hence the hypertree‐width of H is

htw(H) = 2.

Definition 2.13 (n-SuperHypertree-width). (cf. [12, 13]) Let H = (V,E) be an n-
SuperHyperGraph, where:

• V ⊆ Pn(V0) is the set of n-supervertices.
• E ⊆ Pn(V0) is the set of n-superedges.

An n-SuperHypertree decomposition of H is a tuple (T,B, C), where:

• T = (VT , ET ) is a tree.
• B = {Bt | t ∈ VT } is a collection of subsets of V (called bags), satisfying:

(1) For every n-superedge e ∈ E, there exists a node t ∈ VT such that e ⊆ Bt.
(2) For every n-supervertex v ∈ V , the set {t ∈ VT | v ∈ Bt} induces a connected

subtree of T .
• C = {Ct | t ∈ VT } is a collection of subsets of E (called guards), satisfying:

(1) For every node t ∈ VT , Bt ⊆
⋃
Ct, where:⋃

Ct = {v ∈ V | ∃e ∈ Ct such that v ∈ e}.

(2) For every node t ∈ VT , the following holds:

(
⋃

Ct) ∩
⋃
u∈Tt

Bu ⊆ Bt,

where Tt is the subtree of T rooted at t.

The width of an n-SuperHypertree decomposition (T,B, C) is defined as:

width(T,B, C) = max
t∈VT

|Ct|.

The n-SuperHypertree-width of H, denoted n-SHT-width(H), is the minimum width over
all possible n-SuperHypertree decompositions:

n-SHT-width(H) = min
(T,B,C)

width(T,B, C).

Example 2.14 (2-SuperHypertree-width of a 2-SuperHyperGraph). Let V0 = {a, b} and
n = 2. Then

P1(V0) = {{a}, {b}, {a, b}, ∅}, P2(V0) = P
(
P1(V0)

)
.
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Consider the 2-SuperHyperGraph H = (V,E) with

V =
{
{a}, {b}, {{a}, {b}}, {{a, b}}

}
, E = {e1, e2, e3},

where

e1 = {{a}, {{a}, {b}}}, e2 = {{b}, {{a}, {b}}}, e3 = {{a, b}, {{a, b}}}.

A valid 2-SuperHypertree decomposition (T,B, C) is given by:

T : t0 − t3,

Bt0 = {{a}, {b}, {{a}, {b}}}, Ct0 = {e1, e2},

Bt3 = {{a, b}, {{a, b}}}, Ct3 = {e3}.

• e1, e2 ⊆ Bt0 and e3 ⊆ Bt3 .
• For each supervertex v ∈ V , the set { t | v ∈ Bt} induces a connected subtree of T .
• Each bag Bt is covered by its guard:

⋃
Ct0 = e1 ∪ e2 ⊇ Bt0 ,

⋃
Ct3 = e3 ⊇ Bt3 .

Since max{|Ct0 |, |Ct3 |} = 2, the width of this decomposition is 2. Therefore

2-SHT-width(H) = 2.

Example 2.15 (3-SuperHypertree‐width of a 3‐SuperHyperGraph). Let the base set be

V0 = {a, b},

so that P1(V0) = {∅, {a}, {b}, {a, b}}, P2(V0) = P(P1(V0)), and P3(V0) = P(P2(V0)). Choose
four 3‐supervertices in P3(V0):

X =
{
{{a}}

}
, Y =

{
{{b}}

}
, Z =

{
{{a}, {b}}

}
, U =

{
{{a, b}}

}
.

Let
V = {X,Y, Z, U}, E =

{
e1, e2

}
,

where
e1 = {X,Y, Z}, e2 = {Y, Z, U}.

Then H = (V,E) is a 3‐SuperHyperGraph. We now give a 3‐SuperHypertree decomposition
(T,B, C) of H of width 2.

• The host tree T is the path t1 − t2 − t3.
• Bags:

Bt1 = {X,Y, Z}, Bt2 = {Y, Z, U}, Bt3 = {Y, Z, U}.

• Guards:
Ct1 = { e1}, Ct2 = { e1, e2}, Ct3 = { e2}.

Verification:

(1) Each superedge is covered: e1 ⊆ Bt1 , Bt2 and e2 ⊆ Bt2 , Bt3 .
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(2) For each supervertex v ∈ {X,Y, Z, U}, the indices {ti | v ∈ Bti} form a connected
subtree of T .

(3) Each bag Bti is covered by its guard:
⋃
Ct1 = e1 ⊇ Bt1 ,

⋃
Ct2 = e1 ∪ e2 ⊇ Bt2 ,⋃

Ct3 = e2 ⊇ Bt3 .

Since max{|Ct1 |, |Ct2 |, |Ct3 |} = 2, the width of this decomposition is 2. Hence

3-SHT-width(H) = 2.

2.4. Clique-width

Clique-width is the minimum number of labels required to construct a graph using four
operations: vertex creation, disjoint union, edge insertion, and relabeling [21].

Definition 2.16 (Clique-width). [11] Let k be a positive integer. A k-graph is a graph whose
vertices are labeled with integers from {1, 2, . . . , k}. The clique-width of a graph G, denoted
by cwd(G), is the smallest integer k such that G can be constructed using the following four
operations:

(1) Creation: For any label i ∈ {1, . . . , k}, create a new vertex with label i, denoted by
i(v).

(2) Disjoint Union: If G1 and G2 are k-graphs, then their disjoint union G1⊕G2 is also
a k-graph.

(3) Edge Insertion: For any two distinct labels i and j, the operation ηi,j adds an edge
between every vertex labeled i and every vertex labeled j.

(4) Relabeling: For any labels i, j ∈ {1, . . . , k}, the operation ρi→j changes every vertex
with label i to label j.

A k-expression is an algebraic term built from these operations that constructs the graph G.
Hence, cwd(G) is the minimum number k for which there exists a k-expression that defines G.

Example 2.17 (Clique-width of a Complete Graph). Consider the complete graph K4 with
vertex set {u, v, w, x}. One possible 2-expression constructing K4 is:

ρ2→1

(
η1,2

(
ρ2→1

(
η1,2

(
ρ2→1

(
η1,2

(
2(u)⊕ 1(v)

))
⊕ 2(w)

))
⊕ 2(x)

))
.

This expression shows that K4 can be constructed using only 2 labels, so cwd(K4) ≤ 2. In
fact, every complete graph on at least two vertices has clique-width exactly 2.

2.5. Local Tree-width

Local tree-width measures the maximum tree-width of an r-neighborhood in a graph, cap-
turing localized structural complexity within distance r [10].
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Definition 2.18 (Local Tree-width). [8, 22] Let G = (V,E) be a graph. For each vertex
v ∈ V and each r ∈ N, define the r-neighborhood of v by

N r
G(v) = {w ∈ V | dG(v, w) ≤ r},

and let G[N r
G(v)] be the subgraph of G induced by N r

G(v). Then the local tree-width of G is
the function

ltwG : N → N, ltwG(r) = max
v∈V

tw
(
G[N r

G(v)]
)
,

where tw(H) denotes the tree-width of a graph H.

Example 2.19 (Local Tree-width of a Tree). Let T be a tree. Since every tree has tree-width
1 and every induced subgraph of a tree is a forest (hence of tree-width at most 1), it follows
that

ltwT (r) = 1 for all r ∈ N.

3. Results

This section presents the main results of this paper.

3.1. HyperClique-width

HyperClique-width measures the complexity of constructing an r-uniform hypergraph using
a fixed number of labels and operations such as creation, union, relabeling, and hyperedge
insertion.

Definition 3.1 (HyperClique-width). Let r ≥ 2 be an integer and let H = (V,E) be an
r-uniform hypergraph (i.e., every hyperedge in E contains exactly r vertices). A k-hypergraph
expression is defined by extending the clique-width operations to hypergraphs as follows. Each
vertex carries a label from {1, 2, . . . , k} and the allowed operations are:

(1) Creation: For any label i ∈ {1, . . . , k}, create an isolated vertex with label i, denoted
by i(v).

(2) Disjoint Union: If H1 and H2 are labeled hypergraphs, then their disjoint union
H1 ⊕H2 is also a labeled hypergraph.

(3) Relabeling: For any labels i, j ∈ {1, . . . , k}, the operation ρi→j changes every vertex
with label i to label j.

(4) Hyperedge Insertion: For any r-tuple of distinct labels (i1, i2, . . . , ir), the operation

ηi1,i2,...,ir

adds, for every r-tuple of vertices (v1, v2, . . . , vr) such that vj has label ij (for 1 ≤
j ≤ r), the hyperedge {v1, v2, . . . , vr} to the hypergraph. (Existing hyperedges are not
duplicated.)
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The hyperClique-width of the r-uniform hypergraph H, denoted by hcwd(H), is the smallest
integer k such that there exists a k-hypergraph expression that constructs H.

Example 3.2 (HyperClique-width of a 3-uniform Hypergraph). Consider the 3-uniform hy-
pergraph H with vertex set

V = {a, b, c, d},

and hyperedge set

E =
{
{a, b, c}, {a, b, d}

}
.

We show that H can be constructed using 3 labels, so that hcwd(H) ≤ 3.
A possible 3-hypergraph expression for H is as follows:

(1) Creation: Create vertices with initial labels:

1(a), 2(b), 3(c).

(2) Union and Hyperedge Insertion: Form the disjoint union

H1 = 1(a)⊕ 2(b)⊕ 3(c),

and then apply η1,2,3 to insert the hyperedge {a, b, c}.
(3) Add an Additional Vertex: Create the vertex

1(d).

Form the new hypergraph

H2 = H1 ⊕ 1(d).

(4) Relabeling and Hyperedge Insertion: In order to insert the hyperedge {a, b, d},
we require the labels on a, b, and d to be 1, 2, and 3, respectively. Currently, a is
labeled 1, b is labeled 2, and d is labeled 1. Hence, apply the relabeling operation
ρ1→3 to change the label of d from 1 to 3. Finally, apply η1,2,3 to insert the hyperedge
{a, b, d}.

This construction produces the hypergraph H with the desired hyperedges, showing that
hcwd(H) ≤ 3. (In this framework, one may also show that at least 3 labels are necessary.)

Theorem 3.3 (HyperClique-width of Complete Hypergraphs). Let Kr
n be the complete r-

uniform hypergraph on n ≥ r vertices. Then

hcwd(Kr
n) = r.

Proof. (Lower bound): Observe that in any hypergraph expression constructing Kr
n, every

hyperedge insertion operation ηi1,i2,...,ir requires an r-tuple of distinct labels. Since Kr
n contains

at least one hyperedge (in fact, every r-subset of vertices is a hyperedge), the construction
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must at some point produce an r-tuple of vertices with pairwise distinct labels. Hence, at least
r labels are required, so

hcwd(Kr
n) ≥ r.

(Upper bound): We now show that r labels suffice to construct Kr
n by induction on n.

Base case: For n = r, create r vertices with distinct labels 1, 2, . . . , r using the creation op-
eration. Then, applying the hyperedge insertion operation η1,2,...,r inserts the single hyperedge
consisting of all r vertices. Thus, Kr

r is constructed with r labels.
Inductive step: Assume that for some n ≥ r the complete r-uniform hypergraph Kr

n can be
constructed with r labels. We now construct Kr

n+1.

(1) Vertex Addition: Create a new vertex v with an arbitrary label, say label 1.
(2) Hyperedge Insertions: For each (r − 1)-subset S of the n existing vertices, con-

sider the r-subset S ∪ {v}. Since Kr
n was constructed using r labels, by appropriate

(temporary) relabeling of the vertices in S if necessary, we can ensure that the ver-
tices in S ∪ {v} receive r distinct labels. Then, apply η1,2,...,r to insert the hyperedge
corresponding to S ∪ {v}.

(3) Idempotence: Note that inserting a hyperedge more than once does not affect the
hypergraph.

By processing all (r−1)-subsets of the original vertex set, we insert every hyperedge containing
v. Since the previous hyperedges of Kr

n remain intact, we have constructed Kr
n+1 using only

r labels. Therefore,

hcwd(Kr
n+1) ≤ r.

Combining the lower and upper bounds, we conclude that

hcwd(Kr
n) = r.

Theorem 3.4 (Disjoint Union). Let H1 and H2 be two r-uniform hypergraphs such that

hcwd(H1) ≤ k and hcwd(H2) ≤ k.

Then the disjoint union H1 ⊕H2 satisfies

hcwd(H1 ⊕H2) ≤ k.

Proof. A k-hypergraph expression for H1 uses at most k labels, and similarly for H2. The
disjoint union operation ⊕ simply takes the union of the two expressions without requiring
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any new labels. Hence, a k-expression for H1 ⊕H2 is obtained by taking the disjoint union of
the expressions for H1 and H2. Therefore,

hcwd(H1 ⊕H2) ≤ k.

Theorem 3.5 (Monotonicity). If H ′ is a subhypergraph of an r-uniform hypergraph H, then

hcwd(H ′) ≤ hcwd(H).

Proof. Let H ′ be a subhypergraph of H. Suppose that H is constructed by a k-hypergraph
expression using hcwd(H) = k labels. Then, by simply restricting the construction (i.e.,
removing those vertices and hyperedges not in H ′), we obtain a valid k-expression for H ′.
Hence, it follows that

hcwd(H ′) ≤ k = hcwd(H).

Theorem 3.6 (Idempotence). Let H be an r-uniform hypergraph and let ηi1,i2,...,ir be a hy-
peredge insertion operation. Then applying ηi1,i2,...,ir repeatedly (on vertices with appropriate
labels) does not change H after the first insertion; that is, hyperedge insertion is idempotent.

Proof. By definition, the hyperedge insertion operation ηi1,i2,...,ir adds a hyperedge among ev-
ery r-tuple of vertices that currently have labels i1, i2, . . . , ir, respectively. Once the hyperedge
e = {v1, v2, . . . , vr} is inserted, any further application of ηi1,i2,...,ir will attempt to insert the
same hyperedge e again. Since the hyperedge set E of a hypergraph is a set (or a multiset
where repeated insertions do not change the outcome), repeated insertion does not alter E.
Hence, the operation is idempotent.

3.2. SuperhyperClique-width

SuperhyperClique-width measures the complexity of constructing an n-SuperHyperGraph
using a fixed number of labels and operations like creation, union, relabeling, and superedge
insertion.

Definition 3.7 (SuperhyperClique-width). Let H = (V,E) be an n-SuperHyperGraph, where

V ⊆ Pn(V0)

for some finite base set V0, and
E ⊆ Pn(V0).
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An SHC-expression (SuperhyperClique-width expression) is an algebraic term that constructs
H using a fixed set of labels from {1, 2, . . . , k} and the following operations:

(1) Creation: For any label i ∈ {1, . . . , k}, create a new n-supervertex with label i,
denoted by i(v). (Here, v ∈ Pn(V0) is chosen as the new supervertex.)

(2) Disjoint Union: If H1 and H2 are n-SuperHyperGraphs constructed by SHC-
expressions, then their disjoint union, denoted by H1 ⊕ H2, is also an n-
SuperHyperGraph.

(3) Superedge Insertion: For any tuple of distinct labels (i1, i2, . . . , ir) (with r chosen
according to the uniformity of the superhypergraph), the operation

ηi1,i2,...,ir

adds, for every r-tuple of n-supervertices (v1, v2, . . . , vr) such that for every j ∈
{1, . . . , r} the vertex vj is currently labeled ij , a superedge connecting them; that
is, it inserts the superedge

{v1, v2, . . . , vr}.

(If an edge already exists, it is not duplicated.)
(4) Relabeling: For any labels i, j ∈ {1, . . . , k}, the operation

ρi→j

changes every supervertex with label i to have label j.

The superhyperClique-width of H, denoted by shcwd(H), is the minimum integer k for which
there exists an SHC-expression using at most k distinct labels that constructs H.

Example 3.8 (SuperhyperClique-width of a Simple 1-SuperHyperGraph). Let V0 = {a, b}
and choose n = 1, so that P1(V0) = P(V0). Consider the 1-SuperHyperGraph

H = (V,E),

with

V = { {a}, {b}, {a, b}},

and superedges

E = {e1, e2},

where we interpret e1 as connecting {a} to {a, b} and e2 as connecting {b} to {a, b}.
A possible SHC-expression constructing H using only 2 labels is as follows:

(1) Creation: Create the following supervertices:

1({a}), 2({b}), 1({a, b}).
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(2) Disjoint Union: Form the disjoint union

H1 = 1({a})⊕ 2({b})⊕ 1({a, b}).

(3) Superedge Insertion: To insert the superedge corresponding to e1, apply the oper-
ation η1,2 to insert a superedge connecting the vertex with label 1 (i.e. {a}) and the
vertex with label 2 (temporarily, we consider {a, b} as having label 1; see next step).
Next, to “prepare” for the second edge, relabel the vertex {a, b} from 1 to 2 using
ρ1→2, so that it now carries label 2. Then apply η1,2 again to insert the superedge cor-
responding to e2, which connects the vertex with label 1 (i.e., {a} or {b}, as required)
and the vertex with label 2.

This construction shows that shcwd(H) ≤ 2, and one may further argue that at least 2 labels
are necessary.

Example 3.9 (2-SuperhyperClique-width of a 2-SuperHyperGraph). Let the base set be

V0 = {a, b},

so that

P1(V0) = {∅, {a}, {b}, {a, b}}, P2(V0) = P
(
P1(V0)

)
.

Define four supervertices in P2(V0) by

X = {{a}}, Y = {{b}}, Z = {{a}, {b}}, W = {{a, b}},

and let

V = {X,Y, Z,W}.

Choose three superedges connecting these supervertices:

e1 = {X,Z}, e2 = {Y, Z}, e3 = {Z,W},

so that E = {e1, e2, e3} and H = (V,E) is a 2-SuperHyperGraph.
We will construct H using an SHC-expression with just two labels, showing shcwd(H) = 2.

Denote by i(v) the creation of supervertex v with label i, and by η1,2 the superedge-insertion
between every label-1 and label-2 vertex. Then:

H = η1,2

(
1(X) ⊕ 1(Y ) ⊕ 2(Z) ⊕ 1(W )

)
.

• Creation: 1(X) ⊕ 1(Y ) ⊕ 2(Z) ⊕ 1(W ) creates the four supervertices with labels in
{1, 2}.

• Superedge Insertion: Applying η1,2 inserts every superedge between each label-1 and
each label-2 vertex, namely {1(X), 2(Z)} = e1, {1(Y ), 2(Z)} = e2, and {1(W ), 2(Z)} =

e3.
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No relabeling is needed, and two labels suffice because a single label cannot distinguish both
ends of these superedges. Hence

shcwd(H) = 2.

Theorem 3.10 (Generalization Theorem). Let H be an r-uniform hypergraph. Consider H

as a 0-SuperHyperGraph (i.e. with n = 0, so that P0(V0) = V0). Then the hyperClique-width
of H, denoted by hcwd(H), is equal to the superhyperClique-width of H, i.e.,

hcwd(H) = shcwd(H).

Proof. When n = 0, the construction model for an n-SuperHyperGraph coincides with that of
a standard hypergraph. In this case, every vertex of H is simply an element of V0, and the op-
erations used in a k-hypergraph expression (creation, disjoint union, hyperedge insertion, and
relabeling) are identical to those defined for SHC-expressions. Thus, any expression that con-
structs H as a hypergraph (and so demonstrates hcwd(H) ≤ k) is also a valid SHC-expression
constructing H. Conversely, any SHC-expression in the 0-super setting is a hypergraph ex-
pression. Therefore,

hcwd(H) = shcwd(H).

Theorem 3.11 (Extension Theorem). Let H be an n-SuperHyperGraph with n ≥ 1, and let H ′

be the hypergraph obtained by “flattening” the hierarchical structure of H (i.e., by considering
only the base elements in V0). Then there exists a constant c(n), depending only on n, such
that

shcwd(H) ≤ hcwd(H ′) + c(n).

Proof. We prove the theorem by induction on n.
Base Case (n = 1): A 1-SuperHyperGraph has vertices belonging to P(V0) (the usual

powerset). One can “flatten” such a hypergraph by mapping each supervertex (a subset of
V0) to an element in a hypergraph H ′ whose vertices are these subsets. The operations in a
hyperClique-width expression for H ′ can be simulated in the 1-super setting using an additional
fixed number of labels to encode the extra structure. Hence, there exists a constant c(1) such
that

shcwd(H) ≤ hcwd(H ′) + c(1).

Inductive Step: Assume the statement holds for all m-SuperHyperGraphs with m < n.
Let H be an n-SuperHyperGraph. Its vertices lie in Pn(V0) and possess an inherent hierarchical
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structure with n levels. One may “flatten” one level to obtain an (n − 1)-SuperHyperGraph
H ′′. By the induction hypothesis,

shcwd(H ′′) ≤ hcwd(H ′′′) + c(n− 1),

where H ′′′ is the hypergraph obtained by fully flattening H ′′. To recover the original n-level
structure, one must encode the additional hierarchical information. This encoding requires
only a fixed number d of extra labels (depending solely on n), so that

shcwd(H) ≤ shcwd(H ′′) + d.

Thus,

shcwd(H) ≤ hcwd(H ′′′) + c(n− 1) + d.

Defining c(n) = c(n− 1) + d completes the inductive step.

3.3. Local Hypertree-width and Local n-SuperHypertree-width

The definitions of Local Hypertree-width and Local n-SuperHypertree-width are provided
below.

Definition 3.12 (Local Hypertree-width). Let H = (V,E) be a hypergraph and suppose that
a notion of distance dH(v, w) is defined on H (for instance, via the length of the shortest
hyperpath between v and w). For each v ∈ V and r ∈ N, define the r-neighborhood of v in H

by

N r
H(v) = {w ∈ V | dH(v, w) ≤ r},

and let H[N r
H(v)] denote the subhypergraph induced on N r

H(v). Then the local hypertree-width
of H is the function

lhtwH : N → N, lhtwH(r) = max
v∈V

htw
(
H[N r

H(v)]
)
,

where htw(·) denotes the hypertree-width of a hypergraph.

Example 3.13 (Local Hypertree-width of an Acyclic Hypergraph). If H is an acyclic hyper-
graph, then htw(H) = 1. Since every induced subhypergraph of an acyclic hypergraph is also
acyclic, for every v ∈ V and every r ∈ N we have

htw
(
H[N r

H(v)]
)
= 1.

Thus,

lhtwH(r) = 1 for all r ∈ N.

We can define the local n-superhypertree-width as follows.
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Definition 3.14 (Local n-SuperHypertree-width). Let S = (V,E) be an n-SuperHyperGraph.
For each v ∈ V and r ∈ N, define the r-neighborhood of v by

N r
S(v) = {w ∈ V | dS(v, w) ≤ r},

and let S[N r
S(v)] denote the substructure of S induced on N r

S(v) (viewed as an n-
SuperHyperGraph). Then the local n-superhypertree-width of S is the function

lshtwS : N → N, lshtwS(r) = max
v∈V

n-SHTW
(
S[N r

S(v)]
)
,

where n-SHTW(H) denotes the n-superhypertree-width of an n-SuperHyperGraph H.

Example 3.15 (Local 1-SuperHypertree-width of a Simple 1-SuperHyperGraph). Consider a
1-SuperHyperGraph S with base set V0 = {a, b} so that

V = { {a}, {b}, {a, b}}.

Suppose that S has an overall 1-superhypertree-width 1-SHTW(S) = 2 and assume that every
vertex is within distance 1 of every other vertex. Then

lshtwS(1) = max
v∈V

1-SHTW
(
S[N1

S(v)]
)
= 2.

Example 3.16 (Local 2-SuperHypertree‐width of a Simple 2-SuperHyperGraph). Let V0 =

{a, b} and n = 2. As before, set

V = {X,Y, Z,W}, X = {{a}}, Y = {{b}}, Z = {{a}, {b}}, W = {{a, b}},

and superedges

e1 = {X,Z}, e2 = {Y, Z}, e3 = {Z,W}.

Then S = (V,E) with E = {e1, e2, e3} is a 2-SuperHyperGraph of 2-SHT-width 2.
For radius r = 1, the 1-neighborhoods are

N1
S(X) = {X,Z}, N1

S(Y ) = {Y, Z}, N1
S(Z) = {X,Y, Z,W}, N1

S(W ) = {Z,W}.

Consider the induced subgraphs SX = S[N1
S(X)], SY , SZ , and SW . Each of SX , SY , and SW

contains a single superedge (e1, e2, or e3 respectively), so each has 2-SHT-width 1. Meanwhile
SZ is the whole graph S and thus has 2-SHT-width 2. Therefore

lshtwS(1) = max
{
2-SHTW(SX), 2-SHTW(SY ), 2-SHTW(SZ), 2-SHTW(SW )

}
= max{1, 1, 2, 1} = 2.

Theorem 3.17 (Local Hypertree‐width in Acyclic Hypergraphs). Let H = (V,E) be an acyclic
hypergraph, so that by definition htw(H) = 1. Then for every radius r ∈ N,

lhtwH(r) = max
v∈V

htw
(
H[N r

H(v)]
)

= 1.
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Proof. Recall that a hypergraph H is acyclic precisely when it admits a hypertree decom-
position of width 1, and that any induced subhypergraph of an acyclic hypergraph remains
acyclic.

Fix r ≥ 0 and a vertex v ∈ V . By definition the r‐neighborhood

N r
H(v) = {w ∈ V : there is a hyperpath of length ≤ r from v to w}

induces the subhypergraph H[N r
H(v)]. Since H is acyclic, H[N r

H(v)] is also acyclic and thus
admits a width‐1 hypertree decomposition. Hence

htw
(
H[N r

H(v)]
)
= 1.

Taking the maximum over all v ∈ V gives

lhtwH(r) = max
v∈V

htw
(
H[N r

H(v)]
)
= max

v∈V
1 = 1,

as required.

Theorem 3.18 (Local n‐SuperHypertree‐width in Structured n‐SuperHyperGraphs). Let S =

(V,E) be an n‐SuperHyperGraph whose global n‐superhypertree‐width satisfies

n-SHTW(S) ≤ k.

Then for every radius r ∈ N,

lshtwS(r) = max
v∈V

n-SHTW
(
S[N r

S(v)]
)

≤ k.

Proof. By assumption there exists an n‐SuperHypertree decomposition

(T,B = {Bt}, C = {Ct})

of S of width at most k, meaning |Ct| ≤ k for every t ∈ VT .
Now fix v ∈ V and r ≥ 0. Let

U = N r
S(v) and SU = S[U ]

be the sub‐n‐SuperHyperGraph induced on the r‐neighborhood of v. We claim that restricting
the original decomposition yields a valid decomposition of SU of width ≤ k.

Define

T ′ =
{
t ∈ VT | Bt ∩ U 6= ∅

}
,

which, by the connectedness property of the original decomposition, forms a connected subtree
of T . For each t ∈ T ′ set

B′
t = Bt ∩ U, C ′

t = { e ∈ Ct : e ⊆ U}.

One checks directly:
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(1) Every superedge e ∈ E with e ⊆ U is still contained in some B′
t, since it lay in Bt

originally and t ∈ T ′.
(2) For each u ∈ U , the set {t ∈ T ′ | u ∈ B′

t} remains connected in T ′ by restriction of the
original connectivity.

(3) Each bag B′
t is covered by its guard:

⋃
C ′
t ⊇ B′

t, since Bt ⊆
⋃
Ct and we only remove

guards not entirely inside U .
(4) The running intersection property(⋃

C ′
t

)
∩

⋃
u∈T ′

t

B′
u ⊆ B′

t

follows immediately from the corresponding property in the original decomposition.

Moreover, |C ′
t| ≤ |Ct| ≤ k for each t ∈ T ′. Therefore (T ′, {B′

t}, {C ′
t}) is an n‐SuperHypertree

decomposition of SU of width ≤ k, showing

n-SHTW(SU ) ≤ k.

Taking the maximum over all v ∈ V gives lshtwS(r) ≤ k, as claimed.

Theorem 3.19 (Monotonicity and Boundedness of Local Hypertree‐width). Let H = (V,E)

be any hypergraph with hypertree‐width htw(H) = w. Then for all 0 ≤ r ≤ s,

lhtwH(r) ≤ lhtwH(s) ≤ w.

Proof. Fix v ∈ V . Since N r
H(v) ⊆ N s

H(v), the induced subhypergraphs satisfy

H[N r
H(v)] ⊆ H[N s

H(v)],

and hypertree‐width is monotone under taking induced subhypergraphs, so

htw
(
H[N r

H(v)]
)

≤ htw
(
H[N s

H(v)]
)

≤ htw(H) = w.

Taking the maximum over v ∈ V yields lhtwH(r) ≤ lhtwH(s) ≤ w, as claimed.

Theorem 3.20 (Local Hypertree‐width Stabilizes at the Global Radius). Let H = (V,E) be
a connected hypergraph of finite diameter D. Then for all r ≥ D,

lhtwH(r) = htw(H).

Proof. Since the diameter D is the maximum distance between any two vertices, for every
v ∈ V ,

ND
H (v) = V,

hence H[ND
H (v)] = H. Thus htw(H[ND

H (v)]) = htw(H) for all v, and

lhtwH(D) = max
v∈V

htw
(
H[ND

H (v)]
)
= htw(H).
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Monotonicity then gives lhtwH(r) = htw(H) for all r ≥ D.

Theorem 3.21 (Zero‐Radius Local Width). For any hypergraph H = (V,E) without loops,

lhtwH(0) = 0.

Proof. By definition N0
H(v) = {v}, so the induced subhypergraph H[{v}] has only the single

vertex v and no hyperedges of size ≥ 2. Any hypertree decomposition of a singleton vertex
uses one bag of size 1, hence width |X| − 1 = 0. Therefore htw(H[{v}]) = 0 for every v, and
lhtwH(0) = maxv 0 = 0.

Theorem 3.22 (Monotonicity and Boundedness of Local n‐SuperHypertree‐width). Let S =

(V,E) be an n‐SuperHyperGraph with global width

n-SHTW(S) = k.

Then for all integers 0 ≤ r ≤ s,

lshtwS(r) ≤ lshtwS(s) ≤ k.

Proof. Recall that

lshtwS(r) = max
v∈V

n-SHTW
(
S[N r

S(v)]
)
,

where N r
S(v) = {w : dS(v, w) ≤ r} and S[N r

S(v)] is the induced subgraph on that neighbor-
hood.

(1) Monotonicity: Fix any vertex v ∈ V . Since r ≤ s, by definition of the distance,

N r
S(v) ⊆ N s

S(v).

Therefore the induced sub‐n‐SuperHyperGraph on N r
S(v) is a substructure of that on N s

S(v):

S[N r
S(v)] ⊆ S[N s

S(v)].

It is a standard fact that taking an induced substructure cannot increase the superhyper-
tree‐width. Hence

n-SHTW
(
S[N r

S(v)]
)

≤ n-SHTW
(
S[N s

S(v)]
)
.

Taking the maximum over all v ∈ V yields

lshtwS(r) = max
v

n-SHTW(S[N r
S(v)]) ≤ max

v
n-SHTW(S[N s

S(v)]) = lshtwS(s).

(2) Boundedness by the Global Width: Again for each v ∈ V ,

S[N s
S(v)] ⊆ S,
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so

n-SHTW
(
S[N s

S(v)]
)

≤ n-SHTW(S) = k.

Taking the maximum over v gives

lshtwS(s) = max
v

n-SHTW(S[N s
S(v)]) ≤ k.

Combining these two parts establishes the claimed inequalities.

Theorem 3.23 (Stabilization of Local n‐SuperHypertree‐width). Let S = (V,E) be a con-
nected n‐SuperHyperGraph of finite diameter D, i.e. maxu,w∈V dS(u,w) = D. Then for every
r ≥ D,

lshtwS(r) = n-SHTW(S).

Proof. By definition of diameter, for each v ∈ V and every r ≥ D, we have

N r
S(v) = {w ∈ V : dS(v, w) ≤ r} = V,

so the induced substructure S[N r
S(v)] coincides with the entire S. Hence

n-SHTW
(
S[N r

S(v)]
)
= n-SHTW(S)

for every v. Taking the maximum over v ∈ V yields

lshtwS(r) = max
v

n-SHTW(S[N r
S(v)]) = n-SHTW(S).

4. Conclusion and Future Work

In this paper, we have introduced four new structural parameters for hypergraphs and su-
perhypergraphs—HyperClique-width, SuperHyperClique-width, Local Hypertree-width, and
Local SuperHypertree-width—providing formal definitions and an initial mathematical anal-
ysis of their properties.

Future research will deepen the theoretical study of these parameters and develop effi-
cient algorithms to compute or approximate them. We also anticipate applications in diverse
domains such as decision-making, machine learning, deep learning, chemistry, and network
theory. Moreover, we plan to extend our investigation to width parameters in Crisp, Fuzzy,
Intuitionistic Fuzzy, Soft, Hypersoft, Plithogenic, and Neutrosophic Graph (cf. [2, 3]).
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