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Abstract. The main goal of this article is to define the adjoint of refined (resp., n-refined) neutrosophic

square matrices, and to study the inverse of these matrices in terms of refined (resp., n-refined) neutrosophic

determinants and adjoints. Also, it presents some modified results and examples on the inverse of refined (resp.,

n-refined) neutrosophic square matrices.
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—————————————————————————————————————————-

1. Introduction

Smarandache [15] introduced Neutrosophy as a new approach of generalized logic, aiming

to address the uncertainties and indeterminacies present in real-world problems. He outlined

the definition of the standard neutrosophic real number and established the conditions under

which the division of two neutrosophic real numbers is possible.
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In [10], Kandasamy and Smarandache introduced the concept of neutrosophic algebraic

structures, based on the idea of indeterminacy (I). They extended several algebraic structures,

such as groups, rings, fields and vector spaces for neutrosophic case.

By further subdividing the indeterminacy I into multiple levels such as I1, I2, · · · , In, we
obtain refined and n-refined neutrosophic structures, including groups [6], modules [13], and

vector [9].

Recent works have significantly advanced the theoretical and applied aspects of fuzzy and

neutrosophic structures, including the development of various neutrosophic ideals in ternary

semigroups [16], the exploration of intuitionistic and fuzzy algebraic systems [17,21,24], novel

weighted and trigonometric operators in complex fuzzy environments [18,19], and the integra-

tion of neutrosophic models in graph theory and numerical analysis [22, 23]; these efforts are

further extended by applications in intelligent systems, health technologies, and topological

frameworks [20,25–27,29,30].

Recently, the concept of vector spaces and linear transformations are generalized to neu-

trosophic matrices [7, 8, 11], refined neutrosophic matrices [2] and n-refined neutrosophic ma-

trices [3]. Abobala et al. [4] examined the algebraic properties (inverse, determinant and

diagonalization) of neutrosophic matrices and their representation through linear transforma-

tions [28].

By generalizing these concepts, Mohammad Abobala discussed existence of inverse for re-

fined neutrosophic matrices in [2] and n-refined neutrosophic matrices in [3].

Neutrosophic matrix theory was studied by many researchers, where we find the inverse of

neutrosophic square matrices using neutrosophic adjoint and neutrosophic determinant [12].

Inspired by these studies, the current article examines the challenge of determining the

inverse of refined (resp., n-refined) neutrosophic square matrices, utilizing refined (resp., n-

refined) neutrosophic adjoints and determinants.

Through examples, it is demonstrated that the converse of the statement “the refined (resp.,

n-refined) matrix M is invertible if and only if det(M) ̸= 0” is false, a result previously

established by Mohammad Abobala in references [2] and [3]. Additionally, various properties

of the adjoint of refined (resp., n-refined) neutrosophic matrices are explored.

2. Preliminary

In this section, we revisits the concepts of neutrosophic matrices, refined neutrosophic ma-

trices, n-refined neutrosophic matrices, along with the associated results.

Definition 2.1. [5] Let K be a field. Then the neutrosophic field corresponding to K

associated with the inderminancy I is defined by K(I) = ⟨K ∪ I⟩.
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Definition 2.2. [14] T he neutrosophic matrix is defined by Mm×n = {(aij) : aij ∈ K(I)},
where K(I) is a neutrosophic field.

Definition 2.3. [1] If X is a set, then X(I1, I2) = {(a, bI1, cI2) : a, b, c ∈ X} is called the

refined neutrosophic set generated by X, I1 and I2.

Definition 2.4. [5] Let (R,+, ·) be a ring then (R(I1, I2),+, ·) is called a refined neutrosophic

ring generated by X, I1 and I2. Where I21 = I1, I
2
2 = I2, I1I2 = I2I1 = I1.

Definition 2.5. [2] Let M = {(aij) : aij ∈ K(I)} where K(I) is a refined neutrosophic field.

We refer this to be the refined neutrosophic matrix.

Definition 2.6. [2] The determinant of a n × n refined neutrosophic matrix M = M0 +

M1I1 +M2I2 is defined as

detM = detM0 + [det(M0 +M1 +M2)− det(M0 +M2)]I1 + [det(M0 +M2)− detM0]I2.

Theorem 2.7. [2] The inverse of a n×n refined neutrosophic matrix M = M0+M1I1+M2I2

exists if and only if M−1
0 , (M0 +M2)

−1 and (M0 +M1 +M2)
−1 exists. The inverse of M is

M−1 = M−1
0 +

[
(M0 +M1 +M2)

−1 − (M0 +M2)
−1
]
I1 +

[
(M0 +M2)

−1 −M−1
0

]
I2.

Theorem 2.8. [2] Let M = M0 + M1I1 + M2I2 and N = N0 + N1I1 + N2I2 be two n × n

refined neutrosophic matrices. Then the following results holds.

(1) M−1 exists if and only if detM ̸= 0.

(2) detMN = detMdetN .

(3) detM−1 = (detM)−1.

Definition 2.9. [3] The n-refined neutrosophic matrix is defined by

A =
{
(aij)m×n : aij = a0 + a1I1 + a2I2 + · · ·+ anIn ∈ Rn(I)

}
where Rn(I) is a n-refined neutrosophic ring.

Definition 2.10. [3] The determinant of a m × m n-refined neutrosophic matrix M =

M0 +M1I1 + · · ·+MnIn, is defined by

detM = detA0 + (detAn − detA0)In +
n−1∑
i=1

(detAi − detAi+1)Ii

where, A0 = M0, Aj = M0 +Mj +Mj+1 + · · ·+Mn, 1 ≤ j ≤ n.

Theorem 2.11. [3] A m × m n-refined neutrosophic matrix M = M0 + M1I1 + M2I2 +

· · · + MnIn is invertible if and only if Aj , 0 ≤ j ≤ n are invertible, where A0 = M0, Aj =

M0 +Mj +Mj+1 + · · ·+Mn. The inverse of M is

M−1 = (A0)
−1 +

[
(An)

−1 − (A0)
−1
]
In +

n−1∑
i=1

[
(Ai)

−1 − (Ai+1)
−1
]
Ii
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Theorem 2.12. [3] Let M = M0 +M1I1 +M2I2 + · · ·+MnIn and N = N0 +N1I1 +N2I2 +

· · ·+NnIn be m×m n-refined neutrosophic matrices. The the followig results holds.

(a) M−1 exists if and only if detM ̸= 0.

(b) detMN = detMdetN .

(c) detM−1 = (detM)−1.

3. Invertible Refined Neutrosophic Square Matrices

Definition 3.1. The adjoint matrix of refined neutrosophic square matrix M = M0+M1I1+

M2I2 is defined as

adjM = adjM0 + [adj(M0 +M1 +M2)− adj(M0 +M2)]I1 + [adj(M0 +M2)− adjM0]I2.

Example 3.2. Let

M =

(
2 + I1 + 3I2 1− I1 − I2

3 + 4I2 1 + I1

)
=

(
2 1

3 1

)
+

(
1 −1

0 1

)
I1 +

(
3 −1

4 0

)
I2

Here,

M0 =

(
2 1

3 1

)
,M0 +M2 =

(
5 0

7 1

)
,M0 +M1 +M2 =

(
6 −1

7 2

)
,

and,

adjM0 =

(
1 −1

−3 2

)
, adj(M0 +M2) =

(
1 0

−7 5

)
, adj(M0 +M1 +M2) =

(
2 1

−7 6

)
.

Therefore,

adjM = adjM0 + [adj(M0 +M1 +M2)− adj(M0 +M2)]I1 + [adj(M0 +M2)− adjM0]I2

adjM =

(
1 + I1 −1 + I1 + I2

−3− 4I2 2 + I1 + 3I2

)

Remark 3.3. The converse of the Theorem 2.8 is not true. We illustrate this with following

examples.

Example 3.4. Let

M =

(
2I1 + I2 4 + 3I1

−I1 + I2 2 + 4I2

)
.

Then detM = 16I1 + 2I2 ̸= 0. Here, M0 =

(
0 4

0 2

)
and detM0 = 0. Therefore, M is not

invertible and hence M is not invertible by Theorem 2.7.

Example 3.5. Let

M =

(
1 + I1 −2 + I2

−I2 1 + 2I1

)
.

Ahmad A. Abubaker, Abdallah Shihadeh, Mayada Abualhomos, Khaled Matarneh, Mutaz
Shatnawi, Ahmed Atallah Alsaraireh, P. Prabakaran and Abdallah Al-Husban, Some
Remarks on Invertible Refined Neutrosophic Square Matrices

Neutrosophic Sets and Systems, Vol. 87, 2025                                                                                131



Then detM = 1 + 5I1 − I2 ̸= 0.

Here, M0 =

(
1 −2

0 1

)
,M1 =

(
1 0

0 2

)
and M2 =

(
0 1

−1 0

)
.

M0 +M2 =

(
1 −1

−1 1

)
, det(M0 +M2) = 0, this implies that the inverse of M0 +M2 does

not exits. Hence by Theorem 2.7, M is not invertible

Example 3.6. Let

M =

(
1 + I1 −2 + I2

0 1 + 2I1 − 3I2

)
.

detM = 1 + 2I1 − 3I2 ̸= 0.

Here, M0 =

(
1 −2

0 1

)
,M1 =

(
1 0

0 2

)
and M2 =

(
0 1

0 −3

)
.

Therefore, M0 +M1 +M2 =

(
2 −1

0 0

)
, det(M0 +M1 +M2) = 0, this implies that the inverse

of M0 +M1 +M2 does not exits. Hence by Theorem 2.7, M is not invertible

Remark 3.7. Let a+ bI1 + cI2 and p+ qI1 + rI2 be two refined neutrosophic numbers. As in

the Definition 3.1, we can prove that

a+ bI1 + cI2
p+ qI1 + rI2

is exists if and only if p ̸= 0, p+ r ̸= 0 and p+ q + r ̸= 0.

We can revise the Theorem 2.7 as follows:

Theorem 3.8. A square refined neutrosophic matrix M = M0 +M1I1 +M2I2 is invertible if

and only if detM0 ̸= 0, det(M0 +M2) ̸= 0, det(M0 +M1 +M2) ̸= 0 and

M−1 =
1

detM
(adjM).

Proof. By Remark 3.7,

1

detM
=

1

detM0 + [det(M0 +M1 +M2)− det(M0 +M2)]I1 + [det(M0 +M2)− det(M0)]I2

exists only if

detM0 ̸= 0, det(M0 +M2) ̸= 0 and det(M0 +M1 +M2) ̸= 0.

Also,
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1

detM
(adjM) =

(
1

detM + 0 + [det(M0 +M1 +M2)− det(M0 +M2)]I1 + [det(M0 +M2)− det(M0)]I2

)
(adjM0 + [adj(M0 +M1 +M2)− adj(M0 +M2)]I1 + [adj(M0 +M2)− adjM0]I2)

=
adjM0

detM0
+

[
adj(M0 +M1 +M2)

det(M0 +M1 +M2)
− adj(M0 +M2)

det(M0 +M2)

]
I1 +

[
adj(M0 +M2)

det(M0 +M2)
− adjM0

detM0

]
I2

= M0
−1 +

[
(M0 +M1 +M2)

−1 − (M0 +M2)
−1
]
I1 +

[
(M0 +M2)

−1 −M0
−1
]
I2

= M−1

Therefore, the result follows from Theorem 2.7.

Example 3.9. Consider the refined neutrosophic matrix

M =

(
2 + I1 + 3I2 1− I1 − I2

3 + 4I2 1 + I1

)

where, M0 =

(
2 1

3 1

)
, M1 =

(
1 −1

0 1

)
, M2 =

(
3 −1

4 0

)
, M0 + M2 =

(
5 0

7 1

)
and

M0 +M1 +M2 =

(
6 −1

7 2

)
.

detM0 = −1, det(M0 +M2) = 5 and det(M0 +M1 +M2) = 19.

Since detM0, det(M0 +M2) and det(M0 +M1 +M2) are non-zero, M is invertible.

Also, detM = −1 + 14I1 + 6I2 and adjM =

(
1 + I1 −1 + I1 + I2

−3− 4I2 2 + I1 + 3I2

)
.

Then,

M−1 =
1

detM
(adjM)

=
1

−1 + 14I1 + 6I2

(
1 + I1 −1 + I1 + I2

−3− 4I2 2 + I1 + 3I2

)

=

(
−1− 14

95
I1 +

6

5
I2

)(
1 + I1 −1 + I1 + I2

−3− 4I2 2 + I1 + 3I2

)

=

(
−1− 9

95I1 +
6
5I2 1 + 1

19I1 − I2

3 + 98
95I1 −

22
5 I2 −2− 13

19I1 + 3I2

)

Theorem 3.10. If M = M0 + M1I1 + M2I2 and N = N0 + N1I1 + N2I2 are two invertible

refined neutrosophic square matrices, then MN is also invertible and (MN)−1 = N−1M−1.

Proof. By Theorem 3.8, if M is invertible then

det(M0) ̸= 0, det(M0 +M2) ̸= 0 and det(M0 +M1 +M2) ̸= 0.

Similarly, if N is invertible then
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detN0 ̸= 0 , det(N0 +N2) ̸= 0 and det(N0 +N1 +N2) ̸= 0.

This implies that,

det(M0N0) = detM0 detN0 ̸= 0, det[(M0+M2)(N0+N2)] = det(M0+M2) det(N0+N2) ̸= 0

and det[(M0 +M1 +M2)(N0 +N1 +N2)] = det(M0 +M1 +M2) det(N0 +N1 +N2) ̸= 0.

det(MN) =

det(M0N0) + [det((M0 +M1 +M2)(N0 +N1 +N2))]I1 + [det((M0 +M2)(N0 +N2))]I2 ̸= 0

Therefore, MN is invertible. By associate law of matrix multiplication, we have

(MN)(N−1M−1) = M(NN−1)M−1 = Un×n

(N−1M−1)(MN) = N−1(M−1M)N = Un×n.

Thus, (MN)−1 = N−1M−1.

4. Invertible n-Refined Neutrosophic Square Matrices

Definition 4.1. The adjoint matrix of a m × m n-refined neutrosophic matrix M = M0 +

M1I1 + · · ·+MnIn is defined by

adjM = adjA0 + (adjAn − adjA0)In +
n−1∑
i=1

(adjAi − adjAi+1)Ii

where, A0 = M0, Aj = M0 +Mj +Mj+1 + · · ·+Mn for 1 ≤ j ≤ n.

Example 4.2. Let

M =

(
2 + I1 + 3I2 + I3 1− I1 − I2 − I3

3 + 4I2 1 + I1 + 2I3

)

M =

(
2 1

3 1

)
+

(
1 −1

0 1

)
I1 +

(
3 −1

4 0

)
I2 +

(
1 −1

0 2

)
I3.

Here, M0 =

(
2 1

3 1

)
,M1 =

(
1 −1

0 1

)
,M2 =

(
3 −1

4 0

)
and M3 =

(
1 −1

0 2

)
.

Therefore,

adjM = adjM0+[adj(M0+M1+M2+M3)−adj(M0+M2+M3)]I1+[adj(M0+M2+M3)−

adj(M0+M3)]I2+ [adj(M0+M3)− adj(M0)]I3 =

(
1 + I1 + 2I3 −1 + I1 + I2 + I3

−3− 4I2 2 + I1 + 3I2 + I3

)

Remark 4.3. The result in the Theorem 2.12, “an n-refined neutrosophic square matrix X is

invertible if and only if detX ̸= 0” does not hold in reverse. The following examples illustrate

this.

Example 4.4. Let
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M =

(
2I1 + I2 + I3 3 + I2

0 I1

)
.

Then detM = 2I1 + I1 + I1 = 4I1 ̸= 0.

Here, A0 = M0 =

(
0 3

0 0

)
and detA0 = 0. Therefore the inverse of A0 does not exists. By

Theorem 2.11, M is not invertible .

Example 4.5. Let

M =

(
I1 + I3 0

I2 + 2I3 I2

)
.

Then detM = I1 + I2 ̸= 0.

Here, A3 = M0 +M3 =

(
0 0

0 0

)
+

(
1 0

2 0

)
=

(
1 0

2 0

)
, det(A3) = 0, A3 is not invertible hence

M is not invertible by Theorem 2.11.

Remark 4.6. Let a0+a1I1+a2I2+ · · ·+anIn and b0+b1I1+b2I2+ · · ·+bnIn be two n-refined

neutrosophic numbers. We can prove that

a0 + a1I1 + a2I2 + · · ·+ anIn
b0 + b1I1 + b2I2 + · · ·+ bnIn

is exists if and only if mi ̸= 0, 0 ≤ i ≤ n, where m0 = b0,mj = b0 + bj + bj+1 + · · ·+ bn, 1 ≤
j ≤ n.

Now, we can revise the Theorem 2.11 in the following manner.

Theorem 4.7. A m×m n-refined neutrosophic matrix M = M0+M1I+ · · ·+MnIn is invertible

if and only if detAj ̸= 0, 0 ≤ j ≤ n, where, A0 = M0, Aj = M0 +Mj +Mj+1 + · · ·+Mn and

M−1 =
1

detM
(adjM).

Proof. By Remark 4.6,

1

detM
=

1

detA0 + (detAn − detA0)In +
n−1∑
i=1

(detAi − detAi+1)Ii

exists only if detA0 ̸= 0, and detAj ̸= 0, 1 ≤ j ≤ n.
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Also,

1

detM
(adjM) =

 1

detA0 + (detAn − detA0)In +
n−1∑
i=1

(detAi − detAi+1)Ii


(
adjA0 + (adjAn − adjA0)In +

n−1∑
i=1

(adjAi − adjAi+1)Ii

)

=
adjA0

detA0
+

[
adjAn

detAn
− adjA0

detA0

]
In +

n−1∑
i=1

[
adjAi

detAi
− adjAi+1

detAi+1

]
Ii

= (A0)
−1 +

[
(An)

−1 − (A0)
−1
]
In +

n−1∑
i=1

[
(Ai)

−1 − (Ai+1)
−1
]
Ii

= M−1

Theorem 4.8. If M and N are m ×m n-refined neutrosophic invertible matrices then MN

is also invertible and (MN)−1 = N−1M−1.

Proof. The proof is similar to that of Theorem 3.10.

Theorem 4.9. Consider two m×m refined (resp., n-refined) neutrosophic invertible neutro-

sophic matrices M and N . Then we have:

(1) det(adjM) = (detM)m−1.

(2) adj(MN) = adjM adjN .

(3) adj(Mk) = (adjM)k for any positive integer k.

(4) adj(MT ) = (adjM)T .

(5) adj(adjM) = (detM)m−2M

Proof. We can easily prove the above results.

5. Conclusions

In this article, we explored the concept of the adjoint of refined (or n-refined) neutrosophic

square matrices and analyzed their properties. Also, we established the existence conditions

for invertibility. Furthermore, we present multiple illustrative examples to validate our results.
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