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Abstract: Linguistic neutrosophic multi-attribute decision making (MADM) has become one of 

critical research topics in decision theory. However, existing aggregation operations of linguistic 

neutrosophic values (LNVs) do not contain operational periodicity. As a result, they are difficult to 

handle MADM problems with the polytemporal/periodic needs in LNV scenarios. To fill this 

research gap, this paper intends to develop a MADM model based on the trigonometric aggregation 

operators (TAOs) of LNVs for MADM applications with polytemporal/periodic needs in LNV 

scenarios. To do it, we first introduce the linguistic trigonometric t-norms and t-conorms and the 

LNV trigonometric operation laws based on the trigonometry 1 (including tangent, cotangent, 

inverse cotangent, and arctangent functions) and the trigonometry 2 (including sine, cosine, 

arccosine, and arcsine functions). Second, we propose the LNV trigonometric weighted average 

(LNVTWAT1 and LNVTWAT2) operators and LNV trigonometric weighted geometric (LNVTWGT1 

and LNVTWGT2) operators based on the trigonometry 1 and 2. Third, a MADM model is developed 

in terms of one of the proposed four TAOs to address MADM problems with polytemporal 

phases/periodicity in a LNV scenario. Lastly, the developed MADM model is used for a MADM 

application of crawling robot design schemes to verify its validity and rationality. 

 

Keywords: Linguistic neutrosophic value; Linguistic trigonometric operation; Linguistic 

neutrosophic value trigonometric aggregation operator; Decision making; Crawling robot design 

scheme 

 

1. Introduction 

Linguistic multi-attribute decision making (MADM) has become one of the research hotspots 

because the linguistic assessment reflects the qualitative judgments and representation of decision 

makers in MADM applications. As a result, linguistic MADM issues have revealed their importance 

and necessity in decision theory and methodology. Consequently, they have received a great deal of 

attention from scholars since a linguistic variable was presented by Zadeh [1]. For example, linguistic 

decision-making (DM) techniques have been developed to perform linguistic DM problems [2-6]. 

Based on an extension of linguistic DM techniques, linguistic intuitionistic fuzzy DM techniques have 

been proposed to solve linguistic intuitionistic fuzzy DM problems [7-13]. However, the linguistic 

intuitionistic fuzzy value (LIFV) can only convey membership/truth and nonmembership/falsity 

linguistic values but cannot express true, false, and uncertain linguistic values in inconsistent and 

indeterminate linguistic DM scenarios. Then, linguistic neutrosophic values (LNVs) and their DM 

techniques [14] were proposed because their more general expression and decision frameworks can 

fill the research gap of linguistic intuitionistic fuzzy DM techniques. It is well known that LNV 

aggregation operators (AOs) play an important role in linguistic neutrosophic DM applications. 

Therefore, Fang and Ye [14] first presented the LNV weighted AOs to address linguistic neutrosophic 
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group DM issues. Then, Fan et al. [15] introduced LNV Bonferroni mean AOs and their group DM 

approach. Liu and You [16] presented some LNV Hamy mean AOs and their group DM technique. 

Liang et al. [17] put forward the LNV Hamacher AOs and applied them in the assessment of mine 

land reclamation. Liu et al. [18] proposed the power Heronian AOs of LNVs for group DM. Fan et al. 

[19] introduced the LNV Einstein AOs and their DM application. Zhang et al. [20] developed the LNV 

Dombi AOs for the DM application of slope treatment schemes. Liu and You [21] developed the 

partitioned Maclaurin symmetric mean AOs for group DM. Zhang and Ye [22] proposed the single-

valued neutrosophic value (SVNV) and LNV hybrid AOs for group DM. Luo et al. [23] presented the 

LNV Maclaurin symmetric mean AOs and used them for the performance evaluation of human 

resources. Li et al. [24] introduced the reliability allocation method using the LNV weighted 

Muirhead mean AO. Recently, Ye et al. [25, 26] proposed the trigonometric aggregation operators 

(TAOs) of SVNVs and single-valued neutrosophic credibility values and their DM techniques, but 

these TAOs cannot be used in linguistic neutrosophic DM scenarios. 

Considering the emerging LNV operations or aggregation algorithms in the existing literature, 

none of them implies the operational properties of polytemporal phases/periodicity in LNV 

scenarios. In this case, their DM techniques are also difficult to perform the MADM problems with 

periodicity/polytemporal phases in LNV scenarios, which show the research gap. However, LNV is 

a more general linguistic framework that includes the linguistic value and IFLV. Therefore, in LNV 

scenarios, it is necessary to develop a new MADM technique to fill the existing research gap.  

Motivated based on TAOs [25-27], this paper intends to propose a MADM model based on the 

TAOs of LNVs for addressing the MADM problem with polytemporal phases/periodicity in the LNV 

scenario. First, we propose the linguistic trigonometric operations (LTOs) of the linguistic 

trigonometric t-norms and t-conorms and the trigonometric operation laws (TOLs) of LNVs based on 

the trigonometry 1 (including tangent, cotangent, inverse cotangent, and arctangent functions) and 

the trigonometry 2 (including sine, cosine, arccosine, and arcsine functions). Next, we propose the 

LNV trigonometric weighted average (LNVTWAT1 and LNVTWAT2) operators and the LNV 

trigonometric weighted geometric (LNVTWGT1 and LNVTWGT2) operators in terms of TOLs of 

LNVs based on the trigonometry 1 and 2. Furthermore, a MADM model is developed based on one 

of the four proposed LNV TAOs. Finally, the developed MADM model is used for a DM application 

of crawling robot design schemes (CRDSs). Through the comparison of the developed model with 

the existing linguistic neutrosophic DM model, the validity and rationality of the linguistic 

neutrosophic DM application are verified. 

Summerly, this original work mainly creates these new achievements below: 

⚫ The new TOLs of LNVs are presented based on the trigonometry 1 and 2 to provide the 

polytemporal/periodic benefits for the LNV operations. 

⚫ The LNVTWAT1, LNVTWAT2, LNVTWGT1 and LNVTWGT2 operators are proposed to provide 

the critical mathematical tools for MADM modeling in LNV scenarios. 

⚫ The MADM model using one of the proposed TAOs of LNVs can effectively help decision 

makers to select the best CRDS and meet the polytemporal/periodic DM requirements in LNV 

scenarios. 

 

The remainder of the paper includes the following sections. Section 2 reviews the preliminaries 

of LNVs for the further study of this paper. Section 3 introduces the linguistic trigonometric t-norms 

and t-conorms and the TOLs of LNVs based on the trigonometry 1 and 2. Section 4 presents the 

LNVTWAT1, LNVTWAT2, LNVTWGT1 and LNVTWGT2 operators based on the TOLs of LNVs and 

their properties. In Section 5, a MADM model is developed based on one of the four proposed TAOs 

of LNVs in a LNV scenario. Section 6 uses the developed MADM model for a DM application of 

CRDSs to verify its rationality and validity, and a comparison with the existing MADM model in the 

scenario of LNVs reflects the superiority of the developed model. Section 7 presents some conclusions 

and future research.. 

2. Preliminaries of LNVs 
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Set a linguistic term set (LTS) as L = {0, 1, …, b} subject to odd cardinality b+1. Fang and Ye 

[14] first defined the LNV LNV = <td, ud, fd> on L such that td, ud, fd  L and td, ud, fd  [0, b], 

where td, ud, and fd are the true, uncertain, and false linguistic variables, respectively. 

Support that there are two LNVs LNV(1) = <td(1), ud(1), fd(1)> and LNV(2) = <td(2), ud(2), fd(2)> in L and 

e > 0. Then their operation laws are introduced below [14]: 

(i) 
(1) (2) (1) (1) (1) (2) (2) (2) (1) (2) (1) (2) (1) (2)

(1) (2)
, , , , , ,LNV LNV td ud fd td ud fd td td ud ud fd fd

td td
b b b

          
+ −

 =  = ; 

(ii) 

(1) (2) (1) (1) (1) (2) (2) (2)

(1) (2) (1) (2) (1) (2)
(1) (2) (1) (2)

, , , ,

, ,

LNV LNV td ud fd td ud fd

td td ud ud fd fd
ud ud fd fd

b b b

       

  
+ − + −

 = 

=
; 

(ii) 
(1) (1) (1) (1) (1) (1) (1)

1

, , , ,e e eLNV td ud fd td ud fd
b b b b

b b b

e e      
     

− −     
     

 =  = ; 

(iv) 
(1) (1) (1) (1) (1) (1) (1)

1 1

, , , ,e e e

e
e

LNV td ud fd td ud fd
b b b b b

b b b

      
     

− − − −     
     

= = . 

Regarding a series of LNVs LNV(j) = <td(j), ud(j), fd(j)> subject to their weights ej (j = 1, 2, …, p) for 

ej  [0, 1] and 
1

1
p

jj
e

=
= , the LNV weighted average (LNVWA) and LNV weighted geometric 

(LNVWG) operators [14] are introduced below: 

1 1 1

(1) (2) ( ) ( ) ( ) ( ) ( )
11

( , ,..., ) , ,p p pe e ej j j

j j j

p

LNV LNV LNV p j LNV j td j ud j fd j
b b b bj

b b b

LNVWA e      

= = =

     
− −=      

     

= =
  

 , (1) 

1 1 1

(1) (2) ( ) ( ) ( ) ( ) ( )
1 11

( , ,..., ) , ,j

p p pe e ej j j

j j j

p
e

LNV LNV LNV p LNV j td j ud k fd j
b b b b bj

b b b

LNVWG       

= = =

     
− − − −=      

     

= =
  

 ,(2) 

Then, Fang and Ye [14] introduced the score and accuracy equations of LNV(j) = <td(j), ud(j), fd(j)>: 

E(LNV(j)) = (2b + td(j) − ud(j) − fd(j))/3b for E(LNV(j))  [0, 1],                      (3) 

            F(LNV(j)) = (td(j) − fd(j))/b for E(LNV(j))  [−1, 1],                               (4) 

Regarding two LNVs LNV(j) = <td(j), ud(j), fd(j)> for j = 1, 2, their comparative rules [14] are 

introduced below: 

(i) LNV(1) > LNV(2) if E(LNV(1)) > E(LNV(2)); 

(ii) LNV(1) > LNV(2) if E(LNV(1)) = E(LNV(2)) and F(LNV(1)) > F(LNV(2)); 

(iii) LNV(1)  LNV(2) if E(LNV(1)) = E(LNV(2)) and F(LNV(1)) = F(LNV(2)). 

3. LTOs and LNV TOLs 

Based on the trigonometry 1 and the trigonometry 2 [25−27], this section introduces the linguistic 

trigonometric t-norms and t-conorms and the LNV TOLs. 

First, we define the linguistic trigonometric t-norms and t-conorms based on the trigonometry 1 

and 2.  

Definition 1. Let two linguistic variables be ,  in the LTS L= {0, 1, …, b}. Based on the 

trigonometry 1 and 2, the linguistic trigonometric t-norms NR1(, ) and NR2(, ) and the linguistic 

trigonometric t-conorms NS1(, ) and NS2(, ) between  and  are defined as the following 

LTOs: 

( ) ( ) ( )1 11 2 / cot cot( /2 ) cot( /2 ) 2 / cot cot( /2 ) cot( /2 )
,R b n b n b b b b

N          
   − −+ + + +

= = ,               (5) 

( ) ( )1 11 2 / tan tan( /2 ) tan( /2 ) 2 / tan tan( /2 ) tan( /2 )
( , )S b n b n b b b b

N          
   − −+ + + +

= = ,              (6) 
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( ) ( ) ( )1 12 2 / sin sin(2 /2 )sin(2 /2 ) 2 / sin sin( /2 )sin( /2 )
,R b n b n b b b b

N          
   − −+ +

= = ,              (7) 

( ) ( )1 12 2 / cos cos(2 /2 )cos(2 /2 ) 2 / cos cos( /2 )cos( /2 )
( , )S b n b n b b b b

N          
   − −+ +

= = ,            (8) 

It is clear that there are n (n = 1, 2, ..., p) periodicity in Eqs. (5) and (6) and 2n (n = 1, 2, ..., p) 

periodicity in Eqs. (7) and (8). In terms of the LTOs of the trigonometry 1 and 2, we can define the 

TOLs of LNVs. 

Definition 2. Let LNV(1) = <td(1), ud(1), fd(1)> and LNV(2) = <td(2), ud(2), fd(2)> be two LNVs in the LTS L = 

{0, 1, …, b} and e > 0. Then, their TOLs of LNVs based on the trigonometry 1 are defined in the 

following: 

(1) 

( )

( )

( )

1

1

1

2 / tan tan( (1) /2 ) tan( (2) /2 )

(1) 1 (2) 2 / cot cot( (1) /2 ) cot( (2) /2 )

2 / cot cot( (1) /2 ) cot( (2) /2 )

,

= ,

b td b td b

LNV T LNV b ud b ud b

b fd b fd b

  

  

  



  



−

−

−

+

+

+

 ; 

(2) 

( )

( )

( )

1

1

1

2 / cot cot( (1) /2 ) cot( (2) /2 )

(1) 1 (2) 2 / tan tan( (1) /2 ) tan(( (2) /2 )

2 / tan tan( (1) /2 ) tan( (2) /2 )

,

= ,

b td b td b

LNV T LNV b ud b ud b

b fd b fd b

  

  

  



  



−

−

−

+

+

+

 ; 

(3) 
( ) ( ) ( )1 1 1(1) 2 / tan tan( (1) /2 ) 2 / tan tan( (1) /2 ) 2 / cot cot( (1) /2 )

= , ,LNV b e td b b e ud b b e fd b
e

     
   − − − ; 

(4) 
( ) ( ) ( )1 1 1(1) 2 / cot cot( (1) /2 ) 2 / tan tan( (1) /2 ) 2 / tan tan( (1) /2 )

( ) = , ,e

LNV b e td b b e ud b b e fd b     
   − − − . 

However, the above operation results are still LNVs. 

Definition 3. Let LNV(1) = <td(1), ud(1), fd(1)> and LNV(2) = <td(2), ud(2), fd(2)> be two LNVs in the LTS L = 

{0, 1, …, b} and e > 0. Then, their TOLs based on the trigonometry 2 are defined in the following: 

(1) 

( )

( )

( )

1

1

1

2 / cos cos( (1) /2 )cos( (2) /2 )

(1) 2 (2) 2 / sin sin( (1) /2 )sin( (2) /2 )

2 / sin sin( (1) /2 )sin( (2) /2 )

,

= ,

b td b td b

LNV T LNV b ud b ud b

b fd b fd b

  

  

  



  



−

−

−

 ; 

(2) 

( )

( )

( )

1

1

1

2 / sin sin( (1) /2 )sin( (2) /2 )

(1) 2 (2) 2 / cos cos( (1) /2)cos( (2) /2 )

2 / cos cos( (1) /2)cos( (2) /2 )

,

= ,

b td b td b

LNV T LNV b ud ud b

b fd fd b

  

  

  



  



−

−

−

 ; 

(3) 
( ) ( ) ( )1 1 1(1) 2 / cos cos( (1) /2 ) 2 / sin sin( (2) /2 ) 2 / sin sin( (2) /2 )

= , ,e e eLNV b td b b ud b b fd b
e

     
   

− − −

       

  (4) ( ) ( ) ( )1 1 1(1) 2 / sin sin( (1) /2 ) 2 / cos cos( (1) /2 ) 2 / cos cos( (1) /2 )
( ) = , ,e e e

e

LNV b td b b ud b b fd b     
   

− − −
, 

Obviously, the above operation results are still LNVs. 

4. TAOs of LNVs based on the trigonometry 1 and 2 

According to TOLs of LNVs based on the trigonometry 1 and 2 in Definitions 2 and 3, this section 

presents four TAOs of LNVs and their characteristics. 

4.1 LNVTWAT1 and LNVTWAT2 operators 

This part proposes the LNVTWAT1 and LNVTWAT2 operators based on the TOLs of LNVs in 

Definitions 2 and 3. 
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Definition 4. Let LNV(j) = <td(j), ud(j), fd(j)> (j = 1, 2, …, p) be p LNVs and LNVTWAT1 and LNVTWAT2: 

p → . Assume that ej (j = 1, 2, …, p) is the weight of LNV(j) with ej  [0, 1] and 
1

1
p

jj
e

=
= . Then, 

the LNVTWAT1 and LNVTWAT2 operators are defined, respectively, in the following: 

1 (1) (2) ( ) 1 (1) 1 2 (2) 1 1 ( ) 1 ( )

1

( , ,..., ) ...
p

T LNV LNV LNV p LNV T LNV T T p LNV p T j LNV j

j

LNVTWA e e e e      
=

=    = , (9) 

2 (1) (2) ( ) 1 (1) 2 2 (2) 2 2 ( ) 2 ( )

1

( , ,..., ) ...
p

T LNV LNV LNV p LNV T LNV T T p LNV p T j LNV j

j

LNVTWA e e e e      
=

=    = . (10) 

Theorem 1. Let LNV(j) = <td(j), ud(j), fd(j)> (j = 1, 2, …, p) be p LNVs. Assume that ej (j = 1, 2, …, p) is the 

weight of LNV(j) with ej  [0, 1] and 
1

1
p

jj
e

=
= . Then, the aggregated value of the LNVTWAT1 

operator is LNV, which is gotten by 

( ) ( ) ( )1 1 1

1 1 1

1 (1) (2) ( ) 1 ( )

1

2 / tan tan( ( ) /2 ) 2 / cot cot( ( ) /2 ) 2 / cot cot( ( ) / 2 )

( , ,..., )

, ,
p p p

j j j

j j j

p

T LNV LNV LNV p T j LNV j

j

b e td j b b e ud j b b e fd j b

LNVTWA e

     

   

  
− − −

= = =

=

     
     
     
     

=

=
  



, (11) 

Proof: Mathematical induction is applied to the proof of Eq. (11). 

(1) Set p = 2. The operational result corresponding to the TOLs (1) and (3) in Definition 2 is gotten 

below: 

( )( ) ( )( )( )

( )( )

1 1 1
1 2

1 1 1
1 2

1 (1) (2) 1 (1) 1 2 (2)

2 / tan tan /2 2 / tan tan( (1) /2 ) tan /2 2 / tan tan( (2) /2 )

2 / cot cot /2 2 / cot cot( (1) /2 ) cot /2 2 / cot cot( (2) /

( , )

,

T LNV LNV LNV T LNV

b b b e td b b b e td b

b b b e ud b b b e ud

LNVTWA e e

      

      

   





− − −

− − −

 + 

 + 

= 

=
( )( )( )

( )( ) ( )( )( )

( )

( )

1 1 1
1 2

1
1 2

1
1 2

1
1 2

2 )

2 / cot cot /2 2 / cot cot( (1) /2 ) cot /2 2 / cot cot( (2) /2 )

2 / tan tan( (1) /2 ) tan( (2) /2 )

2 / cot cot( (1) /2 ) cot( (2) /2 )

2 / cot cot( (1) /2 ) c

,

,

,

b

b b b e fd b b b e fd b

b e td b e td b

b e ud b e ud b

b e fd b e

      

  

  

 









− − −

−

−

−

 + 

+

+

+

=

( )

2 2 2
1 1 1

1 1 1

ot( (2) /2 )

2 / tan tan( ( ) /2 ) 2 / cot cot( ( ) /2 ) 2 / cot cot( ( ) /2 )

, , .
j j j

j j j

fd b

b e te j b b e ue j b b e fe j b



     

  
− − −

= = =

     
     
     
     

=
  

,(12) 

(2) Set p = m. Eq. (11) can keep the equation: 

( ) ( ) ( )1 1 1

1 1 1

1 1) (2) ( ) 1 ( )

1

2 / tan tan( ( ) /2 ) 2 / cot cot( ( ) /2 ) 2 / cot cot( ( ) / 2 )

( , ,..., )

, ,
m m m

j j j

j j j

m

T LNV LNV LNV m T j LNV j

j

b e td j b b e ud j b b e fd j b

LNVTWA e

     

   

  
− − −

= = =

=

     
     
     
     

=

=
  

（

,

 (13 )

 (3) Set p = m+1. In terms of the TOLs (1) and (3) in Definition 2 and Eqs. (12) and (13)

, the operational result is given below: 
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( ) ( ) ( )1 1 1

1 1 1

1

1 (1) (2) ( ) ( 1 1

1

2 / tan tan( ( ) /2 ) 2 / cot cot( ( ) /2 ) 2 / cot cot( ( ) / 2 )

1 +1 (

( , ,..., , )

, ,
m m m

j j j

j j j

m

T LNV LNV LNV m LNV m T j LNFV j

j

b e td j b b e ud j b b e fd j b

T m LNV m

LNVTWA e

e

     

    

  



− − −

= = =

+

+

=

     
     
     
     

=

=
  



） ( )

( ) ( ) ( )

( ) ( )

1 1 1

1 1 1

1 1 1
1 1 1

1)

2 / tan tan( ( ) /2 ) 2 / cot cot( ( ) /2 ) 2 / cot cot( ( ) / 2 )

1 2 / tan tan( ( ) /2 ) 2 / cot cot( ( ) /2 ) 2 / cot co

, ,

, ,

m m m

j j j

j j j

m m m

b e td j b b e fd j b b e fd j b

T b e td j b b e ud j b b e

     

    

  

  

− − −

= = =

− − −
+ + +

+

     
     
     
     

=
  


( )

( ) ( ) ( )
1 1 1

1 1 1

1 1 1

t( ( ) /2 )

2 / tan tan( ( ) /2 ) 2 / cot cot( ( ) /2 ) 2 / cot cot( ( ) / 2 )

, , .
m m m

j j j

j j j

fd j b

b e td j b b e ud j b b e fd j b



     

  
+ + +

− − −

= = =

     
     
     
     

=
  

 

Regarding the results of (1)−(3), Eq. (11) can exist for any p. 

Thus, this proof is ended.  

Theorem 2. The LNVTWAT1 operator of Eq. (11) implies the characteristics: 

(1)Idempotency: Set LNV(j) = <td(j), ud(j), fd(j)> (j = 1, 2, …, p) as p LNVs. If LNV(j) = LNV = <td, ud, 

fd> (j = 1, 2, …, p), then ( )1 (1) (2) ( ), ,...,T LNV LNV LNV p LNVLNVTWA    = . 

(2)Boundedness: Set LNV(j) = <td(j), ud(j), fd(j)> (j = 1, 2, …, p) as p LNVs and set the minimum 

and maximum LNVs as ( ) ( ) ( )min ( ) ( ) ( )min ,max ,maxLNV td j ud j fd j
j j j

   = and

( ) ( ) ( )max ( ) ( ) ( )max ,min ,minLNV td j ud j fd j
j jj

   = . Consequently, 

min 1 (1) (2) ( ) max( , ,..., )LNV T LNV LNV LNV p LNVLNVTWA       exists. 

(3)Monotonicity: Set LNV(j) = <td(j), ud(j), fd(j)> and * * * *

( ) ( ) ( ) ( ), ,LNV j td j ud j fd j   =  (j = 1, 2, …, p) 

as two groups of LNVs. If 
*

( ) ( )LNV j LNV j  , then there is 

* * *

1 (1) (2) ( ) 1 (1) (2) ( )( , ,..., ) ( , ,..., )T LNV LNV LNV p T LNV LNV LNV pLNVTWA LNVTWA      . 

Proof: 

(1) Since LNV(j) = LNV = <td, ud, fd> (j = 1, 2, …, p), the aggregated result of Eq. (11) is given below: 

( )

1

1
1

1

1

1

1

1

1 (1) (2) ( ) 1

1

2 / tan tan( /2 )
2 / tan tan( /2 )

2 / cot co
2 / cot cot( /2 )

2 / cot cot( /2 )

( , ,..., )

,

,
p

j

j

p

j

j

p

j

j

p

T LNV LNV LNV p T j LNV

j

b e td b
b td b

b
b e ud b

b e fd b

LNVTWA e

 
 


 

 

   




 



−

−
=

−

−

=

−

=

=

 
 
   

 
 
 
 

 
 
 
 

=



= =






( )

( )1

t( /2 )

2 / cot cot( /2 )

, , , .td ud fd LNVud b

b fd b



 

   

 −





= =
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(2)Since LNVmin and LNVmax are the minimum and maximum LNVs, LNVmin ≤ LNV(j) ≤ LNVmax exists. 

Consequently, 
1 min 1 ( ) 1 max1 1 1

p p p

T j LNV T j LNV j T j LNVj j j
e e e  

= = =
     also exists. In terms of the 

characteristic (1) and the characteristics of the trigonometric functions, 

min 1 ( ) max1

p

LNV T j LNV j LNVj
e  

=
   can exist, i.e., 

( )min 1 (1) (2) ( ) max, ,...,LNV T LNV LNV LNV p LNVLNVTWA      . 

(3)Since *

( ) ( )LNV j LNV j  , there is *

1 ( ) 1 ( )1 1

p p

T j LNV j T j LNV jj j
e e 

= =
  , i.e., 

* * *

1 (1) (2) ( ) 1 (1) (2) ( )( , ,..., ) ( , ,..., )T LNV LNV LNV p T LNV LNV LNV pLNVTWA LNVTWA      . 

Therefore, these characteristics are true. 

 

Theorem 3. Let LNV(j) = <td(j), ud(j), fd(j)> (j = 1, 2, …, p) (j = 1, 2, …, p) be p LNVs and set ej as the weight 

of LNV(j) (j = 1, 2, …, p) with ej  [0, 1] and 
1

1
p

jj
e

=
= . Then, the aggregated value of the LNVTWAT2 

operator is LNV, which is given by 

( ) ( ) ( )1 1 1

1 1 1

2 (1) (2) ( ) 2 ( )

1

2 / cos cos( ( ) /2 ) 2 / sin sin( ( ) /2 ) 2 / sin sin( ( ) / 2 )

( , ,..., )

, ,
p p p

e e ej j j

j j j

p

T LNV LNV LNV p T j LNV j

j

b td j b b ud j b b fd j b

LNVTWA e

     

   

  
− − −

= = =

=

     
     
     
     

=

=
  



, (14) 

Proof: Mathematical induction is applied to the proof of Eq. (14).  

(1) Set p = 2. Using the TOLs (1) and (3) in Definition 3, we give the result: 

( )( ) ( )( )( )

( )( )

1 1 11 2

1 1 1

2

2 (1) (2) 1 (1) 2 2 (2) 2 ( )

1

2 / cos cos /2 2 / cos cos( (1) /2 ) cos /2 2 / cos cos( (2) /2 )

2 / sin sin /2 2 / sin sin( (1) /2 ) sin /2 2 / sin

( , )

,
e e

e

T IFV IFV LNV T LNV T j LNV j

j

b b b td b b b td b

b b b ud b b b

LNVTWA e e e

      

     

    





− − −

− −

=

 

 

=  =

=



( )( )( )

( )( ) ( )( )( )

( ) ( )( )

( ) ( )( )

1 2

1 1 11 2

1 1 2

1 1 2

1

sin( (2) /2)

2 / sin sin /2 2 / sin sin( (1) /2 ) sin /2 2 / sin sin( (2) /2)

2 / cos cos( (1) /2 ) cos( (2) /2 )

2 / sin sin( (1) /2 ) sin( (2) /2 )

2 / sin sin( (1)

,

,

,

e

e e

e e

e e

ud

b b b fd b b b fd

b td b td b

b ud b ud b

b fd



      

  

  

 









−

− − −

−

−

−

 

=

( ) ( )( )

( ) ( ) ( )

1 2

2 2 2
1 1 1

1 1 1

/2 ) sin( (2) /2 )

2 / cos cos( ( ) /2 ) 2 / sin sin( ( ) /2 ) 2 / sin sin( ( ) /2 )

, , .

e e

e e ej j j

j j j

b fd b

b td j b b ud j b b fd j b



     

  
− − −

= = =

     
     
     
     

=
  

(15) 

(2)Set p = m. Eq. (14) can keep the following equation: 

( ) ( ) ( )1 1 1

1 1 1

2 (1) (2) ( ) 2 ( )

1

2 / cos cos( ( ) /2 ) 2 / sin sin( ( ) /2 ) 2 / sin sin( ( ) / 2 )

( , ,..., )

, ,
m m m

e e ej j j

j j j

m

T IFV IFV IFV m T j LNV j

j

b td j b b ud j b b fd j b

LNVTWA e

     

   

  
− − −

= = =

=

     
     
     
     

=

=
  



,

(16) 
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(3)Set p = m+1. In terms of the TOLs (1) and (3) in Definition 3 and Eqs. (15) and (16), we can give 

the result: 

( ) ( ) ( )1 1 1

1 1 1

1

2 (1) (2) ( 1) 2 ( )

1

2 / cos cos( ( ) /2 ) 2 / sin sin( ( ) /2 ) 2 / sin sin( ( ) /2 )

2 +1 ( 1)

2 /

( , ,..., )

, ,
m m m

e e ej j j

j j j

m

T LNV LNV LNV m T j LNV j

j

b td j b b ud j b b fd j b

T m LNV m

b

LNVTWA e

e

     



   

  





− − −

= = =

+

+

=

     
     
     
     

+

=

=
  



=



( ) ( ) ( )
1 1 1

1 1 1

1 1 1

cos cos( ( ) /2 ) 2 / sin sin( ( ) /2 ) 2 / sin sin( ( ) /2 )

, , .
m m m

e e ej j j

j j j

td j b b ud j b b fd j b    

 
+ + +

− − −

= = =

     
     
     
     
  

 

In terms of the results of (1)−(3), Eq. (14) can exist for any p.  

Consequently, this proof is ended.  

Theorem 4. The LNVTWAT2 operator of Eq. (14) implies the characteristics below. 

(1)Idempotency: Set LNV(j) = <td(j), ud(j), fd(j)> (j = 1, 2, …, p) as p LNVs. If LNV(j) = LNV = <td, ud, 

fd> (j = 1, 2, ..., p), then ( )2 (1) (2) ( ), ,...,T LNV LNV LNV p LNVLNVTWA    = . 

(2)Boundedness: Let LNV(j) = <td(j), ud(j), fd(j)> (j = 1, 2, …, p) be p LNVs and set the minimum and 

maximum LNVs as ( ) ( ) ( )min ( ) ( ) ( )min ,max ,maxLNV td j ud j fd j
j j j

   = and 

( ) ( ) ( )max ( ) ( ) ( )max ,min ,minLNV td j ud j fd j
j jj

   = . Consequently, 

min 2 (1) (2) ( ) max( , ,..., )LNV T LNV LNV LNV p LNVLNVTWA     
exists. 

(3)Monotonicity: Set LNV(j) = <td(j), ud(j), fd(j)> and * * * *

( ) ( ) ( ) ( ), ,LNV j td j ud j fd j   =  (j = 1, 2, …, p) as 

two groups of LNVs. * * *

2 (1) (2) ( ) 2 (1) (2) ( )( , ,..., ) ( , ,..., )T LNV LNV LNV p T LNV LNV LNV pLNVTWA LNVTWA       

exists when 
*

( ) ( )LNV j LNV j  . 

Proof: 

(1) For LNV(j) = LNV = <td, ud, fd> (j = 1, 2, ..., p), the aggregated result of Eq. (14) is given below: 

( ) ( ) ( )

( )

1 1 1

1 1 1

1

2 (1) (2) ( ) 2 ( )

1

2 / cos cos( ( ) /2 ) 2 / sin sin( ( ) /2 ) 2 / sin sin( ( ) / 2 )

2 / cos cos( ( ) /2 )

( , ,..., )

, ,
g p p

e e ej j j

j j j

e

p

T LNV LNV LNV p T j LNV j

j

b td j b b ud j b b fd j b

b td j b

LNVTWA e

     

 

   

  



− − −

= = =

−

=

     
     
     
     

=

=
  

=



( ) ( )1 1
1 1 12 / sin sin( ( ) /2 ) 2 / sin sin( ( ) /2 )

, ,

, , .

p p p
e ej j j

j j jb ud j b b fd j b

td ud fd LNV

   

 

   

  − −
= = =

= =

 

(2) Since LNVmin and LNVmax are the minimum and maximum LNVs, LNVmin  LNV(j)  LNVmax exists. 

Consequently, 
2 min 2 ( ) 2 max1 1 1

p p p

T j LNV T j LNV j T j LNVj j j
e e e  

= = =
     also exists. In terms of 

the characteristic (1) and the characteristics of the trigonometric functions, there is 

min 2 ( ) max1

p

LNV T j LNV j LNVj
e  

=
  , i.e., ( )min 2 (1) (2) ( ) max, ,...,LNV T LNV LNV LNV p LNVLNVTWA      . 
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(3) For 
*

( ) ( )LNV j LNV j  , there is *

2 ( ) 2 ( )1 1

p p

T j LNV j T j LNV jj j
e e 

= =
  , i.e., 

 
* * *

2 (1) (2) ( ) 2 (1) (2) ( )( , ,..., ) ( , ,..., )T LNV LNV LNV p T LNV LNV LNV pLNVTWA LNVTWA      . 

Therefore, the characteristics of (1)-(3) are true.  

Example 1. Let three LNVs be LNV(1) = <7, 2, 3>, LNV(2) = <6, 1, 2>, and LNV(3) = <5, 4, 5> in the 

LTS L = {0, 1, …, 8} subject to their weight vector e = (0.3, 0.4, 0.3). Using Eqs. (11) and (14), their 

aggregated values are calculated below: 

( )

( )

1

1

1

3

1 (1) (2) (3) 1 ( )

1

2 8/ tan 0.3 tan(7 /(2 8))+0.4 tan(6 /(2 8))+0.3 tan(5 /(2 8))

2 8/ cot 0.3 cot(2 /(2 8))+0.4 cot( /(2 8))+0.3 cot(4 /(2 8))

2 8/ cot 0.3 cot(3

( , , )

,

,

T LNV LNV LNV T j LNV j

j

LNVTWA e

   

   



   







−

−

−

=

      

      

 

=

=



( )

6.3211 1 6209 2.8234

/(2 8))+0.4 cot(2 /(2 8))+0.3 cot(5 /(2 8))

, ,

  

  

    

= .

, 

( )

( )

1 0.3 0.4 0.3

1 0.3 0.4 0.3

1

3

2 (1) (2) (3) 2 ( )

1

2 8/ cos (cos(7 /(2 8))) (cos(6 /2)) (cos(5 /(2 8)))

2 8/ sin (sin(2 /(2 8))) (sin( /(2 8))) (sin(4 /(2 8)))

2 8/ sin (sin(3

( , , )

,

,

T LNV LNV LNV T j LNV j

j

LNVTWA e

   

   

 

   







−

−

−

=

    

     



=

=



( )0.3 0.4 0.3

6.1808 1.8287 2.9061

/(2 8))) (sin(2 /(2 8))) (sin(5 /(2 8)))

, ,

 

  

    

=

. 

4.2 LNVTWGT1 and LNVTWGT2 operators 

This part proposes the LNVTWGT1 and LNVTWGT2 operators in terms of the TOLs of LNVs in 

Definitions 2 and 3. 

Definition 5. Let LNV(j) = <td(j), ud(j), fd(j)> (j = 1, 2, …, p) be p LNVs and LNVTWGT1 and LNVTWGT2: 

p → . Assume that ej (j = 1, 2, …, p) is the weight of LNV(j) subject to ej  [0, 1] and 
1

1
p

jj
e

=
= . 

Then, the LNVTWGT1 and LNVTWGT2 operators are defined below: 

1 2

1 (1) (2) ( )

(1) 1 (2) 1 1 ( ) 1 ( )

1

( , ,..., )

( ) ( ) ... ( ) ( )p j

T LNV LNV LNV p

p
e ee e

LNV T LNV T T LNV p T LNV j

j

LNVTWG   

   
=

=    =
,         (17) 

1 2

2 (1) (2) ( )

(1) 2 (2) 2 2 ( ) 2 ( )

1

( , ,..., )

( ) ( ) ... ( ) ( )p j

T LNV LNV LNV p

p
e ee e

LNV T LNV T T LNV p T LNV j

j

LNVTWG   

   
=

=    =
,      (18) 

Theorem 5. Let LNV(j) = <td(j), ud(j), fd(j)> (j = 1, 2, …, p) be p LNVs and set ej as the weight of LNV(j) (j = 

1, 2, …, p) subject to ej  [0, 1] and 
1

1
p

jj
e

=
= . Then, the aggregated value of the LNVTWGT1 

operator is LNV, which is gotten by 

( ) ( ) ( )1 1 1

1 1 1

1 (1) (2) ( ) 1 ( )

1

2 / cot cot( ( ) /2 ) 2 / tan tan( ( ) /2 ) 2 / tan tan( ( ) / 2 )

( , ,..., ) ( )

, ,

j

p p p

j j j

j j j

p
e

T LNV LNV LNV p T LNV j

j

b e td j b b e ud j b b e fd j b

LNVTWG

     

   

  
− − −

= = =

=

     
     
     
     

=

=
  



,(19) 
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Proof: By a similar proof of Theorem 1, Theorem 5 can be verified (omitted here). 

Theorem 6. The LNVTWGT1 operator of Eq. (19) contains the characteristics below: 

(1)Idempotency: Set LNV(j) = <td(j), ud(j), fd(j)> (j = 1, 2, …, p) as p LNVs. If LNV(j) = LNV = <td, ud, 

fd> (j = 1, 2, …, p), then ( )1 (1) (2) ( ), ,...,T LNV LNV LNV p LNVLNVTWG    = . 

(2)Boundedness: Set LNV(j) = <td(j), ud(j), fd(j)> (j = 1, 2, …, p) as p LNVs and set the minimum and 

maximum LNVs as ( ) ( ) ( )min ( ) ( ) ( )min ,max ,maxLNV td j ud j fd j
j j j

   =  and 

( ) ( ) ( )max ( ) ( ) ( )max ,min ,minLNV td j ud j fd j
j jj

   = . Consequently, there is this inequation

min 1 (1) (2) ( ) max( , ,..., )LNV T LNV LNV LNV p LNVLNVTWG      . 

(3)Monotonicity: Set LNV(j) = <td(j), ud(j), fd(j)> and * * * *

( ) ( ) ( ) ( ), ,LNV j td j ud j fd j   =  (j = 1, 2, …, p) as 

two groups of LNVs. If *

( ) ( )LNV j LNV j  , then there is the inequation 

* * *

1 (1) (2) ( ) 1 (1) (2) ( )( , ,..., ) ( , ,..., )T LNV LNV LNV p T LNV LNV LNV pLNVTWG LNVTWG      . 

Proof. In view of a similar proof of Theorem 2, Theorem 6 can be verified (omitted here). 

Theorem 7. Let LNV(j) = <td(j), ud(j), fd(j)> (j = 1, 2, …, p) (j = 1, 2, …, p) be p LNVs and set ej as the weight 

of LNV(j) (j = 1, 2, …, p) subject to ej  [0, 1] and 
1

1
p

jj
e

=
= . Then, the aggregated value of the 

LNVTWGT2 operator is LNV, which is gotten by 

( ) ( ) ( )1 1 1

1 1 1

2 (1) (2) ( ) 2 ( )

1

2 / sin sin( ( ) /2 ) 2 / cos cos( ( ) /2 ) 2 / cos cos( ( ) / 2 )

( , ,..., ) ( )

, ,

j

p p p
e e ej j j

j j j

p
e

T LNV LNV LNV p T LNV j

j

b td j b b ud j b b fd j b

LNVTWG

     

   

  
− − −

= = =

=

     
     
     
     

=

=
  



,  (20) 

Proof: According to a similar verification of Theorem 3, Theorem 7 can be verified (omitted here). 

Theorem 8. The LNVTWGT2 operator of Eq. (20) contains the characteristics below: 

(1)Idempotency: Set LNV(j) = <td(j), ud(j), fd(j)> (j = 1, 2, …, p) as p LNVs. If LNV(j) = LNV = <td, ud, 

fd> (j = 1, 2, …, p), then ( )2 (1) (2) ( ), ,...,T LNV LNV LNV p LNVLNVTWG    = . 

(2)Boundedness: Set LNV(j) = <td(j), ud(j), fd(j)> (j = 1, 2, …, p) as p LNVs and set the minimum and 

maximum LNVs as ( ) ( ) ( )min ( ) ( ) ( )min ,max ,maxLNV td j ud j fd j
j j j

   =  and 

( ) ( ) ( )max ( ) ( ) ( )max ,min ,minLNV td j ud j fd j
j jj

   = . Consequently, there is this inequation

min 2 (1) (2) ( ) max( , ,..., )LNV T LNV LNV LNV p LNVLNVTWG      . 

(3)Monotonicity: Set LNV(j) = <td(j), ud(j), fd(j)> and * * * *

( ) ( ) ( ) ( ), ,LNV j td j ud j fd j   =  (j = 1, 2, …, p) as 

two groups of LNVs. If *

( ) ( )LNV j LNV j  , then there is the inequation 

* * *

2 (1) (2) ( ) 2 (1) (2) ( )( , ,..., ) ( , ,..., )T LNV LNV LNV p T LNV LNV LNV pLNVTWG LNVTWG      . 

Proof: According to a similar verification of Theorem 4, Theorem 8 can be verified (omitted here). 

Example 2. Let three LNVs be LNVV(1) = <7, 1, 3>, LNVV(2) = <6, 3, 3>, and LNVV(3) = <5, 2, 2> in the 

LTS L = {0, 1, …, 8} subject to the weight vector e = (0.3, 0.3, 0.4). Using Eqs. (19) and (20), their 

aggregated values are given below: 
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( )

( )

1

1

1

3

1 (1) (2) (3) 1 ( )

1

2 8/ cot 0.3 cot(7 /(2 8)) 0.3 cot(6 /(2 8)) 0.4 cot(5 /(2 8))

2 8/ tan 0.3 tan( /(2 8)) 0.3 tan(3 /(2 8)) 0.4 tan(2 /(2 8))

2 8/ tan 0.3 tan

( , , ) ( )

,

,

je

T LNV LNV LNV T LNV j

j

LNVTWG

   

   



   







−

−

−

=

   +   +  

   +   +  

 

=

=



( )

5.8413 2.0502 2.6254

(3 /(2 8)) 0.3 tan(3 /(2 8)) 0.4 tan(2 /(2 8))

, ,

  

  

 +   +  

=

, 

( ) ( ) ( )( )

( ) ( ) ( )( )

( )

0.3 0.3 0.41

0.3 0.3 0.41

1

3

2 (1) (2) (3) 2 ( )

1

2 8/ sin sin(7 /(2 8)) sin(6 /(2 8)) sin(5 /(2 8))

2 8/ cos cos( /(2 8)) cos(3 /(2 8)) cos(2 /(2 8))

2 8/ cos cos(3 /(2 8))

( , , ) ( )

,

,

je

T IFV IFV IFV T LNV j

j

LNVTWG

   

   

 

   







−

−

−

=

     

     

 

=

=



( ) ( )( )0.3 0.3 0.4

5.7237 2.161 2.654

cos(3 /(2 8)) cos(2 /(2 8))

, ,

 

  

   

=
 

 

5. MADM model using one of the four proposed LNV TAOs 

This section develops a MADM model using one of the LNVTWAT1, LNVTWAT2, LNVTWGT1 

and LNVTWGT2 operators to handle MADM issues in the scenario of LNVs. 

In a MADM problem, there are a set of s alternatives Ka = {Ka1, Ka2, …, Kas} and a set of p attributes 

Ra = {Ra1, Ra2, …, Rap}. In the assessment process, the alternatives must meet the attribute 

requirements, then their assessment values can be assigned by the LNVs obtained from the LTS L = 

{0, 1, …, b} with odd cardinality b+1. All the assessed LNVs are formed as their decision matrix ML 

= (LNV(kj))sp, where LNV(kj) = <td(kj), ud(kj), fd(kj)> for td(kj), ud(kj), fd(kj)  L (j = 1, 2, …, p; k = 1, 2, …, s) are 

LNVs to express the decision makers’ true, false and uncertain linguistic values corresponding to 

their satisfactory degrees of each alternative Kak on the attributes Raj. The weight vector of the 

attributes is given by e = (e1, e2, …, ep) subject to 0  ej  1 and 
1

1
p

jj
e

=
= . Regarding the MADM 

problem in the scenario of LNVs, the decision algorithm of the MADM model is indicated below. 

Step 1: Get the aggregated value LNV(k) for each Kak (k = 1, 2, …, s) by one of the following LNVTWAT1, 

LNVTWAT2, LNVTWGT1 and LNVTWGT2 operators: 

( ) ( ) ( )1 1 1

1 1 1

( ) 1 ( 1) ( 2) ( ) 1 ( )

1

2 / tan tan( ( ) /2 ) 2 / cot cot( ( ) /2 ) 2 / cot cot( ( ) / 2 )

( , ,..., )

, ,
p p p

j j j

j j j

p

LNV k T LNV k LNV k LNV kp T j LNV kj

j

b e td kj b b e ud kj b b e fd kj b

LNVTWA e

     

    

  
− − −

= = =

=

     
     
     
     

= =

=
  



,  (21) 

( ) ( ) ( )1 1 1

1 1 1

( ) 2 ( 1) ( 2) ( ) 2 ( )

1

2 / cos cos( ( ) /2 ) 2 / sin sin( ( ) /2 ) 2 / sin sin( ( ) / 2 )

( , ,..., )

, ,
p p p

e e ej j j

j j j

p

LNV k T LNV k LNV k LNV kp T j LNV kj

j

b td kj b b ud kj b b fd kj b

LNVTWA e

     

    

  
− − −

= = =

=

     
     
     
     

= =

=
  



, (22) 
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( ) ( ) ( )1 1 1

1 1 1

( ) 1 ( 1) ( 2) ( ) 1 ( )

1

2 / cot cot( ( ) /2 ) 2 / tan tan( ( ) /2 ) 2 / tan tan( ( ) / 2 )

( , ,..., ) ( )

, ,

j

p p p

j j j

j j j

p
e

LNV k T LNV k LNV k LNV kp T LNV kj

j

b e td kj b b e ud kj b b e fd kj b

LNVTWG

     

    

  
− − −

= = =

=

     
     
     
     

= =

=
  



, (23) 

( ) ( ) ( )1 1 1

1 1 1

( ) 2 ( 1) ( 2) ( ) 2 ( )

1

2 / sin sin( ( ) /2 ) 2 / cos cos( ( ) /2 ) 2 / cos cos( ( ) /2 )

( , ,..., ) ( )

, ,

j

p p p
e e ej j j

j j j

p
e

LNV k T LNV k LNV k LNV kp T LNV kj

j

b td kj b b ud kj b b fd kj b

LNVTWG

     

    

  
− − −

= = =

=

     
     
     
     

= =

=
  



.  (24) 

Step 2: Calculate the score (accuracy) values of E(LNV(k)) (F(LNV(k))) (k = 1, 2, …, s) by Eq. (3) (Eq. (4) 

for necessity). 

Step 3: Rank alternatives based on the descending order of the score values (accuracy values) and 

decide the best one. 

Step 4: End. 

 

6. Practical application of the proposed MADM model 

6.1 Selection of CRDSs 

This part applies the proposed MADM model in the choice problem of CRDSs for a 

manufacturing company in China to show the validity of the developed MADM model in the 

scenario of LNVs. 

Crawling robots have been used in a wide range of fields due to their flexibility and adaptability. 

For search and rescue missions into hazardous areas after earthquakes, floods, and other disasters, 

the technical department of a manufacturing company in China presents the four potential design 

schemes of crawling robots: the track-driven crawling robot (Ka1), the wheeled crawling robot (Ka2), 

the crawler robot (Ka3), and the wheel-track crawler robot (Ka4), then they are expressed as a set of 

the four alternatives Ka = {Ka1, Ka2, Ka3, Ka4} for the choice of decision makers. In the assessment 

process, the four design schemes must meet four key requirements (attributes): technical conditions 

(Ra1), manufacturing cost (Ra2), flexible and fast movement ability (Ra3), and adaptability to complex 

environments (Ra4), then their weigh vector is given by e = (0.3, 0.3, 0.2, 0.2) as the known attribute 

weights. In this MADM issue, decision makers/engineers are invited to assess the satisfaction of the 

four CRDSs corresponding to the four attributes. Subsequently, the assessment values of their 

satisfaction are presented by the true, false, and uncertain linguistic values obtained from the given 

LTS L = {0(Extremely low), 1(Very low), 2(Low), 3(Slightly high), 4(Medium), 5(Slightly high), 

6(High), 7(Very high), 8(Extremely high} with b = 8. Thus, all the given LNVs LNV(kj) = <td(kj), ud(kj), 

fd(kj)> for td(kj), ud(kj), fd(kj)  L (k, j = 1, 2, 3, 4) can be created as their assessment matrix: 

6 1 2 7 3 2 5 2 2 6 3 2

7 2 3 7 3 2 7 3 2 6 2 4

6 2 2 6 2 4 6 2 1 6 2 3

7 3 2 7 2 3 7 2 2 5 1 2

=L

, , , , , , , ,

, , , , , , , ,
M

, , , , , , , ,

, , , , , , , ,

           

           

           

           

        
 
       
 
        
 
        

. 

First, using one of Eqs. (21)−(24), we get the aggregated values of LNV(k) for Kak (k = 1, 2, …, s): 

(1) The aggregated values of the LNVTWAT1 operator are LNV(1) = <6.3688, 1.7826, 2>, LNV(2) = <6.8875, 

2.4076, 2.5168>, LNV(3) = <6, 2, 2.0655>, and LNV(4) = <6.8418, 1.8304, 2.2273>; 

(2) The aggregated values of the LNVTWAT2 operator are LNV(1) = <6.2502, 1.9671, 2>, LNV(2) = <6.8534, 

2.4407, 2.5724>, LNV(3) = <6, 2, 2.2819>, and LNV(4) = <6.763, 1.9523, 2.2523>; 
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(3) The aggregated values of the LNVTWGT1 operator are LNV(1) = <6.0603, 2.2651, 2>, LNV(2) = <6.7909, 

2.5264, 2.7806>, LNV(3) = <6, 2, 2.7436>, and LNV(4) = <6.5495, 2.1423, 2.3221>; 

(4) The aggregated values of the LNVTWGT2 operator are LNV(1) = <5.9617, 2.3853, 2>, LNV(2) = <6.7313, 

2.5584, 2.84>, LNV(3) = <6, 2, 2.8744>, and LNV(4) = <6.3651, 2.2272, 2.3534>. 

Then using Eq. (3) (Eq. (4)), the score (accuracy) values of E(LNV(k)) (k = 1, 2, 3, 4) and the ranking 

results of the four CRDSs are shown in Table 1. 
Table 1. Decision results of the developed MADM model and the existing MADM model 

AO Score value Ranking Best CRDS 

LNVTWAT1 operator 0.7744, 0.7485, 0.7473, 0.7827 Ka4 > Ka1 > Ka2 > Ka3 Ka4 

LNVTWAT2 operator 0.7618, 0.7433, 0.7383, 0.7733 Ka4 > Ka1 > Ka2 > Ka3 Ka4 

LNVTWGT1 operator 0.7415, 0.7285, 0.7190, 0.7535 Ka4 > Ka1 > Ka2> Ka3 Ka4 

LNVTWGT2 operator 0.7324, 0.7222, 0.7136, 0.7410 Ka4 > Ka1 > Ka2 > Ka3 Ka4 

LNVWA operator [14] 0.7604, 0.7420, 0.7365, 0.7721 Ka4 > Ka1 > Ka2 > Ka3 Ka4 

LNVWG operator [14] 0.7415, 0.7293, 0.7201, 0.7535 Ka4 > Ka1 > Ka2 > Ka3 Ka4 

In terms of the ranking results in Table 1, there is the same ranking order based on the four 

proposed TAOs of LNVs, which shows the ranking validity and robustness of the developed MADM 

model using one of Eqs. (21)−(24) in the scenario of LNVs. 

6.2 Comparison with the existing MADM model using the LNVWA and LNVWG operators 

To indicate the validity of the developed MADM model using one of the four presented TAOs, 

it is compared with the existing MADM model using the LNVWA and LNVWG operators [14] by the 

selection example of the four CRDSs in the scenario of LNVs. 

Applying Eqs. (1)−(3) based on the existing DM model [14], we get the aggregated values of 

LNVs and the score values of E(LNV(k)) (k = 1, 2, 3, 4) and the ranking results of the four CRDSs are 

also shown in Table 1. 

In terms of all the ranking results in Table 1, there is the same ranking order regarding the 

existing LNVWA and LNVWG operators and the proposed four TAOs of LNVs, which shows the 

ranking validity and rationality of the developed MADM model using one of Eqs. (21)−(24) in the 

scenario of LNVs. Then, the developed MADM model using the proposed TAOs of LNVs contains 

periodic property and can perform MADM problems with periodicity/polytemporal phases, while 

the existing MADM model using the LNVWA and LNVWG operators [14] cannot contain the 

periodic properties so as to difficultly perform DM problems with periodic/ploytemporal needs. It is 

clear that in the LNV scenario the developed MADM model significantly outperforms the existing 

MADM model in the periodic/polytemporal DM capability. 

7. Conclusion 

This paper first defined the linguistic trigonometric t-norms and t-conorms based on the 

trigonometry 1 and 2 and the TOLs of LNVs, which contained periodic operational properties. Then, 

the LNVTWAT1, LNVTWAT2, LNVTWGT1 and LNVTWGT2 operators were proposed to provide 

appropriate mathematical tools for solving MADM issues with periodicity/ploytemporal phases in 

the scenario of LNVs. Meanwhile, the TAOs of LNVs can compensate for the defects of existing AOs 

that lack periodic operations of LNVs. Furthermore, the developed MADM model using one of the 

LNVTWAT1, LNVTWAT2, LNVTWGT1 and LNVTWGT2 operators can effectively address MADM 

problems with periodicity/ploytemporal phases in LNV scenarios. Finally, the developed MADM 

model was used for the MADM application in the choice problem of CRDSs and reflected its validity 

and robustness of the ranking results. By comparison with the existing MADM model in the LNV 

scenario, the developed MADM model verified the validity and rationality of the decision results and 

significantly outperformed the existing MADM model. 

Generally, the MADM model using one of the LNVTWAT1, LNVTWAT2, LNVTWGT1 and 

LNVTWGT2 operators proposed in this study can not only extend the existing linguistic neutrosophic 

DM models, but also handle linguistic or linguistic intuitionistic fuzzy DM problems by a special case 

of the proposed MADM model. However, this study developed the TAOs of LNVs and their DM 

method for the first time. Therefore, we need to provide more research work in the future. To do so, 



Neutrosophic Sets and Systems, Vol. 96, 2026     67  

 

 

Yongbiao Luo , Hui Pan, MADM Model Based on Trigonometric Aggregation Operators of Linguistic Neutrosophic Values 

and Its Application in Selecting the Crawling Robot Design Schemes 

it is necessary to further develop some new LNV TAOs, including LNV trigonometric Einstein, 

Hamacher, Bonferroni, Maclaurin, and Heronian AOs, etc., and their applications in computer 

science, medical diagnosis, civil engineering management in LNV scenarios. 
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